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Preface 

The Australian Joint Conference on Artificial Intelligence series is steered by the 
Australian Computer Society's (ACS) National Committee on Artificial Intelligence 
and Expert Systems. It aims at stimulating research by promoting exchange and  
cross-fertilization of ideas among different branches of artificial intelligence. It also 
provides a common forum for researchers and practitioners in various fields of AI to 
exchange new ideas and share their experience.  

This volume contains the proceedings of the 19th Australian Joint Conference on 
Artificial Intelligence (AI 2006) held at Hobart, Australia.  AI 2006 received a record 
number of submissions, a total of 689 submissions from 35 countries. From these, full 
papers 89 (13%), long papers (up to 12 pages) and 70 (10%) short papers (up to 7 
pages) were accepted for presentation and included in this volume. All full papers 
were reviewed through two rounds of assessments by at least two independent re-
viewers including Senior Program Committee members.  

The papers in this volume give an indication of recent advances in artificial intel-
ligence. The topics covered include Machine Learning, Robotics, AI Applications, 
Planning, Agents, Data Mining and Knowledge Discovery, Cognition and User 
Interface, Vision and Image Processing, Information Retrieval and Search, AI in  
the Web, Knowledge Representation, Knowledge-Based Systems, and Neural  
Networks. 

The technical program comprised two days of workshops, followed by paper  
sessions, keynote talks, and special sessions. The keynote speakers include Hiroshi 
Motoda, Rolf Pfeifer, Munindar P. Singh and Toby Walsh, who are internationally 
distinguished researchers. We thank them for preparing and presenting their talks.  
The abstracts of their talks are included in this volume.  

The success of a conference depends on support and cooperation from many indi-
viduals and organizations; AI 2006 was no exception. The Conference Committee 
gratefully acknowledges financial and in-kind support from the Asian Office of Aero-
space Research and Development (USA), Australian Computer Society, Australian 
Defense Academy/University of New South Wales, Australian National University, 
Central Queensland University, In-tellinc (Australia), University of Canberra, Univer-
sity of Tasmania, and Griffith University. 

We would like to take this opportunity to thank the authors, Senior Program Com-
mittee members, Program Committee members, reviewers, volunteer students and 
fellow members of the conference committee for their time and effort spent on mak-
ing AI 2006 a successful and enjoyable conference. A special thanks goes to  
Yang-Sok Kim, who worked as a secretary of the conference for the Program Com-
mittee and Web administrations. We also thank Tony Gray and Andrea Kingston and 
other computing staff members for local arrangements and technical support for the 
conference registrations. 



VI Preface 

Finally, we thank Springer and its Computer Science Editor Alfred Hofmann and 
Anna Kramer for their assistance in publishing these proceedings of AI 2006 as a 
volume in its Lecture Notes in Artificial Intelligence series. 

Abdul Sattar 
Byeong Ho Kang 
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Andrew P. Papliński, Lennart Gustafsson

Identification of Fuzzy Relation Model Using HFC-Based Parallel
Genetic Algorithms and Information Data Granulation . . . . . . . . . . . . . . . 29

Jeoung-Nae Choi, Sung-Kwun Oh, Hyun-Ki Kim

Evaluation of Incremental Knowledge Acquisition with Simulated
Experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Paul Compton, Tri M. Cao

Knowledge Representation and Reasoning

Finite Domain Bounds Consistency Revisited . . . . . . . . . . . . . . . . . . . . . . . . 49
C.W. Choi, W. Harvey, J.H.M. Lee, P.J. Stuckey



XIV Table of Contents

Speeding Up Weighted Constraint Satisfaction Using Redundant
Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Y.C. Law, J.H.M. Lee, M.H.C. Woo

Verification of Multi-agent Systems Via Bounded Model Checking . . . . . . 69
Xiangyu Luo, Kaile Su, Abdul Sattar, Mark Reynolds

Logical Properties of Belief-Revision-Based Bargaining Solution . . . . . . . . 79
Dongmo Zhang, Yan Zhang

Knowledge Compilation for Belief Change . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Maurice Pagnucco

Design Methodologies of Fuzzy Set-Based Fuzzy Model Based on GAs
and Information Granulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Sung-Kwun Oh, Keon-Jun Park, Witold Pedrycz

ALE Defeasible Description Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Pakornpong Pothipruk, Guido Governatori

Representation and Reasoning for Recursive Probability Models . . . . . . . 120
Catherine Howard, Markus Stumptner

Forgetting and Knowledge Update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Abhaya Nayak, Yin Chen, Fangzhen Lin

Machine Learning

Enhanced Temporal Difference Learning Using Compiled Eligibility
Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Peter Vamplew, Robert Ollington, Mark Hepburn

A Simple Artificial Immune System (SAIS) for Generating Classifier
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Kevin Leung, France Cheong

Selection for Feature Gene Subset in Microarray Expression Profiles
Based on an Improved Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Chen Zhang, Yanchun Liang, Wei Xiong, Hongwei Ge

An Efficient Alternative to SVM Based Recursive Feature
Elimination with Applications in Natural Language Processing
and Bioinformatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Justin Bedo, Conrad Sanderson, Adam Kowalczyk



Table of Contents XV

Efficient AUC Learning Curve Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Remco R. Bouckaert

Learning Hybrid Bayesian Networks by MML . . . . . . . . . . . . . . . . . . . . . . . 192
Rodney T. O’Donnell, Lloyd Allison, Kevin B. Korb

A Novel Nearest Neighbor Classifier Based on Adaptive Nonparametric
Separability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Bor-Chen Kuo, Hsin-Hua Ho, Cheng-Hsuan Li, Ya-Yuan Chang

Virtual Attribute Subsetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
Michael Horton, Mike Cameron-Jones, Ray Williams

Parallel Chaos Immune Evolutionary Programming . . . . . . . . . . . . . . . . . . 224
Bo Cheng, Zhenyu Guo, Zhifeng Bai, Binggang Cao

Classification of Lung Disease Pattern Using Seeded Region Growing . . . 233
James S.J. Wong, Tatjana Zrimec

Voting Massive Collections of Bayesian Network Classifiers for Data
Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243

Remco R. Bouckaert

Feature Weighted Minimum Distance Classifier with Multi-class
Confidence Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

Mamatha Rudrapatna, Arcot Sowmya

z-SVM: An SVM for Improved Classification of Imbalanced Data . . . . . . 264
Tasadduq Imam, Kai Ming Ting, Joarder Kamruzzaman

Connectionist AI

GP for Object Classification: Brood Size in Brood Recombination
Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274

Mengjie Zhang, Xiaoying Gao, Weijun Lou

IPSOM: A Self-organizing Map Spatial Model of How Humans
Complete Interlocking Puzzles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285

Spyridon Revithis, William H. Wilson, Nadine Marcus

Data Mining

Mining Generalised Emerging Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
Xiaoyuan Qian, James Bailey, Christopher Leckie



XVI Table of Contents

Using Attack-Specific Feature Subsets for Network Intrusion
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Sung Woo Shin, Chi Hoon Lee

Time Series Analysis Using Fractal Theory and Online Ensemble
Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Dalton Lunga, Tshilidzi Marwala

MML Mixture Models of Heterogeneous Poisson Processes with
Uniform Outliers for Bridge Deterioration . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

T. Maheswaran, J.G. Sanjayan, David L. Dowe, Peter J. Tan

Extracting Structural Features Among Words from Document Data
Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332

Kumiko Ishida, Tomoyuki Uchida, Kayo Kawamoto

Clustering Similarity Comparison Using Density Profiles . . . . . . . . . . . . . . 342
Eric Bae, James Bailey, Guozhu Dong

Efficient Mining of Frequent Itemsets in Distorted Databases . . . . . . . . . . 352
Jinlong Wang, Congfu Xu

Improved Support Vector Machine Generalization Using Normalized
Input Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

Shawkat Ali, Kate A. Smith-Miles

An Efficient Similarity Measure for Clustering of Categorical
Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

Sang-Kyun Noh, Yong-Min Kim, DongKook Kim, Bong-Nam Noh

SDI: Shape Distribution Indicator and Its Application to Find
Interrelationships Between Physical Activity Tests and Other Medical
Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

Ashkan Sami, Ryoichi Nagatomi, Makoto Takahashi,
Takeshi Tokuyama

Intelligent Agents

A Flexible Framework for SharedPlans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Minh Hoai Nguyen, Wayne Wobcke

An Analysis of Three Puzzles in the Logic of Intention . . . . . . . . . . . . . . . . 403
Wayne Wobcke



Table of Contents XVII

Building Intelligent Negotiating Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413
John Debenham, Simeon Simoff

Towards Goals in Informed Agent Negotiation . . . . . . . . . . . . . . . . . . . . . . . 423
Paul Bogg

Cognition and User Interface

Application of OWA Based Classifier Fusion in Diagnosis
and Treatment offering for Female Urinary Incontinence . . . . . . . . . . . . . . 433

Behzad Moshiri, Parisa Memar Moshrefi, Maryam Emami,
Majid Kazemian

Automatic Generation of Funny Cartoons Diary for Everyday Mobile
Life . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Injee Song, Myung-Chul Jung, Sung-Bae Cho

Welfare Interface Using Multiple Facial Features Tracking . . . . . . . . . . . . . 453
Yunhee Shin, Eun Yi Kim

Towards an Efficient Implementation of a Video-Based Gesture
Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 463

Jong-Seung Park, Jong-Hyun Yoon, Chungkyue Kim

Vision and Image Processing

Turkish Fingerspelling Recognition System Using Axis of Least Inertia
Based Fast Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
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What Can We Do with Graph-Structured Data?

– A Data Mining Perspective

Hiroshi Motoda�

Institute of Scientific and Industrial Research,
Osaka University

8-1, Mihogaoka, Ibaraki, Osaka 567-0047, Japan
motoda@ar.sanken.osaka-u.ac.jp

Recent advancement of data mining techniques has made it possible to mine from
complex structured data. Since structure is represented by proper relations and a
graph can easily represent relations, knowledge discovery from graph-structured
data (graph mining) poses a general problem for mining from structured data.
Some examples amenable to graph mining are finding functional components
from their behavior, finding typical web browsing patterns, identifying typical
substructures of chemical compounds, finding typical subsequences of DNA and
discovering diagnostic rules from patient history records. These are based on
finding some typicality from a vast amount of graph-structured data. What
makes it typical depends on each domain and each task. Most often frequency
which has a good property of anti-monotonicity is used to discover typical pat-
terns. The problem of graph mining is that it faces with subgraph isomorphism
which is known to be NP-complete. In this talk, I will introduce two contrasting
approaches for extracting frequent subgraphs, one using heuristic search (GBI)
and the other using complete search (AGM). Both uses canonical labelling to
deal with subgraph isomorphism. GBI [6,4] employs a notion of chunking, which
recursively chunks two adjoining nodes, thus generating fairly large subgraphs at
an early stage of search. It does not use the anti-monotonicity of frequency. The
recent improved version extends it to employ pseudo-chunking which is called
chunkingless chunking, enabling to extract overlapping subgraphs [5]. It can im-
pose two kinds of constraints to accelerate search, one to include one or more
of the designated subgraphs and the other to exclude all of the designated sub-
graphs. It has been extended to extract unordered trees from a graph data by
placing a restriction on pseudo-chunking operations. GBI can further be used as
a feature constructor in decision tree building [1]. AGM represents a graph by
its adjacency matrix and employs an Apriori-like bottom up search algorithm
using anti-monotonicity of frequency [2]. It can handle both connected and dis-
connected graphs. It has been extended to handle a tree data and a sequential
data by incorporating to each a different bias in joining operators [3]. It has
also been extended to incorporate taxonomy in labels to extract generalized
� Current address: AFOSR/AOARD, 7-23-17 Roppongi, Minato-ku, Tokyo 105-0032,

Japan, e-mail: hiroshi.motoda@aoard.af.mil
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subgraphs. I will show how both GBI and AGM with their extended versions
can be applied to solve various data mining problems which are difficult to solve
by other methods.
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Morphological Computation – Connecting Brain, Body, 
and Environment 

Rolf Pfeifer 

Artificial Intelligence Laboratory,  
University of Zurich, Switzerland 

Abstract. Traditionally, in robotics, artificial intelligence, and neuroscience, 
there has been a focus on the study of the control or the neural system itself. 
Recently there has been an increasing interest into the notion of embodiment – 
and consequently intelligent agents as complex dynamical systems – in all 
disciplines dealing with intelligent behavior, including psychology, cognitive 
science and philosophy. In this talk, we explore the far-reaching and often 
surprising implications of this concept.  While embodiment has often been used 
in its trivial meaning, i.e. „intelligence requires a body“, there are deeper and 
more important consequences, concerned with connecting brain, body, and 
environment, or more generally with the relation between physical and 
information (neural, control) processes. Often, morphology and materials can 
take over some of the functions normally attributed to control, a phenomenon 
called “morphological computation”. It can be shown that through the 
embodied interaction with the environment, in particular through sensory-motor 
coordination, information structure is induced in the sensory data, thus 
facilitating perception and learning. An attempt at quantifying the amount of 
structure thus generated will be introduced using measures from information 
theory. In this view, “information structure” and “dynamics” are 
complementary perspectives rather than mutually exclusive aspects of a 
dynamical system. A number of case studies are presented to illustrate the 
concepts introduced. Extensions of the notion of morphological computation to 
self-assembling, and self-reconfigurable systems (and other areas) will be 
briefly discussed. The talk will end with some speculations about potential 
lessons for robotics, artificial intelligence, and cognitive science. 
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Information Science and Technology" at the University of Tokyo for 2003/2004, from 
where he held the first global, fully interactive, videoconferencing-based lecture 
series "The AI Lectures from Tokyo" (including Tokyo, Beijing, Jeddah, Warsaw, 
Munich, and Zurich). His research interests are in the areas of embodiment, 
biorobotics, artificial evolution and morphogenesis, self-reconfiguration and self-
repair, and educational technology. He is the author of the book "Understanding 
Intelligence", MIT Press, 1999 (with C. Scheier). His new popular science book 
entitled "How the body shapes the way we think: a new view of intelligence," MIT 
Press, 2006 (with Josh Bongard) is scheduled to appear this fall. 
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Interaction-Oriented Programming: Concepts, Theories, 
and Results on Commitment Protocols 
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Abstract. Unlike traditional information systems, modern systems are _open_, 
consisting of autonomous, heterogeneous parties interacting dynamically.  Yet 
prevalent software techniques make few accommodations for this fundamental 
change.  Multiagent systems are conceptualized for open environments.  They 
give prominence to flexible reasoning and arms-length interactions captured via 
communications. On the backdrop of multiagent systems, Interaction-Oriented 
Programming is the idea of programming with interactions as first-class entities 
instead of, e.g., objects.  Protocols are to interactions as classes are to objects: 
because of their key nature, protocols have obtained a lot of research attention.  
Modeling protocols suitably for open environments meant modeling their 
content, not just the surface communications.  In a number of important cases, 
such as business processes and organizations, the content is best understood 
using the notion of commitments of an agent to another agent in an appropriate 
context. Our theory of protocols supports flexible enactment of protocols, a 
treatment of refinement and composition of protocols, and their relationship 
with organizations and contracts, thus reducing the gap between agents and 
conventional computer science. This talk will review the key concepts, theories, 
and results on commitment protocols, and some important challenges that 
remain..  
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Agents and MultiAgent Systems. Munindar was the editor-in-chief of IEEE Internet 
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Symmetry Breaking
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Symmetry occurs in many problems in aritifical intelligence. For example, in
the n-queens problem, the chessboard can be rotated 90◦. As a second example,
several machines in a factory might have the same capacity. In a production
schedule, we might therefore be able to swap the jobs on machines with the
same capacity. As a third example, two people within a company might have
the same skills. Given a staff roster, we might therefore be able to interchange
these two people. And as a fourth example, when configuring a computer, two
memory boards might be identical. We might therefore be able to swap them
around without changing the performance of the computer.

Symmetries come in many different forms. For instance, there are rotation
symmetries (e.g. the 90◦ rotations of the chessboard in the n-queens problem),
reflection symmetries (e.g. the reflection of the chessboard along one of its di-
agonals), and permutation symmetries (e.g. the interchange of equally skilled
personnel in a staff roster). Problems may have many symmetries at once (e.g.
the n-queens problem simultaneously has several rotation and reflection symme-
tries). We can describe such symmetries using group theory. The symmetries of
a problem form a group. Their actions are to map solutions (a n-queens solution,
a production schedule, a staff roster, a configuration, etc.) onto solutions. We
must deal with such symmetry or we will waste much time visiting symmetric
solutions. In addition, we must deal with symmetry during our search for solu-
tions otherwise we will visit many search states that are symmetric to those that
we have already visited.

One well known mechanism to deal with symmetry is to add constraints which
eliminate symmetric solutions [1]. I will describe a general method for breaking
any type of symmetry [2,3]. The basic idea is very simple. We pick an ordering
on the variables, and then post symmetry breaking constraints to ensure that
the final solution is lexicographically less than any symmetric re-ordering of the
variables. That is, we select the “lex leader” assignment. In theory, this solves the
problem of symmetries, eliminating all symmetric solutions and pruning many
symmetric states. Unfortunately, the set of symmetries might be exponentially
large (for example, there are n! symmetries if we have n identical machines in a
factory).

� Thanks to my co-authors, especially Christian Bessiere, Alan Frisch, Emmanuel
Hebrard, Brahim Hnich, Zeynep Kiziltan and Ian Miguel. NICTA is funded through
the Australian Government’s Backing Australia’s Ability initiative, in part through
the Australian Research Council.
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By exploting properties of the set of symmetries we can sometimes overcome
this problem. I will describe two special cases where we can deal with an expo-
nential number of symmetries in polynomial time. These two cases frequently
occur in practice. In the first case, we have a matrix (or array) of decisions vari-
ables in which the rows and/or columns are symmetric and can be permuted.
In this case, we can lexicographical order the rows and/or columns [4,5]. In the
second case, we have values for our decision variables which are symmetric and
can be interchanged. I show how so called “value precedence” can be used to
break all such symmetry [6,7].

Finally, I will end with a discussion of open research questions in this area.
Are they efficient ways to combine together these symmetry breaking constraints
for particular types of symmetries? Are there useful subsets of these symmetry
breaking constraints when there are too many to post individually? Are there
problems where the symmetry breaking constraints can be simplified? Can these
symmetry breaking methods be used outside of constraint programming?
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Abstract. We investigate constraint domains in which answers to constraint ab-
duction problems can be represented compactly by a most general answer. We
demonstrate several classes of domains which have this property, but show that
the property is not compositional.

1 Introduction

Abduction is the inference rule that derives A from B and C, such that A,B � C. It
was considered by Peirce [12] to be – along with deduction and induction – one of the
fundamental forms of reasoning. Mostly, abduction has been addressed in a setting of
partially determined predicates or propositions. Constraint abduction refers to abduc-
tion in a setting where A, B and C come from a set of pre-defined, completely-defined
relations (constraints, in the sense of constraint logic programming [6]) and A, the an-
swer, ensures A ∧B → C.

Traditionally, abduction has been used as a model of scientific hypothesis formation
and diagnosis, and as a component of belief revision and machine learning, but the
applications of constraint abduction are in query evaluation using views [18], which is
used for integrating multiple sources of information [9], and in logic program analysis
[3,4] and type inference [16].

In previous work it has been established that some natural constraint domains, such
as linear arithmetic and finite terms, do not in general admit compact explicit repre-
sentations of all answers to an abduction problem [11,10]. In this paper we investigate
constraint domains in which all answers can be represented by a single most general an-
swer. We call these Heyting domains. It turns out that many of the simpler, commonly-
used constraint domains have this property although even in these simple cases there
are provisos. Furthermore, we show that even a simple combination of Heyting do-
mains loses the Heyting property. This presents a substantial difficulty for the use of
constraint abduction, but we demonstrate one case in which the composition of Heyting
domains is Heyting. We leave for future work a detailed study of this issue.

2 Background

The syntax and semantics of constraints are defined by a constraint domain [6]. Given
a signature Σ, and a set of variables V ars (which we assume is infinite), a constraint
domain is a pair (D,L) where D is a Σ-structure and L (the language of constraints)

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 9–18, 2006.
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is a set of Σ-formulas including constraints equivalent to true and false, and closed
under conjunction and renaming of free variables. If, for some set of constraints S ⊆ L,
every constraint is equivalent to a conjunction of renamed S-constraints then we refer
to S as a set of primitive constraints. We say the constraint domain is unary if L is
generated by a set of unary primitive constraints. We say the constraint domain is finite
if the set of values in D is finite.

When the constraint domain D is clear from the context we write C → C′ as an
abbreviation for D |= C → C′. We say C is more general than C′ if C′ → C. Two
constraints C and C′ are equivalent if C → C′ and C′ → C.

The constraints (modulo equivalence) form a partially ordered set (poset) where
C1 ≤ C2 iff C1 → C2. true and false are, respectively, the top and bottom ele-
ments of the poset. The greatest lower bound C1 � C2 of two constraints C1 and C2 is
their conjunction C1 ∧ C2. The least upper bound C1 	 C2 of two constraints may not
exist.

When every pair of elements in a poset has a least upper bound and a greatest lower
bound, the poset is called a lattice. If, in addition, top and bottom elements exist it is
called a bounded lattice. A lattice is said to be distributive if, for all elements x, y and
z, x� (y	 z) = (x� y)	 (x� z) and x	 (y� z) = (x	 y)� (x	 z). The complement
of an element x in a bounded lattice is an element x such that x 	 x is the top element
and x�x is the bottom element. A distributive lattice where every element has a unique
complement is called a Boolean lattice. A Boolean lattice that provides the operations
�, 	 and is called a Boolean algebra. The relative pseudo-complement of an element
x with respect to an element y is the unique (if it exists) greatest element z such that
z � x ≤ y. A bounded lattice where every element has a relative pseudo-complement
with respect to each element in the lattice is called a Heyting lattice. Every Boolean
lattice is a Heyting lattice. If the dual of a Heyting lattice H (the “upside-down” lattice,
where ≤ and ≥ are interchanged) also forms a Heyting lattice then H is a bi-Heyting
lattice. Heyting lattices and algebras originated as models for intuitionistic logic and
bi-Heyting algebras have been proposed as models for spatial reasoning calculi [15],
but these uses seem largely unconnected to their use in this paper.

3 Simple Constraint Abduction

We can now formally define the simple constraint abduction problem. Extensions of
this problem are discussed in Section 5. We write ∃̃ for the existential quantification of
all variables.

Definition 1. The Simple Constraint Abduction Problem is as follows:
Given a constraint domain (D,L), and given two constraints B,C ∈ L such that
D |= ∃̃ B ∧C, for what constraints A ∈ L does

D |= (A ∧B) → C

and
D |= ∃̃ (A ∧B)

An instance of the problem has a fixed constraint domain and fixed constraints B
and C. We call A an answer to the problem instance.
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Throughout this paper,A, B and C refer to the constraints in a simple constraint abduc-
tion problem. In an abuse of terminology, we often will refer to an instance as a SCA
problem.

Traditional abduction might be thought of as a kind of higher-order constraint ab-
duction where the variables range over relations and the constraints state tuples that
are in/out of those relations. Abductive logic programming [7] is somewhat different
because the deductive relation � is different from material implication. ACLP [8] ex-
tends abductive logic programming with constraints. It uses a version of SCA (where
C is false) in its algorithm but it does not perform abduction on constraints, only on
formulas that may involve constraints.

It is easy to see that there is always an answer to a SCA problem by taking A to be
C. However, in general there may be infinitely many answers, and we will need a finite
representation. For example, if B is x ≥ 5 and C is x ≥ 7 then C is an answer, but
so is every constraint x ≥ k where k ≥ 7. In this case, C can be considered to be a
representation of all answers since, for all answers A′, A′ is the conjunction of some
constraint with C (that is, A′ → C), and every A′ that is obtained in this way and is
consistent with B is an answer. We say an answer A to a SCA problem is the most
general answer if, for every answer A′ of the problem, A′ → A.

Unfortunately, not all SCA problems have a most general answer, which leads us to
consider maximally general answers. A maximally general answer is an answer A such
that there is no answer strictly more general than A. These answers are singled out by
the parsimony principle of abductive inference, which suggests choosing explanations
with weakest explanatory power. They also have the potential to compactly represent
many answers, since they can be taken to represent all stronger answers.

However, in some constraint domains such as linear arithmetic constraints, the max-
imally general answers do not represent all answers [11]. Furthermore, even in con-
straint domains where maximally general answers represent all answers, there may be
infinitely many maximally general answers [10,11]. It is clear from [10,11] that only
rarely do SCA problems have most general answers in the constraint domains that those
papers address (linear arithmetic constraints/finite term equalities).

In this paper, we will focus on identifying constraint domains for which every SCA
problem has a most general answer. This property ensures that the difficulties mentioned
above are avoided, though at the cost of limiting the constraint domains over which we
can abduce. In the type-inference setting, it corresponds to the principal-types property.
We say D is a Heyting domain when this property holds. This terminology is justified
by the following result.

Proposition 1. Let D be a constraint domain. D is a Heyting domain iff the poset of
constraints has the property that every element has a relative pseudo-complement with
respect to each element in the poset.

This proposition essentially reformulates the property of being a Heyting domain in
order-theoretic terms. The relative pseudo-complement is precisely the most general
answer. Note that a Heyting domain might not form a Heyting lattice because it might
not be a lattice. However, every finite unary constraint domain forms a lattice, and thus
every finite unary Heyting domain is a Heyting lattice.
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4 Heyting Constraint Domains

We have seen that constraint domains involving arithmetic over the reals or integers,
or equality over finite terms, are not Heyting domains. Of the remaining widely-used
constraint domains, most are unary. In particular, bound and interval constraints are
used for solving integer problems [5] and non-linear continuous problems [1], as well as
problems over finite sets [2,13] or multisets [17], while finite domain constraints are the
basis of CSPs. Hence we focus on establishing if/when these and similar domains are
Heyting, and presenting a constructive characterization of their most general answers,
when it exists.

4.1 Boolean Constraint Domains

Proposition 1 characterizes the Heyting domains, but it does not provide a way to com-
pute a most general answer. However, in Boolean algebras we can compute the most
general answer directly, using the algebraic operations.

Proposition 2. Let D be a constraint domain where the constraints form a Boolean
lattice. Consider the SCA problem over D and define A to be B 	 C.

Then A is the most general answer.

The above result applies to finite domains, as used in CSPs, where each variable ranges
over a finite set of values D and the only primitive constraints restrict variables to a
subset of D. The complement of a constraint x ∈ S is x ∈ (D\S). The least upper
bound is obtained by union: (x ∈ S1) 	 (x ∈ S2) is x ∈ (S1 ∪ S2). The greatest lower
bound is expressed by conjunction and can be obtained by intersection in a similar way.
Similarly, the constraint domain where constraints are unions of floating point-bounded
intervals over the real numbers, as used in Echidna [14], is a Heyting domain by this
result.

Note that the least upper bound operation 	 is, in general, different from disjunc-
tion ∨. However, when the constraint language is closed under negation the constraint
domain forms a Boolean lattice and, in that case, the least upper bound is exactly dis-
junction.

So far we have been using the lattice structure of the constraints. In the remain-
der of this section we consider constraint domains where the partial order of values is
important.

4.2 Bounds on a Total Order

Interval/bounds constraints on a total order cannot be addressed by Proposition 2 be-
cause these constraints do not form a distributive lattice and a complement is not defined.

Example 1. Consider bounds constraints on integers. Let C1 be x ∈ 1..5, C2 be x ∈
7..9 and C3 be x ∈ 5..6. Then C1 	 C2 is x ∈ 1..9. and (C1 	 C2) ∧ C3 is x ∈ 5..6.
However, C1 ∧ C3 is x ∈ 5..5 and C2 ∧ C3 is false so (C1 ∧ C3) 	 (C2 ∧ C3) is
x ∈ 5..5. Thus the lattice of constraints is not distributive.
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The complement of C1 must be an interval disjoint from 1..5 and hence contains
only numbers less than 1 or greater than 5. But then the least upper bound of these two
intervals cannot be the full interval of integers. Thus complement is not defined.

Consider any constraint domain D with a total ordering ≤. If we consider bounds,
primitive constraints have the form c ≤ x or x ≤ c, where c is a constant and x is a
variable. If we consider intervals, primitive constraints have the form x ∈ l..u, meaning
l ≤ x ≤ u, where l and u are constants and x is a variable. In both cases we might
also consider strict inequalities; to simplify the exposition we will omit this possibility,
which complicates the description but does not raise any new issues.

For both bounds and intervals, a solved form can be computed by essentially inter-
secting all intervals (or bounds) concerning each variable. Thus, in a solved form there
is at most one interval or two bounds (one lower, one upper) on each variable. If there
is no lower (upper) bound on a variable in a constraint we can act as though there is an
infinitely small (large) bound.

Given B and C, which we can assume without loss of generality are in solved form,
we construct A to satisfy A ∧B → C as follows:

For each variable x in B or C, let lxB and lxC (ux
B and ux

C) be the lower (respectively,
upper) bounds for x in B and C. Define A as follows. For each variable x:
d ≤ x is in A iff d = lxC , d �= −∞ and lxB < lxC
x ≤ d is in A iff d = ux

C , d �= ∞ and ux
C < ux

B

That is, A contains those bounds of C that are strictly tighter than those of B.
The following result follows directly from the construction of A.

Theorem 1. Consider the SCA problem over a constraint domain of bounds on a total
order. Let A be as defined above. Then A is the unique most general answer.

For example, let B be 2 ≤ x ∧ x ≤ 8 and C be 1 ≤ x ∧ x ≤ 5. Then lxB �< lxC (2 �< 1)
and so A contains no lower bound for x. But ux

C < ux
B (5 < 8) so A contains x ≤ 5.

Since intervals are essentially the conjunction of two bounds, we can achieve a simi-
lar result in that case, but only if there is minimum possible lower bound and maximum
possible upper bound. If there is no minimum possible lower bound and maximum pos-
sible upper bound (for example, if bounds of intervals can be any integer, but not an
infinite bound) then SCA problems can have an infinite ascending chain of answers,
and thus not have a maximally general answer.

Example 2. Consider a constraint domain of finite intervals over the integers. If B is
x ∈ 0..5 and C is x ∈ 1..10 then any constraint A of the form x ∈ 1..n is an answer,
but the set of all such constraints forms an ascending chain with no least upper bound.

4.3 Bounds on a Quasi Order

If the values of a constraint domain D are quasi-ordered by a relation � then we can
consider the induced equivalence relation ∼ and the induced partial order over the quo-
tient D/∼. Any �-bound on D induces a bound on D/∼, and vice versa. Thus

Proposition 3. Let D be the constraint domain of a quasi-order over a set D and let
D′ be the corresponding quotient constraint domain of the induced partial order.

Then D is a Heyting domain iff D′ is a Heyting domain.
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Constraint domains with a quasi-ordering can arise when truncation or rounding of
numbers is performed. For example, the set of real numbers is quasi-ordered by the
ordering on integers via truncation: x � y iff �x� ≤ �y�. Thus the above result implies
that limitations of machine representability of numbers will not affect the Heyting do-
main property for the constraint domains discussed in the previous subsection. Later we
will see an example involving finite sets.

4.4 Bounds on a Partial Order

We can obtain similar results for some partially ordered constraint domains with bounds
constraints. Unlike a total order, a partially ordered constraint domain with bounds con-
straints forms a Heyting domain only when the partial order has a certain structure: D
must be a bi-Heyting lattice. However, the construction of this answer cannot be given
in such simple terms, in general.

Theorem 2. Consider the SCA problem over a constraint domain D of bounds on a
partial order that forms a bi-Heyting lattice. Then D is a Heyting domain.

In this result the relative pseudo-complement is needed for the upper bounds, while its
dual is needed for the lower bounds.

We can construct most general answers if the partial order of values forms a Boolean
lattice – for example, bounds on set variables [2] where we assume the values that a
set variable can take are bounded above by a finite set. Suppose B and C are in solved
form. We define A by, for each variable x,
d ≤ x is in A iff d = (lxC � lxB) and lxB �≥ lxC
x ≤ d is in A iff d = (ux

C 	 ux
B) and ux

C �≥ ux
B

where 	 and � are the lattice operations and p denotes the complement of p. Then A is
the most general answer.

Theorem 3. Consider the SCA problem over a constraint domain D of bounds on a
partial order that forms a Boolean lattice. Suppose that the set of values of variable-free
terms in D (that can be used as bounds in constraints) is closed under the operations
of the lattice (	, �, and complement). Let A be as defined above.

Then A is the most general answer.

Theorem 3 applies directly to the constraint domain of bounds on finite sets.

Example 3. Consider interval constraints on finite sets as in Conjunto [2]. Here the
lattice operations on the values of the domain are the familiar union, intersection and set
complement operations. Suppose that x has a lower bound in B of lxB = {1, 2, 3} and a
lower bound in C of lxC = {1, 2, 4}. Then lxB �≥ lxC and lxA = {1, 2, 4}�{1, 2, 3} = {4}.

If the values of this constraint domain are the finite subsets of an infinite set and con-
straints are intervals then, like Example 2, there may not be a most general answer. But
if the values are the subsets of a finite set then there is a most general answer, even
when the constraints are intervals. However, this only applies to finite sets where subset
bounds are the only constraints; if there are more constraints then there might not be a
most general answer.
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4.5 Finite Set Constraints

In [13], the conventional containment partial ordering on finite sets is used in combina-
tion with a quasi-ordering based on the cardinalities of sets and a lexicographic ordering
on sets. The quasi-ordering � is defined by X � Y iff |X | ≤ |Y |, where |X | denotes
the cardinality of X . The lexicographic ordering is defined recursively as follows:
X � Y iff X = ∅ or x < y or x = y ∧X\{x} � Y \{y}

where x = max(X), the largest element in X , and y = max(Y ) and < is a total
order over all elements that may appear in a set. For example, suppose elements of
the sets are natural numbers and < is the usual ordering on natural numbers. Then1

{3, 2, 1} � {4, 2} since max({3, 2, 1}) = 3 < 4 = max({4, 2}). The characteristic
vector representation of a set S is a list χS of 0/1 values such that the i’th value is in S
iff the i’th element of χS is 1, where the values are ordered from <-largest to smallest.
The longest common prefix of two sets U and V is the longest common prefix of χU

and χV .
By Theorem 1, the constraint domain of bounds over sets under the lexicographic

ordering is a Heyting domain. Similarly, by Proposition 3 and Theorem 1, the constraint
domain of bounds on cardinalities of sets is a Heyting domain. As we saw above, from
Theorem 3, the constraint domain of bounds over sets under the containment ordering
is a Heyting domain. However, it does not immediately follow that a constraint domain
combining these kinds of constraints has unique most general answers.

Indeed, consider the SCA problem where B is |x| = 1 and C is x = {1}. Then
both x ⊆ {1} and {1} ⊆ x are maximally general answers. Thus the constraint domain
which uses all three kinds of constraints (as in [13]) is not a Heyting domain (and neither
are the constraint domains using only cardinality constraints and either of the other two
orderings). That is, the property of being a Heyting domain is not compositional, even
in this relatively simple case.

Definition 2. The composition by language of constraint domains (D,L1) and (D,L2)
having the same structure D is (D,L) where L is the conjunctive closure of L1 ∪ L2.

Proposition 4. The Heyting property is not closed under composition by language.

Let us now consider the constraint domain involving only containment and lexico-
graphic bounds constraints. A constraint in this constraint language is in simplified form
if the constraints on any variable x have the form dl ⊆ x ⊆ du, fl � x � fu where

– dl ⊆ fu ⊆ du and dl ⊆ fl ⊆ du,
– max(du) = max(fu) and max(dl) = max(fl), where x denotes the complement

of x,
– the longest common prefix of fl and fu is a prefix of dl and du.

This simplified form is similar to the normal form of rewrite rules given in [13], though
formulated differently, and every constraint can be simplified by similar rules.

Let B be in simplified form and let BC be the simplified form of B ∧ C. We define
A′ using the methods defined earlier for Theorem 1 (in the case of � constraints) and

1 Elements are written in descending order in this example to emphasize the lexicographic nature
of �.
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for Theorem 3 (in the case of ⊆ constraints). Thus A′ contains ∅ � x if lBC � lB and
lBC � x otherwise, where lB and lBC are the corresponding �-lower bounds for x in
B and BC respectively. A′ contains ∅ ⊆ x if lBC ⊆ lB and lBC ∩ lB ⊆ x otherwise,
where here lB and lBC are the corresponding ⊆-lower bounds for x in B and BC
respectively. Upper bounds are similar.

Given A′, we expand the bounds, if possible as follows. Let A′
−l and A′

−u be A′

except that the �-lower bound (respectively �-upper bound) of x is omitted. If (A′
−l ∧

B) → ¬(lB � x ≺ lA′) holds then the �-lower bound of x in A′ is replaced by
the ⊆-lower bound. Similarly, if A′

−u ∧ B → ¬(uA′ ≺ x � uB) holds then the �-
upper bound of x in A′ is replaced by the ⊆-upper bound. A similar expansion on the
⊆-bounds is unnecessary. The resulting constraint is A.

Theorem 4. Consider an SCA problem over the constraint domain of finite sets with
both containment and lexicographic orderings. Let A be as defined above.

Then A is the most general answer.

Example 4. Consider the SCA over the combined domain on subsets of {4, 3, 2, 1}. Let
B be {3, 1} � x, or ∅ ⊆ x ⊆ {4, 3, 2, 1}, {3, 1} � x � {4, 3, 2, 1} in simplified form,
and let C be {2} ⊆ x ⊆ {4, 3, 2}, {3, 2} � x � {4, 3, 2}. Then BC is identical to C
and A′ is {2} ⊆ x ⊆ {4, 3, 2}, {3, 2} � x � {4, 3, 2}. Expanding the lower bound
since A′

−l ∧B → x �= {3, 1}, we find A is {2} ⊆ x ⊆ {4, 3, 2}, {2} � x � {4, 3, 2}.

4.6 Bounds on Finite Multisets

When the constraint domain consists of bounds over multiset variables [17] the above
results do not apply. First we define this constraint domain. A multiset is a function
in S → N, where S is a finite set. Thus a multiset m = {{a, b, b}} is formalized
as a function where m(a) = 1, m(b) = 2, and m(c) = 0. Multisets are ordered
by the containment ordering: m1 ≤ m2 iff ∀s ∈ S m1(s) ≤ m2(s). We say m1 is
contained in m2 or m1 is a submultiset of m2. Under the containment ordering there
is a least multiset (the empty multiset, which is the zero function), and we assume
there is a greatest multiset M . The least upper bound and greatest lower bound under
this ordering can be defined as follows: (m1 	 m2)(s) = max{m1(s),m2(s)} and
(m1 �m2)(s) = min{m1(s),m2(s)}.

The primitive constraints in a multiset constraint domain have the form x ≤ m or
m ≤ x, specifying that the value of the variable x is contained in (respectively, contains)
the multiset m. For any constraint C, we can express C as

∧
x∈V ars(l

x
C ≤ x ∧ x ≤

ux
C). We assume there is a greatest multiset M in the constraint domain, the multisets

under consideration are exactly the submultisets of M , and that each submultiset can be
represented by a constant expression. Thus, if M is finite then multiset variables range
over a finite collection of multisets.

The containment ordering on multisets does form a distributive lattice, but it does
not have a complement. Thus the lattice of values is not a Boolean lattice, and thus
Theorem 3 does not apply. Similarly, Proposition 2 does not apply because the lattice
of constraints is not a Boolean lattice.
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Nevertheless, we can construct the most general answer to any SCA problem over
such multiset constraints. For a given SCA problem, defineA as

∧
x∈V ars(l

x
A ≤ x∧x ≤

ux
A) where

lxA(s) =
{

0 lxB(s) ≥ lxC(s)
lxC(s) otherwise

and

ux
A(s) =

{
M(s) ux

B(s) ≤ ux
C(s)

ux
C(s) otherwise

Then A defines the most general answer for the SCA problem over multiset con-
straints.

Theorem 5. Consider the SCA problem over a constraint domain of bounds on multiset
variables where there is a greatest multiset M . Let A be as defined above.

Then A is the unique most general answer.

For example, if B is {{a, b, b}} (that is, mB(a) = 1, mB(b) = 2, mB(c) = 0) and
C is {{a, b, c}} (mC(a) = 1, mC(b) = 1, mC(c) = 1) then A is {{c}} (mA(a) = 0,
mA(b) = 0, mA(c) = 1).

5 Generalized Constraint Abduction

Simple constraint abduction is the basis for other abduction problems [10]. In joint
constraint abduction, several simple problems must be solved simultaneously by an
answer A. In variable-restricted constraint abduction, A may use only a limited set
V of variables2. For Heyting domains, joint problems can be decomposed into simple
abduction problems, and the conjunction of all most general answers provides a most
general answer to the joint problem iff the joint problem has an answer. See [10].

Corresponding to every variable restricted problem is the unrestricted problem – the
simple problem where the variable restriction is ignored. We can use the unrestricted
problem to address the variable-restricted problem.

Theorem 6. Let (D,L) be a constraint domain where constraints are generated from
unary primitive constraints. Then the variable-restricted constraint abduction problem
wrt V has an answer iff D |= B → ∃V C.

Furthermore, assuming the variable-restricted problem has an answer, if the unre-
stricted problem has a most general answer then that is also the most general answer
to the restricted problem.

6 Conclusions

We have investigated the class of Heyting domains: those domains where every simple
constraint abduction problem that has an answer has a most general answer. We have

2 This set corresponds to the notion of abducibles in traditional abduction.
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demonstrated classes of domains that have this property, which include many of the
simpler commonly-used constraint domains. We have seen that the Heyting property
is not preserved under constraint language composition, but that it does extend to joint
constraint abduction and, for unary domains, to variable-restricted abduction.
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Abstract. It is known from psychology and neuroscience that multi-
modal integration of sensory information enhances the perception of
stimuli that are corrupted in one or more modalities. A prominent ex-
ample of this is that auditory perception of speech is enhanced when
speech is bimodal, i.e. when it also has a visual modality. The func-
tion of the cortical network processing speech in auditory and visual
cortices and in multimodal association areas, is modeled with a Multi-
modal Self-Organizing Network (MuSON), consisting of several Kohonen
Self-Organizing Maps (SOM) with both feedforward and feedback con-
nections. Simulations with heavily corrupted phonemes and uncorrupted
letters as inputs to the MuSON demonstrate a strongly enhanced au-
ditory perception. This is explained by feedback from the bimodal area
into the auditory stream, as in cortical processing.

1 Introduction

Bimodal integration of sensory information is advantageous when phenomena
have qualities in two modalities. Audiovisual speech, i.e. speech both heard and
seen by lip reading is a case where such sensory integration occurs. An important
advantage that this integration yields is that audiovisual speech is more robust
against noise, see e.g. [1]. This advantage, robustness of identification against
noise in stimuli, that are sensed by more than one sensory modality is a general
property of bimodal integration. Bimodal and multimodal integration has been
studied extensively, for reviews, see [2].

There are areas in cortex that have long been recognized as multimodal as-
sociation areas, such as the superior temporal polysensory area (STP), see e.g.
[3,4], but more recently it has been established that multimodal convergence
also occurs earlier in cortical sensory processing, in unimodal (which thus are
not exclusively unimodal) sensory cortices [5,6].

Convergence of signals conveying auditory and visual information onto a neu-
ron or a neural structure can be mediated in different ways. Feedforward or

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 19–28, 2006.
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bottom up connections from lower levels to higher levels in the neural hierarchy
and feedback or top down connections going in the opposite direction both serve
to integrate information from different sensory modalities, see e.g. [7,8].

The functionality of feedforward and feedback connections has been exten-
sively studied in vision. When a visual stimulus is presented there follows a
rapid forward sweep of activity in visual cortex, with a delay of only about 10
msec for each hierarchical level [9]. The initial activity is thus determined mainly
by feedforward connections. Feedback will then dynamically change the tuning
of neurons even in the lowest levels.

Feedback in bimodal sensory processing has been found to be important in
the bimodal processing of audiovisual speech. Speech is processed in several cor-
tical regions, see [10] for a review. Sensory specific cortices provide one of the
stages in the human language system [11,5,12]. Auditory processing for phoneme
perception takes place in the left posterior Superior Temporal Sulcus (STSp) see
e.g. [13,14]. Bimodal integration of audiovisual speech takes place in the multi-
modal association area in the Superior Temporal Sulcus (STS) and the Superior
Temporal Gyrus (STG) [12], located between the sensory-specific auditory and
visual areas.

In audiovisual speech there is a perceptual gain in the sensory-specific auditory
cortex as compared to purely auditory speech. This corresponds to increased
activity in unimodal cortices when bimodal stimuli are presented and is believed
to be the result of top-down processing from the STS, modulating the activity in
unimodal cortices [15]. It has been found, see [4], that while sensory convergence
in higher-order bi- and multisensory regions of the superior temporal sulcus
(STS) is mediated by feedforward connections, the visual input into auditory
cortex is mediated by feedback connections. This enhances the perception in
auditory cortex. As a comparatively recent development in human evolution
language also exists in written form, i.e. language has yet another set of visual
properties. Simultaneous presentation of written text and auditory speech is not
as “natural” an occurrence as lip reading and auditory speech, yet, if the written
text and the auditory speech are congruent, speech perception is improved, see
[16,17]. Neural resources for processing of letters exist in or close to the left
fusiform gyrus, see [18,19,20]. Bimodal integration of phonemes and letters takes
place in the STS [21,22].

In this paper, which is a direct continuation of work presented in [23,24], we
model the processing of phonemes and letters both in sensory-specific areas and
in sensory integration. The network we use for this study is a multimodal self-
organizing network (MuSON) which consists of unimodal maps with phonetic
and graphic inputs respectively, and an integrating bimodal map. These maps
correspond to the cortical architecture for phonetic processing in the STSp,
processing of letters in the fusiform area and the bimodal integration in the STS.
In [22] it is argued that there is feedback from the bimodal integrating area down
into the sensory-specific auditory area. This feedback is also part of our model,
in that we introduce a second auditory map which accepts feedforward inputs
from the first auditory map as well as feedback inputs from the bimodal map.
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We have earlier shown [24] in a study without feedback how templates for
phonemes and letters result from self-organization of the unimodal maps and
integrate into templates for the bimodal percepts in the bimodal map. We have
also shown that the bimodal percepts are robust against additive noise in the
letters and phonemes. The purpose of this study is to show how this robustness
of the bimodal percepts can be “transferred” down in the processing stream by
feedback. In essence we want to show that we hear a noisy phoneme better when
we see the corresponding uncorrupted letter.

2 The Multimodal Self-Organizing Networks

Self-organizing neural networks have been inspired by the possibility of achiev-
ing information processing in ways that resemble those of biological neural
systems.

In particular, pattern associators based on Hebbian learning [25] and self-
organizing maps [26] show similarities with biological neural systems. Pattern
associators have been employed to simulate the multimodal sensory processing
in cortex [27]. Kohonen Self-Organizing Maps (SOMs) are well-recognized and
intensively researched tools for mapping multidimensional stimuli onto a low
dimensionality (typically 2) neuronal lattice, for an introduction and a review,
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Fig. 1. Left: A two-level feedfoward-only Multimodal Self-Organizing Network (Mu-
SON) processing auditory and visual stimuli. The auditory stimuli are processed in
SOMph, and the visual stimuli in SOMlt. Bimodal integration then takes place in
SOMbm. Right: A three-level Multimodal Self-Organizing Network (MuSON) with a
feedback connection from the bimodal level to the auditory stream.
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see [26]. In this paper we will employ a network of interconnected SOMs, referred
to as Multimodal Self-Organizing Networks (MuSONs), see [23,24].

We consider first a feedforward Multimodal Self-Organizing Network (Mu-
SON) as presented in the left part of Figure 1. The pre-processed sensory stim-
uli, xlt and xph form the inputs to their respective unisensory maps, SOMlt and
SOMph. Three-dimensional outputs from these maps, ylt and yph, are combined
together to form a six-dimensional stimulus for the higher-level bimodal map,
SOMbm. The learning process takes place concurrently for each SOM, accord-
ing to the well-known Kohonen learning law, see [23,24] for details. After self-
organizations each map performs the mapping of the form: y(k) = g(x(k);W, V ),
where x(k) represents the kth stimulus for a given map, W is the weight map,
and V describes the structure of the neuronal grid. The 3-D output signal y(k)
combines the 2-D position of the winner with its 1-D activity.
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Bimodal map

Fig. 2. The activity in the trained bimodal map when the letter and the phoneme ö is
the input to the sensory-specific maps. The patch of neurons representing ö is clearly
distinguished from other patches.

The position of the winner can be determined from the network (map) post-
synaptic activity, d(k) = W · x(k). As an example, in Figure 2, we show the
post-synaptic activity of a trained bimodal map when the visual letter stimulus
xlt(k) and the auditory phoneme stimulus xph(k) representing letter/phoneme ö
is presented. The activity in the map for one phoneme/letter combination shows
one winning patch with activity descending away from this patch as illustrated
in Figure 2. Such winning patches form maps as in Figure 3.

3 The Unimodal Visual Map for Letters and Auditory
Map for Phonemes

The stimulus xlt to the visual letter map is a 22-element vector obtained by
a principal component analysis of scanned (21×25)-element binary character
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Fig. 3. Patches of highest activity for labeled letters and phonemes after self-
organization on a map of 36×36 neurons

images. After self-organization is complete, the properties of the visual letter
map SOMlt may be best summarized as in the left part of Figure 3. The map
shows the expected similarity properties — symbols that look alike are placed
close to each other in the map. Note, for example, the cluster of characters f,
t, r, i, l, k, b and p based predominantly on a vertical stroke. The patches in
Figure 3 cover populations of neurons which show the highest activity for their
respective stimuli. The neuronal populations within the patches of the letter
map constitute the detectors of the respective letters.

In 1988 Kohonen presented the “phonetic typewriter”, a phonotopic SOM that
learned to identify Finnish phonemes [28,26]. In our study the auditory material
consists of twenty-three phonemes as spoken by ten native Swedish speakers.
Thirty-six melcepstral coefficients [29] represent each phoneme spoken by each
speaker. These feature vectors were averaged over the speakers, yielding one
thirty-six element feature vector for each phoneme. This averaged set of vectors
constitutes the inputs xph to the auditory map SOMph. After the learning process
we obtain a phoneme map as presented in the right part of Figure 3. As for the
letter map the patches of neuronal populations constitute the detectors of the
respective phonemes.

Note that the plosives g, k, t and p, the fricatives s, S (this is our symbol
for the sh-sound as in English she) and f and the nasal consonants m and n
form three close groups on the map. Vowels with similar spectral properties are
placed close to each other. The back vowels a, å and o are in one group, the
front vowels u ö, ä, e, y and i in another group with the tremulant r in-between.
The exact placing of the groups vary from one self-organization to another, but
the existence of these groups is certain.
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4 The Bimodal Map Integrating Phonemes and Letters

The outputs from the auditory phoneme map and the visual letter map are
combined as 6-dimensional inputs [ylt yph] to the bimodal map SOMbm. Self-
organization results in the map shown in Figure 4. The similarity characteristics
of this map are derived from the placement of the patches in the unimodal maps
and thus only indirectly reflect the features of the phonemes and letters. The
fricative consonants s, S and f form a group in the combined map as do the nasal
consonants m and n. Most, but not all, vowels form a group and those who are
isolated have obviously been placed under influence from the visual letter map.
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Fig. 4. Bimodal SOMbm map. Patches of highest activity for labeled letter/phoneme
combinations after self-organization on a map of 36×36 neurons.

5 Robustness of the Bimodal Percepts Against Unimodal
Disturbances

An important advantage of integration of stimuli from sensory-specific cortices
into multimodal percepts in multimodal association cortices is that even large
disturbances in the stimuli may be eliminated in the multimodal percepts. Our
model has the same advantage, as can easily be demonstrated.

We choose to study the processing of the three letters i, å and m which are
all uncorrupted. The corresponding phonemes i, å and m are heavily corrupted
however, and these corrupted phonemes cause the activity on the phoneme map
to move as shown in the left part of Figure 5. In the bimodal map, the right
part of Figure 5, the activities have moved very little. The recognition of these
bimodal percepts is much less influenced by the auditory corruptions than the
recognition in the phoneme map. This holds for all other letter/phoneme com-
binations as well.
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Phoneme map

å

i

m

Bimodal map

å

i

m

Fig. 5. The maximum activities, shown by solid lines in the maps when the inputs
consist of different uncorrupted phonemes and by dotted lines when the inputs consist
of heavily corrupted phonemes. Notice the difference in changes of activities in the
phoneme map and in the bimodal map.

6 Introduction of Feedback and Its Significance for
Auditory Perception

The robustness of the bimodal percepts, demonstrated in Figure 5, can be em-
ployed to benefit through feedback to enhance auditory perception, as is the case
in cortex [15,22].

We introduce feedback in our MuSON through the re-coded phoneme map
SOMrph, see the right part of Figure 1. The 6-dimensional input stimuli to the
re-coded phoneme map [yph ybm] is formed from the feedforward connection
from the sensory phoneme map SOMph and the top-down feedback connection
from the bimodal map SOMbm.

In the second phase of self-organization the re-coded phoneme map SOMrph

is initialized to have the 23 winners in the same positions as in the phoneme map
SOMph. The weight vectors are then trained by the Kohonen rule. Relaxation is
included between two maps in the feedback loop. After self-organization the re-
coded phoneme map SOMrph is seen to be similar to the phoneme map SOMph as
illustrated in Figure 6. However, the re-coded phoneme map through its feedback
connections has a dramatically different property when phonemes are corrupted,
as seen in Figure 7. The map shows post-synaptic activities for the three letters
and phonemes, i, å and m, when the auditory and visual inputs to the sensory-
specific maps are perfect (solid lines), and when the auditory inputs to the
unisensory phoneme map are heavily corrupted (dotted lines). Note that when
phonemes are corrupted the activities in the re-coded phoneme map change
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Phoneme map

a
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i
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u
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p

r

t

v

Re−coded phoneme map

a

ä
e

i

y

å

u

o

ö

sS

f

b
d
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mn

p

r

t

v

Fig. 6. The phoneme SOMph map and the corresponding re-coded phoneme SOMrph

map

Phoneme map

å

i

m

Re−coded phoneme map

å

i

m

Fig. 7. The maximum activities for the three letters and phonemes i, å and m, shown
by solid lines when the auditory and visual inputs to the sensory-specific maps are
perfect and by dotted lines when the auditory inputs to the unisensory phoneme map
are heavily corrupted

insignificantly compared to the activities in the phoneme map. This holds for all
other letter/phoneme combinations as well.
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7 Conclusion

With a Multimodal Self-Organizing Network we have simulated bimodal inte-
gration of audiovisual speech elements, phonemes and letters. We have demon-
strated that the bimodal percepts are robust against corrupted phonemes and
that when these robust bimodal percepts are fed back to the auditory stream the
auditory perception is greatly enhanced. These results agree with known results
from psychology and neuroscience.
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Abstract. The paper concerns the hybrid optimization of fuzzy inference 
systems that is based on Hierarchical Fair Competition-based Parallel Genetic 
Algorithms (HFCGA) and information data granulation. The granulation is 
realized with the aid of the Hard C-means clustering and HFCGA is a kind of 
multi-populations of Parallel Genetic Algorithms (PGA), and it is used for 
structure optimization and parameter identification of fuzzy model. It concerns 
the fuzzy model-related parameters such as the number of input variables, a 
collection of specific subset of input variables, the number of membership 
functions, and the apexes of the membership function. In the hybrid 
optimization process, two general optimization mechanisms are explored. The 
structural optimization is realized via HFCGA and HCM method whereas in 
case of the parametric optimization we proceed with a standard least square 
method as well as HFCGA method as well. A comparative analysis 
demonstrates that the proposed algorithm is superior to the conventional 
methods.   

Keywords: fuzzy relation model, information granulation, genetic algorithms, 
hierarchical fair competition (HFC), HCM, multi-population. 

1   Introduction 

Fuzzy modeling has been a focal point of the technology of fuzzy sets from its very 
inception. Fuzzy modeling has been studied to deal with complex, ill-defined, and 
uncertain systems in many other avenues. In the early 1980s, linguistic modeling [1] 
and fuzzy relation equation-based approach [2] were proposed as primordial 
identification methods for fuzzy models. The general class of Sugeno-Takagi models 
[3] gave rise to more sophisticated rule-based systems where the rules come with 
conclusions forming local regression models. While appealing with respect to the 
basic topology (a modular fuzzy model composed of a series of rules) [4], these 
models still await formal solutions as far as the structure optimization of the model is 
concerned, say a construction of the underlying fuzzy sets—information granules 
being viewed as basic building blocks of any fuzzy model.  

Some enhancements to the model have been proposed by Oh and Pedrycz [5,6]. As 
one of the enhanced fuzzy model, information granulation based fuzzy relation fuzzy 
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model was introduced. Over there, binary-coded genetic algorithm was used to 
optimize structure and premise parameters of fuzzy model, yet the problem of finding 
“good” initial parameters of the fuzzy sets in the rules remains open. 

This study concentrates on optimization of information granulation-oriented fuzzy 
model. Also, we propose to use hierarchical fair competition-based parallel genetic 
algorithm (HFCGA) for optimization of fuzzy model. GAs is well known as an 
optimization algorithm which can be searched global solution. It has been shown to 
be very successful in many applications and in very different domains. However it 
may get trapped in a sub-optimal region of the search space thus becoming unable to 
find better quality solutions, especially for very large search space. The parallel 
genetic algorithm (PGA) is developed with the aid of global search and retard 
premature convergence. In particular, as one of the PGA model, HFCGA has an effect 
on a problem having very large search space [9]. 

In the sequel, the design methodology emerges as two phases of structural 
optimization (based on Hard C-Means (HCM) clustering and HFCGA) and 
parametric identification (based on least square method (LSM), as well as HCM 
clustering and HFCGA). Information granulation with the aid of HCM clustering 
helps determine the initial parameters of fuzzy model such as the initial apexes of the 
membership functions and the initial values of polynomial function being used in the 
premise and consequence part of the fuzzy rules. And the initial parameters are 
adjusted effectively with the aid of the HFCGA and the LSM. 

2   Information Granulation (IG) 

Usually, information granules [7] are viewed as related collections of objects (data 
point, in particular) drawn together by the criteria of proximity, similarity, or 
functionality. Granulation of information is an inherent and omnipresent activity of 
human beings carried out with intent of gaining a better insight into a problem under 
consideration and arriving at its efficient solution. In particular, granulation of 
information is aimed at transforming the problem at hand into several smaller and 
therefore manageable tasks. In this way, we partition this problem into a series of 
well-defined subproblems (modules) of a far lower computational complexity than the 
original one. The form of information granulation (IG) themselves becomes an 
important design feature of the fuzzy model, which are geared toward capturing 
relationships between information granules.  

It is worth emphasizing that the HCM clustering has been used extensively not 
only to organize and categorize data, but it becomes useful in data compression and 
model identification [8]. For the sake of completeness of the entire discussion, let us 
briefly recall the essence of the HCM algorithm. 

We obtain the matrix representation for hard c-partition, defined as follows.  

1 1

U | {0,1} , 1, 0
c m

C gi gi gi
g i

M u u u m
= =

= ∈ = < <  (1) 

[Step 1]. Fix the number of clusters (2 )c c m≤ <  and initialize the partition matrix 

CM∈)0(U  
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[Step 2]. Calculate the center vectors vg of each cluster:  

( )
1 2v { , , , , , }r

g g g gk glv v v v=  (2) 

( ) ( ) ( )

1 1

m m
r r r

gi ik gigk
i i

v u x u
= =

= ⋅  (3) 

Where, [ugi]= U(r), g = 1, 2, …,c, k=1, 2, …,l. 
[Step 3]. Update the partition matrix U(r); these modifications are based on the 
standard Euclidean distance function between the data points and the prototypes, 

1/ 2

2

1

(x v ) x v ( )
l

gi i g i g ik gk
k

d d x v
=

= − = − = −  (4) 

( ) ( )
( 1) 1 min{ }  for  all  

0 otherwise

r r
r gi ki
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d d k c
u

+ = ∈
=  (5) 

 [Step 4]. Check a termination criterion. If 

|| U(r+1) − U(r)|| level)(tolerance≤  (6) 

Stop ; otherwise set 1+= rr  and return to [Step 2] 

3   Design of Fuzzy Model with the Aid of IG 

The identification procedure for fuzzy models is usually split into the identification 
activities dealing with the premise and consequence parts of the rules. The 
identification completed at the premise level consists of two main steps. First, we 
select the input variables x1, x2, …, xk of the rules. Second, we form fuzzy partitions of 
the spaces over which these individual variables are defined. The identification of the 
consequence part of the rules embraces two phases, namely 1) a selection of the 
consequence variables of the fuzzy rules, and 2) determination of the parameters of 
the consequence (conclusion part). And the least square error (LSE) method used at 
the parametric optimization of the consequence parts of the successive rules. 

In this study, we use the isolated input space of each input variable and carry out 
the modeling using characteristics of input-output data set. Therefore, it is important 
to understand the nature of data. The HCM clustering addresses this issue. 
Subsequently, we design the fuzzy model by considering the centers of clusters. In 
this manner the clustering help us determining the initial parameters of fuzzy model 
such as the initial apexes of the membership functions and the order of polynomial 
function being used in the premise and consequence part of the fuzzy rules.  

3.1   Premise Identification 

In the premise part of the rules, we confine ourselves to a triangular type of 
membership functions whose parameters are subject to some optimization. The HCM 
clustering helps us organize the data into cluster so in this way we capture the 
characteristics of the experimental data. In the regions where some clusters of data 
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have been identified, we end up with some fuzzy sets that help reflect the specificity 
of the data set  

The identification of the premise part is completed in the following manner. Given 
is a set of data U={x1, x2, …, xl ; y}, where xk =[x1k, …, xmk]

T, y =[y1, …, ym]T, l is the 
number of variables and , m is the number of data. 

[Step 1]. Arrange a set of data U into data set Xk composed of respective input data 
and output data. 

Xk=[xk ; y] (7) 

Xk is data set of k-th input data and output data, where, xk =[x1k, …, xmk]
T, y =[y1, …, 

ym]T, and k=1, 2, …, l. 
[Step 2]. Complete the HCM clustering to determine the centers (prototypes) vkg with 
data set Xk. 

[Step 2-1]. Classify data set Xk into c-clusters, which in essence leads to the 
granulation of information. 
We can find the data pairs included in each cluster based on the partition matrix 

giu  by (5) and use these to identify the structure in conclusion part. 

[Step 2-2]. Calculate the center vectors vkg of each cluster. 

1 2v { , , , }kg k k kcv v v=  (8) 

Where, k=1, 2, …, l, g = 1, 2, …, c. 
[Step 3]. Partition the corresponding isolated input space using the prototypes of the 
clusters vkg.  Associate each clusters with some meaning (semantics), say Small, Big, etc. 
[Step 4]. Set the initial apexes of the membership functions using the prototypes vkg. 

3.2   Consequence Identification 

We identify the structure considering the initial values of polynomial functions based 
upon the information granulation realized for the consequence and antecedents parts. 

[Step 1]. Find a set of data included in the fuzzy space of the j-th rule. 
[Step 1-1]. Find the input data included in each cluster (information granule) from 
the partition matrix giu  of each input variable by (5). 

[Step 1-2]. Find the input data pairs included in the fuzzy space of the j-th rule 
[Step 1-3]. Determine the corresponding output data from above input data pairs. 

[Step 2]. Compute the prototypes Vj of the data set by taking the arithmetic mean of 
each rule. 

1 2V { , , , ; }j j j kj jV V V M=  (9) 

Where, k=1, 2, …, l. j=1, 2, …, n. Vkj and Mj are prototypes of input and output data, 
respectively. 
[Step 3]. Set the initial values of polynomial functions with the center vectors Vj. 

The identification of the conclusion parts of the rules deals with a selection of their 
structure that is followed by the determination of the respective parameters of the 
local functions occurring there.  
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In Case of Type 2: Linear Inference (linear conclusion) 
The conclusion is expressed in the form of a linear relationship between inputs and 
output variable. This gives rise to the rules in the form 

1 1 1: ( , , )j
c k kc j j j kR If x is A and and x is A then y M f x x− =  (10) 

The calculations of the numeric output of the model, based on the activation 
(matching) levels of the rules there, rely on the expression 

1

1 1*
0 1 1 1

1

1 1

( ( , , ) )

ˆ ( ( ) ( ) )

n n

ji i ji j k j n
j j

ji j j j jk k jk jn n
j

ji ji

j j

w y w f x x M

y w a a x V a x V M

w w

= =

=

= =

+

= = = + − + + − +  
(11) 

Here, as the normalized value of wji, we use an abbreviated notation to describe an 

activation level of rule jR  to be in the form 

1

ˆ ji
ji n

ji

j

w
w

w
=

=  
(12) 

where jR is the j-th fuzzy rule, xk represents the input variables, Akc is a membership 
function of fuzzy sets, aj0 is a constant, Mj is a center value of output data, n is the 
number of fuzzy rules, y* is the inferred output value, wji is the premise fitness 

matching jR  (activation level).  
Once the input variables of the premise and parameters have been already 

specified, the optimal consequence parameters that minimize the assumed 
performance index can be determined. In what follows, we define the performance 
index as the mean squared error (MSE).  

* 2

1

1
PI ( )

m

i i
i

y y
m =

= −  (13) 

where y* is the output of the fuzzy model, m is the total number of data, and i is the 
data number. The minimal value produced by the least-squares method is governed by 
the following expression: 

-1ˆ ( )T T=a X X X Y  (14) 

where 
T
i =x [ 1ˆ iw ˆniw  1 11 1ˆ( )i ix V w− 1 1 ˆ( )i n nix V w− 1 1ˆ( )ki k ix V w− ˆ( )ki kn nix V w− ], 
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1 2[ ]Ti m=X x x x x . 



34 J.-N. Choi, S.-K. Oh, and H.-K. Kim 

4   Optimization by Means of HFCGA 

The premature convergence of genetic algorithms is a problem to be overcome. The 
convergence is desirable, but must be controlled in order that the population does not 
get trapped in local optima. Even in dynamic-sized populations, the high-fitness 
individuals supplant the low-fitness or are favorites to be selected, dominating the 
evolutionary process. Fuzzy model has many parameters to be optimized, and it has 
very large search space. So HFCGA may find out a solution better than GAs.ï

Intermediary deme
(Subpopulation 2)

Access Deme
(subpopulation 1)

...

Elite deme(subpopulation i)

Level 1

Level 2

Level i-1

Level i

Fitness Minimum

Fitness Maximum

Initialize population 
randomly

Fitness Level 2
(buffer)

Fitness Level i-1
(buffer)

Fitness Level i
(buffer)

.

.

.

Intermediary deme
(Subpopulation i-1)

 

Fig. 1. HFC based migration topology 

In HFCGA, multiple demes (subpopulation) are organized in a hierarchy, in which 
each deme can only accommodate individuals within a specified range of fitness. The 
universe of fitness values must have a deme correspondence. Each deme has an 
admission threshold that determines the profile of the fitness in each deme. 
Individuals are moved from low-fitness to higher-fitness subpopulations if and only if 
they exceed the fitness-based admission threshold of the receiving subpopulations. 
Thus, one can note that HFCGA adopts a unidirectional migration operator, where 
individuals can move to superior levels, but not to inferior ones. The figure 1 
illustrates the migration topology of HFCGA. The arrows indicate the moving 
direction possibilities. The access deme (primary level) can send individuals to all 
other demes and the elite deme only can receive individuals from the others. One can 
note that, with respect to topology, HFCGA is a specific case of island model, where 
only some moves are allowed.  

Fig. 2 depict flowchart of implemented HFCGA, it is real-coded type, we can 
choice the number of demes, size of demes, and operators(selection, crossover, 
mutation algorithms) for each deme. Where, each deme can evolve with different 
operators. In this study, we use five demes (subpopulation), Size of demes is 100, 80, 
80, 80, and 60 respectively, where elite deme is given as the least size. And we use 
same operators as such linear ranking based selection, modified simple crossover, and 
dynamic mutation algorithm for each deme. 
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Initialize structural value
 • Number of deme (subpopulation)
 • Size of each deme
 • Selection/Crossover/Mutation method for each 
deme
 • Migration topology
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 •  Stochastic universal sampling 
selection 
 •  Tournament selection
 •  Linear ranking based selection 
 •  Gradient-like Selection

Crossover method

 •  Simple crossover
 •  Arithmetical crossover
 •  Modified simple crossover 
 •  Flat crossover

Mutation method

 •  Uniform mutation 
 •  Creep mutation 
 •  Dynamic mutation

 Migration method

 •  HFC based migration
 •  Ring topology
 • Neighborhood 

Evaluate & Scaling of fitness for each deme
Elitist for Elite Deme

Initialize each deme for given boundary

Migration frequency?
Or gen?

Migrate by given topology

Elite Deme 
4

Deme 3

Deme 2
Access Deme 

1

Selection , Crossover , Mutation
Each deme is evolved by given method 

Independently
Elite Deme 4 Deme 3 Deme 2

Access Deme 
1
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End
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Fig. 2. Flowchart for HFCGA 

Identification procedure of fuzzy model consists of two phase, structural 
identification and parametric identification. HFCGA is used in each phase. At first, in 
structural identification, we find the number of input variables, input variables being 
selected and the number of membership functions standing in the premise and the 
type of polynomial in conclusion. And then, in parametric identification, we adjust 
apexes of the membership functions of premise part of fuzzy rules. Figure 3 shows an 
arrangement of chromosomes to be used in HFCGA. 
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Number of membership function for each variable : [2, 3, 2, 2 ]

No. of
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Fig. 3. Arrangement of chromosomes for identification of structure and parameter identification 

5   Experimental Studies 

In this section we consider comprehensive numeric studies illustrating the design of 
the fuzzy model. We demonstrate how IG-based FIS can be utilized to predict future 
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values of a chaotic time series. The performance of the proposed model is also 
contrasted with some other models existing in the literature. The time series is 
generated by the chaotic Mackey–Glass differential delay equation [10] of the form: 

10

0.2 ( )
( ) 0.1 ( )

1 ( )

x t
x t x t

x t

τ
τ

• −= −
+ −

 (15) 

The prediction of future values of this series arises is a benchmark problem that has 
been used and reported by a number of researchers. From the Mackey–Glass time 
series x(t), we extracted 1000 input–output data pairs for the type from the following 
the type of vector format such as: [x(t-30), x(t-24), x(t-18), x(t-12), x(t-6), x(t); x(t +6)] 
where t = 118–1117. The first 500 pairs were used as the training data set while the 
remaining 500 pairs were the testing data set for assessing the predictive performance. 
We consider the RMSE being regarded here as a performance index. We carried out 
the structure and parameters identification on a basis of the experimental data using 
HFCGA and real-coded GA (single population) to design IG-based fuzzy model. 
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Fig. 4. Groups and central values through HCM for each input variable 

Figure 4 depicts groups and central values through HCM for each input variable. 
Where, the number of input variables and number of groups (membership function) to 
be divided are obtained from structural optimization procedure. Clustering results are 
used for information granulation. 

Table 1 summarizes the performance index for real-coded GA and HFCGA. It 
shows that the performance of the HFCGA based fuzzy model is better than real-
coded GA based one for premise identification. However, for structure identification, 
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same structure is selected. To compare real-coded GA with HFCGA, show the 
performance index for the Type 2 (linear inference). Figure 5 show variation of the 
performance index for real-coded GA and HFCGA in premise identification phase.  

Table 1. Performance index of IG-based fuzzy model by means of HFCGA 

 Structure Identification  Parameter Iden. Evolutionary 
algorithm  

Input 
variables 

No. of 
MFs 

Type PI E_PI  PI E_PI 

  
 

Type 3 
(Quadratic)

0.00008 0.00021
 

0.00006 0.00007 

  
HFCGA 

 

x(t-30) 
x(t-18) 
x(t-12) 

x(t) 

2 
3 
2 
2 

Type 2 
(Linear) 

0.00140 0.00136
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Fig. 5. Convergence process of performance index for real-coded GA and HFCGA 

The identification error (performance index) of the proposed model is also 
compared with the performance of some other models; refer to Table 2. Here the non-
dimensional error index (NDEI) is defined as the root mean square errors divided by 
the standard deviation of the target series. 

Table 2. Comparison of identification error with previous models 

Model No. of rules PIt PI E_PI NDEI 
7 0.004    

23 0.013    Wang’s model [10] 
31 0.010    

Cascaded-correlation NN [11]     0.06 
Backpropagation MLP [11]     0.02 
6th-order polynomial [11]     0.04 

ANFIS [12] 16  0.0016 0.0015 0.007 
FNN model [13]   0.014 0.009  

Our model 24  0.00006 0.00007 0.00032 
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6   Conclusions 

In this paper, we have developed a comprehensive hybrid identification framework 
for information granulation-oriented fuzzy model using hierarchical fair competition–
based parallel genetic algorithm. The underlying idea deals with an optimization of 
information granules by exploiting techniques of clustering and genetic algorithms. 
We used the isolated input space for each input variable and defined the fuzzy space 
by information granule. Information granulation with the aid of HCM clustering help 
determine the initial parameters of fuzzy model such as the initial apexes of the 
membership functions and the initial values of polynomial function being used in the 
premise and consequence part of the fuzzy rules. The initial parameters are fine-tuned 
(adjusted) effectively with the aid of HFCGA and the least square method. The 
experimental studies showed that the model is compact (realized through a small 
number of rules), and its performance is better than some other previous models. The 
proposed model is effective for nonlinear complex systems, so we can construct a 
well-organized model. 
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Abstract. Evaluation of knowledge acquisition (KA) is difficult in gen-
eral. In recent times, incremental knowledge acquisition that emphasises
direct communication between human experts and systems has been in-
creasingly widely used. However, evaluating incremental KA techniques,
like KA in general, has been difficult because of the costs of using human
expertise in experimental studies. In this paper, we use a general sim-
ulation framework to evaluate Ripple Down Rules (RDR), a successful
incremental KA method. We focus on two fundamental aspects of incre-
mental KA: the importance of acquiring domain ontological structures
and the usage of cornerstone cases.

1 Introduction

Knowledge acquisition is widely considered as a modelling activity [14,19]. Most
of the KA approaches for building knowledge based systems support a domain
analysis (including problem analysis and/or problem solving analysis) by the do-
main experts and the knowledge engineers. This process possibly involves steps
like developing a conceptual model of the domain knowledge, distinguishing sub-
tasks to be solved, differentiating types of knowledge to be used in the reasoning
process, etc. Eventually, this knowledge engineering approach results in a model
of the domain knowledge that can be turn into an operational system manually
or automatically.

On the other hand, the incremental KA approach aims to skip the time con-
suming process of analysing expertise and domain problem by a knowledge engi-
neer [4,6]. It rather allows the experts themselves to communicate more directly
their expertise to the system. This communication is usually triggered by real
data that the experts encounter in their normal workflow. Over time, a complex
system will be gradually developed. As many knowledge based systems are clas-
sification systems, from this point on, we focus on classification based systems,
even though most of our arguments are easy to adapt to other types of knowl-
edge based systems. We also use the term production systems as a synonym for
classification systems.
� A shorter version of this paper has been accepted to the conferrence EKAW 2006.
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The following algorithm describes a general incremental knowledge acquisition
process.

Algorithm 1. General Incremental KA
1. Start with an empty KB
2. Accept a new data case
3. Evaluate the case against the knowledge base (KB).
4. If the result is not correct, an expert is consulted to refine the KB
5. If the overall performance of the KB is satisfactory, then terminate, otherwise go

to Step 2

It is important to note that this scheme largely corresponds to the mainte-
nance phase of any knowledge based system (KBS). The KB processes cases;
when its performance is judged unsatisfactory or inadequate, changes are made
and the performance of the new KB is validated. RDR is an extreme example
of this maintenance model as it starts the maintenance cycle immediately with
an empty KB. The first industrial demonstration of this was the PEIRS sys-
tem, which provided clinical interpretations for reports of pathology testing and
had almost 2000 rules built by pathologists [5,13]. Since then, RDR has been
applied successfully to a wide range of tasks: control [16], heuristic search [1]
and document management [10]. The level of evaluation in these studies varies,
but overall they clearly demonstrate very simple and highly efficient knowledge
acquisition. There is now significant commercial experience of RDR confirming
the efficiency of the approach.

Following the PEIRS example, one company, Pacific Knowledge Systems, sup-
plies tools for pathologist to build systems to provide interpretative comments
for medical Chemical Pathology reports. One of their customers now processes
up to 14,000 patient reports per day through their 23 RDR knowledge bases with
a total of about 16,000 rules, giving very highly patient-specific comments. They
have a high level of satisfaction from their general practitioner clients and from
the pathologists who keep on building more rules or rather who keep on identi-
fying distinguishing features to provide subtle and clinically valuable comments.
A pathologist generally requires less than one day’s training and rule addition is
a minor addition to their normal duties of checking reports; it takes an average
of 77 seconds per rule [8].

Given the success of the knowledge representation scheme and the knowledge
revision procedure, it is of interest to investigate the properties of RDR to ac-
count for its success and shape its future developments. In this paper, we use a
general simulation framework proposed in [7] and developed in [2] to evaluate
two interesting features of incremental knowledge acquisition: the usage of sup-
porting data (aka cornerstone cases) in interactions with human experts and the
importance of domain ontology acquisition.

The structure of the paper is as follows: in section 2, we sketch a brief descrip-
tion of the simulation framework that is used in the paper. Section 3 describes
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Flat Ripple Down Rules (FRDR), the incremental knowledge acquisition method
being investigated. In section 4, we experiment with the usage of cornerstone
cases in FRDR. The importance of domain ontology acquisition is investigated
in section 5, and we conclude in section 6.

2 Simulation Framework

Evaluation of KA tools and methodologies is difficult [11,15]. The essential prob-
lem is the cost of human expertise to build a KBS. A solution to this is the use of
simulated experts in evaluation studies. A simulated expert is not as creative or
wise as a human expert, but it readily allows for repeated control experiments.
The simulation framework we use in this paper is described in [2]. In this section,
we outline the main features of this framework.

We characterise an expert by two parameters: overspecialisation and overgen-
eralisation. Overspecialisation is the probability that a definition excludes data
which it should cover. Overgeneralisation, on the other hand, is the probability
that a definition includes data which it should not cover. This is depicted in
Figure 1. In this figure, the human expert tries to capture a target concept by
providing the system a rule or rules; however as the expert is not perfect, the
defined concept deviates from target concept. The deviation can be quantified
through two parameters: overspecilisation and overgeneralisation.

Expert−Defined Concept

Target Concept

overspecialisation

overgeneralisation

Fig. 1. Overspecialisation and overgeneralisation

In classification based systems, errors of overspecialisation and overgenerali-
sation are often called false negative and false positive, respectively. These errors
not only apply to individual classification rules, but to complex classifiers too.
Moreover, they also apply to other aspects of knowledge based system. With a
planning system, the KBS has error components that cause an incorrect plan to
be produced for the data provided. That is, the data was covered inappropri-
ately; there was overgeneralisation. However, the system also failed to cover the
data correctly, and that was overspecialisation. In a similar manner, these errors
also apply to ontology acquisition. The definitions of concepts, or the relations
between them result in objects failing to be covered or being covered inappropri-
ately. If an expert provides too many repeated low level definitions rather than
developing abstractions, there is an overspecialisation error.
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In this study, we simulate obtaining rules from the expert and so apply these
errors at the rule level. A given rule may cover data for which the conclusion is not
appropriate; that is, it is too general. Or the rule is too specific and so excludes
some data that should be covered. The intuitive response to an overgeneralised
rule is to add conditions and for an overspecialised rule to remove conditions.
However, whether one does this or corrects the system in some other way depends
on the KA tool or method being used.

These characterisations can be used to describe different levels of expertise
(for example, experienced experts and trainees). These errors also increase with
the difficulty of the domain. Trainees will be associated with higher overgeneral-
isation and/or overspecialisation errors than experienced experts in the domain.
One major problem with previous work that used simulated experts is how to
model levels of expertise. For example in [6], levels of expertise are represented
by picking various subsets of the full condition. There is no such difficulty in our
approach as we model the effects of different levels of expertise by using different
combinations of overgeneralisation and overspecialisation.

As mentioned above, the simulation here is restricted to classification. Sec-
ondly the domain is assumed to be made up of non-overlapping regions. The
minimum number of rules required is therefore the number of regions in the
domain. This assumption is made for the sake of simplicity and can easily be
relaxed to allow for more complex domains.

Expert effort is often measured by the number of rules created in the knowl-
edge base. We suggest that the number of knowledge acquisition sessions is a
better metric for expert effort. With Ripple Down Rules, it is shown in [8] that,
in practice, a rule often takes around one minute to be actually encoded. So
whether it takes one rule or 5 rules to fix a case is of little importance; the key
issue is how to deal with a case that has been misclassified.

3 Flat Ripple Down Rules

The RDR variant we use in this experiment is the flat rule version. The reason
behind this choice is that Flat Rule is a simplified version of multiple classi-
fication RDR which is used in practical systems, e.g. from Pacific Knowledge
Systems. Flat RDR can be considered as a n-ary tree of depth two. Each node
of the tree is labelled with a primary rule with the following properties:

– The root is a default rule which gives a default dummy conclusion (for ex-
ample unknown).

– The rules in the nodes of depth 1 give a classification to a data case
– The rules in the nodes of depth 2 are called deletion rule and work as refine-

ments to the the classification rules.

Figure 2 shows an example of Flat RDR. Flat RDR works as follow: a data case
is passed to root. As the root always fires, a dummy conclusion is recorded. After
that, the case is passed to all the classification rules (the rules of depth 1). A
conclusion of a rule is recorded (and overrides the dummy conclusion) if and only
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A

deletion deletion deletion deletion

ROOT

CB

Fig. 2. Flat RDR

if the condition of this rule is satisfied and none of its children (its deletion rules)
fires. The final classification given to the case is all the conclusions recorded from
the classification rules. If there is an undesired conclusion, the human expert will
be asked to provide a deletion rule to remove it. The new deletion rule is added
as a child to the classification rule that misfires the case. On the other hand,
if the expert decides that a classification should be given to this data case, a
classification rule (rule of depth 1) will be added.

FlatRDR is capable of handling the Multiple Classification Problem, i.e, a
data case can be classified with more than one label. In this simulation frame-
work, however, we just apply Flat RDR to the single classification problem.

Although we have described Flat RDR with the RDR tree and refinement
structure, it also corresponds to the general case of simple classification, where
new rules are added or rules are refined when incorrect.

4 Cornerstone Cases

Cornerstone cases are data cases that trigger the creation of new rules. One
of the hallmark features of RDR is the employment of cornerstone cases. They
serve two purposes:

– as a means of maintaining past performance by imposing consistency
– as a guide to help the experts make up the new rules.

The cornerstone cases are used in the following manner: when a data case is
misclassified by the system, an expert is consulted and asked to provide a new
rule (or rules) to deal with this case. The new rule then is evaluated against
all the cornerstone cases stored in the system. If any of the cornerstone cases is
affected by the new rule, the expert is asked to refine it. Only when the system
confirms that the new rule does not affect any of the cornerstone cases then it is
added to the knowledge base, and the current data case becomes the new rule’s
cornerstone. In practice, the expert might decide to allow the rule to apply an
existing cornerstone case, but this evaluation excludes this.

The first question for the evaluation is the importance of cornerstone cases.
Or more generally, what is the importance of validating performance against test
data after modifying a KBS.
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4.1 Experimental Settings

The simulations here are restricted to two artibrary levels of expertise:

– ’Good’ Expert: the human expert is characterised by (0.2, 0.2), i.e a rule
made by this expert will include cases that it should not with probability
0.2 and exclude cases that it should cover also with probability 0.2.

– ’Average’ Expert: the human expert is characterised by (0.3, 0.3).

Our naming of these levels of expertise is arbitrary; our intention is simply to
distinguish higher and lower levels of expertise. With each level of expertise, we
run the simulation with two options: with or without cornerstone cases. The
simulation is run with 100000 data cases from a domain of 20 regions, and the
number of required KA sessions is recorded.

4.2 Result and Discussion

The following figures show the number of KA acquisition sessions as a function
of data cases presented to the system. As a KA is required each time a data case
is misclassified, the slope of this graph can also be considered as the error rate
for the acquired system.
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Fig. 3. Good and Average Expertise Levels

It can be seen from the graphs that when a good level of expertise is available,
there is not much difference in the performance of the acquired knowledge base
whether or not cornerstone cases are employed. However, when the available
expertise is average, the system with cornerstone cases clearly outperforms the
one without, in terms of the number of KA sessions (or error rate). In a KA
session with the system that uses cornerstone cases, the expert is usually asked
to create more primary rules. However, this is perfectly acceptable since the
number of KA sessions is a better measure of human experts’ time than the
number of primary rules.
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5 Domain Ontology Acquisition

In recent years, the use of explicit ontologies in knowledge based systems has
been intensively investigated [18,9,12,17]. Heuristic classification was first intro-
duced by [3] and remains a popular problem solving method (PSM). It can be
understood as a PSM using a very simple ontological structure of intermediate
conclusions. It is comprised of three main phases:

– abstraction from a concrete, particular problem description to a problem
class definition that applies to

– heuristic match of a principal solution to the problem class
– refinement of the principal solution to a concrete solution for the concrete

problem

This process can be seen in the following figure

Concrete Problem

Problem Class Principle Solution

Refinement Solution

match

In practice, it is not always the case that all three phases of heuristic classification
are employed. The example we look at in the next subsection will show how a
simple taxonomy is used with classification systems.

5.1 Example

Domain A. Domain B.

We look at two domain structures as in the picture above. The task here is to
acquire a classifier for this domain from human experts. There are nine elemen-
tary classifications as shown in case A. In case B, however, we assume that there
is a known taxonomy of classifications: the domain is divided into three general
classes and each general class contains three elementary classifications. This tax-
onomy can be considered as a very simple ontology. We now describe how this
explicit taxonomy of classification is used in a classification system and how we
evaluate its usage.
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In case A, the classifier produces one of the nine classifications. Revision of the
knowledge base when a data case is misclassified is done similarly as in Section 3.
On the other hand, in case B, classification is done in a two-step process. First,
the classifier assigns a general class (from three classes in this particular example)
to the input data. After that, the data is passed to a second sub-classifier which
(based on the general class assigned) gives the sub-classification associated with
this case. When there is a misclassification, the classifier (or classifiers) will be
revised. As a consequence, one can argue that, revision in this case is likely to be
more complex than that in case A. However, in our experiments, we still count
each revision to deal with a case as a KA session.

5.2 Experiment Settings

The simulations here are restricted to two arbitrary levels of expertise:

– ’Average’ Expert: the human expert is characterised by (0.3, 0.3),
– ’Bad’ Expert: the human expert is characterised by (0.4, 0.4).

and two domain structures

– (A) the domain is composed of 25 non-overlapping regions
– (B) the domain is composed of 5 non-overlapping regions, and each region,

in turn, is composed of 5 sub-regions.

Again, the naming of the levels of expertise is arbitratry. The simulation is run
with 100000 data cases and the number of required KA sessions is recorded.

5.3 Result and Discussion

The following figure shows the number of KA sessions as a function of number of
data cases presented to the system. The result is surprising because even with a
fixed taxonomy in the experiments, a difference in expertise level can lead to such
a difference in the performance of the acquired knowledge bases. While there is
a reasonable expertise available, the classifier with a domain taxonomy clearly
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outperform the one without. However, when the level of available expertise is
poor, performance is similar so it might be better not to use the domain ontology
because knowledge acquisition is simpler.

6 Conclusion

In this paper, we use the simulation framework developed in [2] to investigate
two interesting aspects of incremental knowledge acquisition, namely, the usage
of supporting data cases and explicit domain ontology. We do not claim that
our model accurately reflects the real life situation, or our results quantitatively
apply to the a real knowledge based system, the simulation still shows interesting
observations.

We observe that the use of cornerstone cases in Ripple Down Rules system
shows a real improvement of the knowledge base performance. While the expert
has work a bit more at each knowledge acquisition session, the number of KA
sessions will be less over time. In particular, when a high level of expertise is
not available, the use of cornerstone cases significantly improves the experts’
performance.

The second observation is that explicit domain ontology brings significant
improvement in the resulting system’s performance if high levels of expertise
are available. However, explicit ontologies do not have as much positive effect
when the domain is dynamic (due to its changing nature, or unestablished tacit
knowledge).

Aspects of these conclusions are entirely obvious and be accepted by all: that
validation and ontologies are both useful. However, the methodology also raises
the question that as we move into less well defined area relating to personal and
business preferences, validation becomes more critical while perhaps ontologies
are less valuable.

In the future, we would like to investigate other aspects of evaluating KA:
more complex domain structure or in multiple experts settings.
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Abstract. A widely adopted approach to solving constraint satisfaction
problems combines systematic tree search with constraint propagation
for pruning the search space. Constraint propagation is performed by
propagators implementing a certain notion of consistency. Bounds con-
sistency is the method of choice for building propagators for arithmetic
constraints and several global constraints in the finite integer domain.
However, there has been some confusion in the definition of bounds con-
sistency and of bounds propagators. We clarify the differences among
the three commonly used notions of bounds consistency in the literature.
This serves as a reference for implementations of bounds propagators by
defining (for the first time) the a priori behavior of bounds propagators
on arbitrary constraints.

1 Introduction

One widely-adopted approach to solving CSPs combines backtracking tree search
with constraint propagation. This framework is realized in constraint program-
ming systems, such as ECLiPSe [4], SICStus Prolog [23] and ILOG Solver [10],
which have been successfully applied to many real-life industrial applications.

Constraint propagation, based on local consistency algorithms, removes in-
feasible values from the domains of variables to reduce the search space. The
most successful consistency technique was arc consistency [15], which ensures
that for each binary constraint, every value in the domain of one variable has a
supporting value in the domain of the other variable that satisfies the constraint.

A natural extension of arc consistency for constraints of more than two vari-
ables is domain consistency [24] (also known as generalized arc consistency and
hyper-arc consistency). Checking domain consistency is NP-hard even for linear
equations, an important kind of constraints.

To avoid this problem weaker forms of consistency were introduced for han-
dling constraints with large numbers of variables. The most successful one for
linear arithmetic constraints has been bounds consistency (sometimes called in-
terval consistency). Unfortunately there are three commonly used but incom-
patible definitions of bounds consistency in the literature. This is confusing to
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practitioners in the design and implementation of efficient bounds consistency
algorithms, as well as for users of constraint programming systems claiming to
support bounds consistency. We clarify the three existing definitions of bounds
consistency and the differences between them.

Propagators are functions implementing certain notions of consistency to per-
form constraint propagation. For simplicity, we refer to propagators implement-
ing bounds consistency as bounds propagators. We aim to formalize (for the first
time) precisely the operational semantics of various kinds of bounds propagators
for arbitrary constraints. The precise semantics would serve as the basis for all
implementations of bounds propagators. We also study how bounds propagators
are used in practice.

2 Propagation Based Constraint Solving

We consider integer constraint solving using constraint propagation. Let Z de-
note the integers, and R denote the reals.

We consider a given (finite) set of integer variables V , which we shall some-
times interpret as real variables. Each variable is associated with a finite set of
possible values, defined by the domain. A domain D is a complete mapping from
a set of variables V to finite sets of integers. The intersection of two domains
D and D′, denoted D � D′, is defined by the domain D′′(v) = D(v) ∩ D′(v)
for all v ∈ V . A domain D is stronger than a domain D′, written D � D′,
iff D(v) ⊆ D′(v) for all variables v ∈ V . A domain D is equal to a domain
D′, denoted D = D′, iff D(v) = D′(v) for all variables v ∈ V . A domain D
is stronger than (equal to) a domain D′ w.r.t. variables V , denoted D �V D′

(resp. D =V D′), iff D(v) ⊆ D′(v) (resp. D(v) = D′(v)) for all v ∈ V .
Let vars be the function that returns the set of variables appearing in an

expression or constraint. A valuation θ is a mapping of variables to values (inte-
gers or reals), written {x1 �→ d1, . . . , xn �→ dn}. Define vars(θ) = {x1, . . . , xn}.
In an abuse of notation, we define a valuation θ to be an element of a domain
D, written θ ∈ D, if θ(v) ∈ D(v) for all v ∈ vars(θ). Given an expression e,
θ(e) is obtained by replacing each v ∈ vars(e) by θ(v) and calculating the value
of the resulting variable free expression.

We are interested in determining the infimums and supremums of expres-
sions with respect to some domain D. Define the infimum and supremum of
an expression e with respect to a domain D as infD e = inf{θ(e)|θ ∈ D} and
supD e = sup{θ(e)|θ ∈ D} respectively. A range is a contiguous set of integers,
and we use range notation: [ l .. u ] to denote the range {d ∈ Z | l ≤ d ≤ u}
when l and u are integers. A domain is a range domain if D(x) is a range for all
x. Let D′ = range(D) be the smallest range domain containing D, i.e. domain
D′(x) = [ infD x .. supD x ] for all x ∈ V .

A constraint places restriction on the allowable values for a set of variables
and is usually written in well understood mathematical syntax. More formally, a
constraint c is a relation expressed using available function and relation symbols
in a specific constraint language. For the purpose of this paper, we assume the
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usual integer interpretation of arithmetic constraints and logical operators such
as ¬, ∧, ∨, ⇒, and ⇔. We call valuation θ an integer (resp. real) solution of c
iff vars(θ) = vars(c) and Z |= θ(c) (R |= θ(c)). We denote by solns(c) all the
integer solutions of c.

We can understand a domain D as a constraint: D ↔
∧

v∈V
∨

d∈D(v) v = d.
A constraint satisfaction problem (CSP) consists of a set of constraints read as
conjunction.

A propagator f is a monotonically decreasing function from domains to do-
mains, i.e. D � D′ implies that f(D) � f(D′), and f(D) � D. A propagator f
is correct for constraint c iff for all domains D

{θ | θ ∈ D} ∩ solns(c) = {θ | θ ∈ f(D)} ∩ solns(c)

This is a weak restriction since, for example, the identity propagator is correct
for all constraints c.

Typically we model a CSP as a conjunction of constraints ∧n
i=1ci. We provide

a propagator fi for each constraint ci where fi is correct and checking for ci.
The propagation solver is then applied on the set F = {fi | 1 ≤ i ≤ n}. The
consideration of individual constraints is crucial. By design (of what constraints
are supported in a constraint language), we can provide efficient implementa-
tions of propagators for particular constraints, but not for arbitrary ones. A
human modeler should exploit this fact in constructing efficient formulations of
problems.

A propagation solver for a set of propagators F and current domain D,
solv(F,D), repeatedly applies all the propagators in F starting from domain
D until there is no further change in the resulting domain. In other words,
solv(F,D) returns a new domain defined by solv(F,D) = gfp(iterF )(D) where
iterF (D) = �f∈F f(D), and gfp denotes the greatest fixpoint w.r.t. � lifted to
functions.

Propagators are often linked to some notion of implementing some consistency
for a particular constraint. A propagator f implements a consistency C for a
constraint c, if D′ = solv({f}, D) ensures that D′ is the greatest domain D′ � D
that is C consistent for c.1 Note that f only needs to satisfy this property at its
fixpoints.

Definition 1. A domain D is domain consistent for a constraint c where vars(c)
= {x1, . . . , xn}, if for each variable xi, 1 ≤ i ≤ n and for each di ∈ D(xi) there
exist integers dj with dj ∈ D(xj), 1 ≤ j ≤ n, j �= i such that θ = {x1 �→
d1, . . . , xn �→ dn} is an integer solution of c, i.e. Z |=θ c.

We can now define a domain propagator, dom(c), for a constraint c as:

dom(c)(D)(v) =
{

{θ(v) | θ ∈ D ∧ θ ∈ solns(c)} where v ∈ vars(c)
D(v) otherwise

1 This assumes that such a greatest domain exists. This holds for all sensible notions
of consistency, including all those in this paper.
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From the definition, it is clear that the domain propagator dom(c) implements
domain consistency for the constraint c. The domain propagator dom(c) is
clearly idempotent.

3 Different Notions of Bounds Consistency

The basis of bounds consistency is to relax the consistency requirement to apply
only to the lower and upper bounds of the domain of each variable x. There
are three incompatible definitions of bounds consistency used in the literature,
all for constraints with finite integer domains. For bounds(D) consistency each
bound of the domain of a variable has integer support among the values of the
domain of each other variable occurring in the same constraint. For bounds(Z)
consistency the integer supporting values need only be within the range from
the lower to upper bounds of the other variables. For bounds(R) consistency the
supports can be real values within the range from the lower to upper bounds of
the other variables.

Definition 2. A domain D is bounds(D) consistent for a constraint c where
vars(c) = {x1, . . . , xn}, if for each variable xi, 1 ≤ i ≤ n and for each di ∈
{infD xi, supD xi} there exist integers dj with dj ∈ D(xj), 1 ≤ j ≤ n, j �= i
such that θ = {x1 �→ d1, . . . , xn �→ dn} is an integer solution of c.

Definition 3. A domain D is bounds(Z) consistent for a constraint c where
vars(c) = {x1, . . . , xn}, if for each variable xi, 1 ≤ i ≤ n and for each di ∈
{infD xi, supD xi} there exist integers dj with infD xj ≤ dj ≤ supD xj , 1 ≤
j ≤ n, j �= i such that θ = {x1 �→ d1, . . . , xn �→ dn} is an integer solution of c.

Definition 4. A domain D is bounds(R) consistent for a constraint c where
vars(c) = {x1, . . . , xn}, if for each variable xi, 1 ≤ i ≤ n and for each di ∈
{infD xi, supD xi} there exist real numbers dj with infD xj ≤ dj ≤ supD xj,
1 ≤ j ≤ n, j �= i such that θ = {x1 �→ d1, . . . , xn �→ dn} is a real solution of c.

Definition 2 is used in for example for the two definitions in Dechter [6, pages
73 & 435]; Frisch et al. [7]; and implicitly in Lallouet et al. [12]. Definition 3
is far more widely used appearing in for example Van Hentenryck, Saraswat, &
Deville [24]; Puget [19]; Régin & Rueher [21]; Quimper et al. [20]; and SICStus
Prolog [23]. Definition 4 appears in for example Marriott & Stuckey [17]; Schulte
& Stuckey [22]; Harvey & Schimpf [9]; and Zhang & Yap [27]. Apt [1] gives both
Definitions 3 (called interval consistency) and 4 (called bounds consistency).

3.1 General Relationship and Properties

Let us now examine the differences of the definitions. The following relationship
between the three notions of bounds consistency is clear from the definition.

Proposition 1. If D is bounds(D) consistent for c it is bounds(Z) consistent
for c. If D is bounds(Z) consistent for c it is bounds(R) consistent for c. �
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Example 1. Consider the constraint clin ≡ x1 = 3x2 + 5x3. The domain D2
defined by D2(x1) = {2, 3, 4, 6, 7}, D2(x2) = [ 0 .. 2 ], and D2(x3) = [ 0 .. 1 ] is
bounds(R) consistent (but not bounds(D) consistent or bounds(Z) consistent)
w.r.t. clin .

The domainD3 defined by D3(x1) = {3, 4, 6},D3(x2) = [ 0 .. 2 ], and D3(x3) =
[ 0 .. 1 ] is bounds(Z) and bounds(R) consistent (but not bounds(D) consistent)
w.r.t. clin .

The domainD4 defined by D4(x1) = {3, 4, 6},D4(x2) = [ 1 .. 2 ], and D4(x3) =
{0} is bounds(D), bounds(Z) and bounds(R) consistent w.r.t. clin .

The relationship between the bounds(Z) and bounds(D) consistency is straight-
forward to explain.

Proposition 2. D is bounds(Z) consistent with c iff range(D) is bounds(D)
consistent with c. �

The second definition of bounds consistency in Dechter [6, page 435] works
only with range domains. By Proposition 2, the definition coincides with both
bounds(Z) and bounds(D) consistency. Similarly, Apt’s [1] interval consistency
is also equivalent to bounds(D) consistency. Finite domain constraint solvers
do not always operate on range domains, but rather they use a mix of propa-
gators implementing different kinds of consistencies, both domain and bounds
consistency.

Example 2. Consider the same setting from Example 1. Now range(D3) is both
bounds(D) and bounds(Z) consistent with clin . As noted in Example 1, D3 is
only bounds(Z) consistent but not bounds(D) consistent with clin .

Both bounds(R) and bounds(Z) consistency depend only on the upper and lower
bounds of the domains of the variables under consideration.

Proposition 3. For α = R or α = Z and constraint c, D is bounds(α) consis-
tent for c iff range(D) is bounds(α) consistent for c. �

This is not the case for bounds(D) consistency, which suggests that, strictly, it
is not really a form of bounds consistency. Indeed, most existing implementa-
tions of bounds propagators make use of Proposition 3 to avoid re-executing a
bounds propagator unless the lower or upper bound of a variable involved in the
propagator changes.

Example 3. Consider the same setting from Example 1 again. Both D3 and
range(D3)arebounds(Z)andbounds(R)consistencywithclin ,butonly range(D3)
is bounds(D) consistent with clin .

There are significant problems with the stronger bounds(Z) (and bounds(D))
consistency. Inparticular, for linearequations it isNP-completetocheckbounds(Z)
(and bounds(D)) consistency, while for bounds(R) consistency it is only linear
time (e.g. see Schulte & Stuckey [22]).
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Proposition 4. Checking bounds(Z), bounds(D), or domain consistency of a
domain D with a linear equality a1x1 + · · · anxn = a0 is NP-complete, where
{a0, . . . , an} are integer constants and {x1, . . . , xn} are integer variables. �

There are other constraints where bounds(R) consistency is less meaningful. A
problem of bounds(R) consistency is that it may not be clear how to interpret
an integer constraint in the reals.

3.2 Conditions for Equivalence

Why has the confusion between the various definitions of bounds consistency not
been noted before? In fact, for many constraints, the definitions are equivalent.

Following the work of Zhang & Yap [27] we define n-ary monotonic constraints
as a generalization of linear inequalities

∑n
i=1 aixi ≤ a0. Let θ ∈R D denote that

θ(v) ∈ R and infD v ≤ θ(v) ≤ supD v for all v ∈ vars(θ).

Definition 5. An n-ary constraint c is monotonic with respect to variable xi ∈
vars(c) iff there exists a total ordering ≺i on D(xi) such that if θ ∈R D is a
real solution of c, then so is any θ′ ∈R D where θ′(xj) = θ(xj) for j �= i and
θ′(xi) �i θ(xi). An n-ary constraint c is monotonic iff c is monotonic with
respect to all variables in vars(c).

The above definition of monotonic constraints is equivalent to but simpler than
that of Zhang & Yap [27], see Choi et al. [5] for justification and explanation.
Examples of monotonic constraints are: all linear inequalities, and x1 × x2 ≤
x3 with non-negative domains, i.e. infD(xi) ≥ 0. For this class of constraints,
bounds(R), bounds(Z) and bounds(D) consistency are equivalent to domain
consistency.

Proposition 5. Let c be an n-ary monotonic constraint. Then bounds(R),
bounds(Z), bounds(D) and domain consistency for c are all equivalent. �

Although linear disequality constraints are not monotonic, they are equivalent
for all the forms of bounds consistency because they prune so weakly.

Proposition 6. Let c ≡ Σn
i=1aixi �= a0. Then bounds(R), bounds(Z) and

bounds(D) consistency for c are equivalent. �

All forms of bounds consistency are also equivalent for binary monotonic func-
tional constraints, such as a1x1 + a2x2 = a0, x1 = ax2

2 ∧ x2 ≥ 0, or x1 =
1 + x2 + x2

2 + x2
3 ∧ x2 ≥ 0.

Proposition 7. Let c be a constraint with vars(c) = {x1, x2}, where c ≡ x1 =
g(x2) and g is a bijective and monotonic function. Then bounds(R), bounds(Z)
and bounds(D) consistency for c are equivalent. �

For linear equations with at most one non-unit coefficient, we can show that
bounds(R) and bounds(Z) consistency are equivalent.



Finite Domain Bounds Consistency Revisited 55

Proposition 8. Let c ≡ Σn
i=1aixi = a0, where |ai| = 1, 2 ≤ i ≤ n, a0 and a1

integral. Then bounds(R) and bounds(Z) consistency for c are equivalent. �

Even for linear equations with all unit coefficients, bounds(D) consistency is
different from bounds(Z) and bounds(R) consistency.

In summary, for many of the commonly used constraints, the notions of bounds
consistency are equivalent, but clearly not for all, for example clin .

4 Different Types of Bounds Propagators

In practice, propagators implementing bounds(Z) and/or bounds(R) consis-
tency for individual kinds of constraints are well known. Propagators imple-
menting bounds(Z) consistency (and not bounds(D) or bounds(R) consistency)
are defined for the alldifferent constraint in e.g. Puget [19], Mehlhorn &
Thiel [18], and López-Ortiz et al. [14]; for the global cardinality constraint in
e.g. Quimper et al. [20], and Katriel & Thiel [11]; and for the global constraint
combining the sum and difference constraints in Régin & Rueher [21]. Propa-
gators implementing bounds(R) consistency for common arithmetic constraints
are defined in e.g. Schulte & Stuckey [22].

On the other hand, propagators implementing bounds(D) consistency explic-
itly are rare. The case constraint in SICStus Prolog [23] allows compact rep-
resentation of an arbitrary constraint as a directed acyclic graph. The case
constraint implements domain consistency by default, but there are options to
make the constraint prune only the bounds of variables using bounds(D) consis-
tency. We can also enforce the multibound-consistency operators of Lallouet et
al. [12] to implement bounds(D) consistency by using only a single cluster.

In the following, we give a priori definitions of the different types of bounds
propagators for an arbitrary constraint. Although these definitions are straight-
forward to explain, we are not aware of any previous definition.

Bounds(D) Propagator. We can define bounds(D) propagators straightforwardly.
Let c be an arbitrary constraint, then a bounds(D) propagator for c, dbnd(c),
can defined as dbnd(c)(D) = D � range(dom(c)(D)). This definition is also
given in Lallouet et al. [12]. There they implicitly define bounds consistency as
the result of applying this propagator.

The bounds(D) propagator dbnd(c) implements bounds(D) consistency for
the constraint c.

Theorem 1. Given a constraint c, if D′ = dbnd(c)(D), then D′ is the greatest
domain D′ � D that is bounds(D) consistent for c. �

Like the domain propagator dom(c), the bounds(D) propagator dbnd(c) is clearly
idempotent (as a result of Theorem 1).

Bounds(Z) Propagator. We can also define bounds(Z) propagators straightfor-
wardly. Let c be an arbitrary constraint, then a bounds(Z) propagator for c,
zbnd(c), can be defined as zbnd(c)(D) = D � range(dom(c)(range(D))).
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Unlike the bounds(D) propagator dbnd(c), the bounds(Z) propagator zbnd(c)
is not idempotent.

Theorem 2. zbnd(c) implements bounds(Z) consistency for constraint c. �

Bounds(R) Propagator. The basis of a bounds(R) propagator is to relax the
integral requirement to reals. We define a real domain D̂ as a mapping from the
set of variables V to sets of reals. We also define a valuation θ to be an element
of a real domain D̂, written θ ∈ D̂, if θ(vi) ∈ D̂(vi) for all vi ∈ vars(θ). We
can similarly extend the notions of infimum infD̂ e and supremum supD̂ e of an
expression e with respect to real domain D̂.

We will define the behavior of bounds(R) propagators by extending the def-
inition of domain propagators to reals. Given a constraint c and a real domain
D̂, define the real domain propagator, rdom(c), as

rdom(c)(D̂)(v) =
{

{θ(v) | θ ∈ D̂ ∧ R |=θ c} where v ∈ vars(c)
D̂(v) otherwise

We use interval notation, [l—u], to denote the set {d ∈ R | l ≤ d ≤
u} where l and u are reals. Let D̂ = real(D) be the real domain D̂(v) =
[infD(v)— supD(v)] for all v ∈ V . Let D′ = integral(D̂) be the domain D′(v) =[
�infD̂(v) .. �supD̂(v)�

]
for all v ∈ V .

We can now define bounds(R) propagators straightforwardly. This is the first
time (that we are aware of) that this has been formalized. Let c be an arbitrary
constraint, then the bounds(R) propagator for c, rbnd(c) is defined as

rbnd(c)(D) = D � integral(rdom(c)(real(D))).

Similar to bounds(Z) propagators, the previous example clearly shows that
bounds(R) propagators are not idempotent. The bounds(R) propagator does
not guarantee bounds(R) consistency except at its fixpoints.

Theorem 3. rbnd(c) implements bounds(R) consistency for constraint c. �

5 Related Work

In this paper we consider integer constraint solving. Definitions of bounds con-
sistency for real constraints are also numerous, but their similarities and dif-
ferences have been noted and explained by e.g. Benhamou et al. [2]. Indeed,
we can always interpret integers as reals and apply bounds consistency for real
constraints plus appropriate rounding, e.g. CLP(BNR) [3]. However, as we have
pointed out in Section 3.1, there exist integer constraints for which propagation
is less meaningful when interpreted as reals.

Lhomme [13] defines arc B-consistency, which formalizes bounds propaga-
tion for both integer and real constraints. He proposes an efficient propagation
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algorithm implementing arc B-consistency with complexity analysis and exper-
imental results. However, his study focuses on constraints defined by numeric
relations (i.e. numeric CSPs).

Walsh [25] introduces several new forms of bounds consistency that extend
the notion of (i, j)-consistency and relational consistency. He gives theoretical
analysis comparing the propagation strength of these new consistency forms.

Maher [16] introduces the notion of propagation completeness with a general
framework to unify a wide range of consistency. These include hull consistency of
real constraints and bounds(Z) consistency of integer constraints. Propagation
completeness aims to capture the timeliness property of propagation.

The application of bounds consistency is not limited to integer and real con-
straints. Bounds consistency has been formalized for solving set constraints [8],
and more recently, multiset constraints [26].

6 Conclusion

The contributions of this paper are two-fold. First, we point out that the three
commonly used definitions of bounds consistency are incompatible. We clarify
their differences and study what is actually implemented in existing systems. We
show that for several types of constraints, bounds(R), bounds(Z) and bounds(D)
consistency are equivalent. This explains partly why the discrepancies among
the definitions were not noticed earlier. Second, we give a priori definitions of
propagators that implement the three notions of bounds consistency, which can
serve as the basis for verifying all implementations of bounds propagators.
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14. A. López-Ortiz, C.-G. Quimper, J. Tromp, and P. van Beek. A fast and simple
algorithm for bounds consistency of the alldifferent constraint. In Proceedings of
the 18th International Joint Conference on Artificial Intelligence (IJCAI 2003),
pages 245–250, 2003.

15. A. K. Mackworth. Consistency in networks of relations. Artificial Intelligence,
8(1):99–118, 1977.

16. M. Maher. Propagation completeness of reactive constraints. In ICLP 2002, pages
148–162, 2002.

17. K. Marriott and P. J. Stuckey. Programming with Constraints: an Introduction.
The MIT Press, 1998.

18. K. Mehlhorn and S. Thiel. Faster algorithms for bound-consistency of the sorted-
ness and the alldifferent constraint. In CP2000, pages 306–319, 2000.

19. J.-F. Puget. A fast algorithm for the bound consistency of alldiff constraints. In
Proceedings of the 15th National Conference on Artificial Intelligence (AAAI 98),
pages 359–366, 1998.
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Abstract. In classical constraint satisfaction, combining mutually re-
dundant models using channeling constraints is effective in increasing
constraint propagation and reducing search space for many problems.
In this paper, we investigate how to benefit the same for weighted con-
straint satisfaction problems (WCSPs), a common soft constraint frame-
work for modeling optimization and over-constrained problems. First, we
show how to generate a redundant WCSP model from an existing WCSP
using generalized model induction. We then uncover why naively com-
bining two WCSPs by posting channeling constraints as hard constraints
and relying on the standard NC* and AC* propagation algorithms does
not work well. Based on these observations, we propose m-NC∗

c and m-
AC∗

c and their associated algorithms for effectively enforcing node and
arc consistencies on a combined model with m sub-models. The two no-
tions are strictly stronger than NC* and AC* respectively. Experimental
results confirm that applying the 2-NC∗

c and 2-AC∗
c algorithms on com-

bined models reduces more search space and runtime than applying the
state-of-the-art AC*, FDAC*, and EDAC* algorithms on single models.

1 Introduction

Redundant modeling [1] has been shown effective in increasing constraint propa-
gation and solving efficiency for constraint satisfaction problems (CSPs). While
the technique, which is to combine two different CSP models of a problem using
channeling constraints , is applied successfully to classical CSPs, we study in this
paper how to benefit the same for weighted CSPs (WCSPs) [2,3], a common soft
constraint framework for modeling optimization and over-constrained problems.

Unlike classical CSPs, obtaining mutually redundant WCSP models for a
problem is more difficult in general, since each problem solution is associated
with a cost. Besides the problem requirements, we need to ensure the same cost
distribution on the solutions of the two models. While model induction [4] can
automatically generate a redundant classical CSP from a given one, we generalize
the notion so that redundant permutation WCSPs can also be generated.
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For classical CSPs, we can rely on the standard propagation algorithms of the
channeling constraints to transmit pruning information between sub-models to
achieve stronger propagation. We can also do the same to combine WCSPs by
posting the channeling constraints as hard constraints. However, we discover that
applying the standard AC* algorithm [3] to the combined model results in weaker
constraint propagation and worse performance. Some prunings that are available
when propagating a single model alone would even be missed in a combined
model. Based on these observations, we generalize the notions of node and arc
consistencies and propose m-NC∗

c and m-AC∗
c for a combined model with m sub-

models. The m-NC∗
c (resp. m-AC∗

c) has strictly stronger propagation behavior
than NC* (resp. AC*) and degenerates to NC* (resp. AC*) when m = 1. While
m-NC∗

c and m-AC∗
c are applicable to general WCSPs, we focus our discussions

on permutation WCSPs. Experimental results confirm that 2-AC∗
c is particularly

useful to solve hard problem instances. Enforcing 2-AC∗
c on combined models

reduces significantly more search space and runtime than enforcing the state-of-
the-art local consistencies AC* [3], FDAC* [5], and EDAC* [6] on single models.

2 Background

WCSPs associate costs to tuples [7]. The costs are specified by a valuation struc-
ture S(k) = ([0, . . . , k],⊕,≥), where k ∈ {1, . . . ,∞}, ⊕ is defined as a ⊕ b =
min{k, a + b}, and ≥ is the standard order among naturals. The minimum
and maximum costs are denoted by ⊥ = 0 and # = k respectively. A bi-
nary WCSP is a quadruplet P = (k,X ,D, C) with the valuation structure S(k).
X = {x1, . . . , xn} is a finite set of variables and D = {Dx1, . . . , Dxn} is a set
of finite domains for each xi ∈ X . An assignment x �→ a in P is a mapping
from variable x to value a ∈ Dx. A tuple is a set of assignments in P . It is
complete if it contains assignments of all variables in P . C is a set of unary and
binary constraints . A unary constraint involving variable x is a cost function
Cx : Dx → {0, . . . , k}. A binary constraint involving variables x and y is a cost
function Cx,y : Dx×Dy → {0, . . . , k}. We also assume a zero-arity constraint C∅
in P which is a constant denoting the global lower bound of costs in P . Fig. 1(a)
shows a WCSP with variables {x1, x2, x3} and domains {1, 2, 3}. We depict the
unary costs as labeled nodes and binary costs as labeled edges connecting two
assignments. Unlabeled edges have # cost; ⊥ costs are not shown for clarity.

The cost of a complete tuple θ = {xi �→ vi | 1 ≤ i ≤ n} in P is V(θ) =
C∅⊕

∑
i Cxi(vi)⊕

∑
i<j Cxi,xj(vi, vj). If V(θ) < #, θ is a solution of P . Solving a

WCSP is to find a solution θ with minimized V(θ), which is NP-hard. The WCSP
in Fig. 1(a) has a minimum cost 2 with the solution {x1 �→ 3, x2 �→ 1, x3 �→ 2}
(C∅ ⊕ Cx1(3) ⊕ Cx2(1) ⊕ Cx3(2) ⊕ Cx1,x2(3, 1) ⊕ Cx1,x3(3, 2) ⊕ Cx2,x3(1, 2) =
1 ⊕ 0 ⊕ 1 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 = 2). A WCSP is equivalent to a classical CSP if each
cost in the WCSP is either ⊥ or #. Two WCSPs are equivalent if they have the
same variables and for every complete tuple θ, V(θ) is the same for both WCSPs.

Following Schiex [2] and Larrosa [3], we define node and arc consistencies for
WCSPs as follows. They degenerate to their standard counterparts for CSPs.
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Fig. 1. Enforcing node and arc consistencies on WCSPs P1, P2, and Pc

Definition 1. Let P = (k,X ,D, C) be a binary WCSP.

Node consistency. An assignment x �→ a in P is star node consistent (NC*)
if C∅ ⊕Cx(a) < #. A variable x in P is NC* if (1) all assignments of x are
NC* and (2) there exists an assignment x �→ a of x such that Cx(a) = ⊥.
Value a is a support for x. P is NC* if every variable in P is NC*.

Arc consistency. An assignment x �→ a in P is arc consistent (AC) with re-
spect to a constraint Cx,y if there exists an assignment y �→ b of y such that
Cx,y(a, b) = ⊥. Value b is a support for x �→ a. A variable x in P is AC if
all assignments of x are AC with respect to all binary constraints involving
x. P is star arc consistent (AC*) if every variable in P is NC* and AC.

NC* and AC* are enforced by forcing supports for variables and pruning node
inconsistent values. Supports can be forced by projections of unary (resp. binary)
constraints over C∅ (resp. unary constraints) [2,3]. Let 0 ≤ b ≤ a ≤ k, we
define subtraction as a $ b = a − b if a �= k; and a $ b = k otherwise. Let
α = mina∈Dx{Cx(a)} for a variable x. Projection of Cx over C∅ [3] is defined
such that C∅ := C∅ ⊕ α and for each a ∈ Dx, Cx(a) := Cx(a) $ α. After forcing
supports for all variables, all assignments x �→ a with C∅ ⊕ Cx(a) = # can
be removed. NC* can be enforced on a WCSP with n variables and maximum
domain size d in O(nd) time [3]. The WCSP in Fig. 1(a) is not NC*. Removing
value 1 from Dx1 makes it NC*. Similarly, given variables x and y, for each
a ∈ Dx, let αa = minb∈Dy{Cx,y(a, b)}. Projection of Cx,y over Cx [2,3] is defined
such that for each a ∈ Dx, Cx(a) := Cx(a)⊕αa and for each a ∈ Dx and b ∈ Dy,
Cx,y(a, b) := Cx,y(a, b)$αa. Consider the assignment x1 �→ 2 and the constraint
Cx1,x2 in Fig. 1(a), all the costs Cx1,x2(2, 1), Cx1,x2(2, 2), and Cx1,x2(2, 3) are
non-⊥. We can subtract 2 from each of these costs and add 2 to Cx1(2) to force
a support for x1 �→ 2. AC* can be enforced using a fix point algorithm in O(n2d3)
time [3]. The WCSP in Fig. 1(c) is AC* and equivalent to the one in Fig. 1(a).

3 Generating Redundant WCSP Models

Deriving multiple classical CSP models for the same problem is common, al-
though not trivial. Cheng et al. [1] modeled a real-life nurse rostering problem
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as two different CSPs and showed that combining those CSPs using channeling
constraints can increase constraint propagation. Hnich et al. [8] made an exten-
sive study of combining different models for permutation and injection problems.
Law and Lee [4] proposed model induction which automatically generates a re-
dundant CSP from a given one. Two CSPs P1 and P2 are mutually redundant if
there is a bijection between the two sets of all solutions of P1 and P2. For two
WCSPs P1 and P2, we further require that if a solution θ1 of P1 corresponds
to a solution θ2 of P2, then V(θ1) = V(θ2). Thus, deriving mutually redundant
WCSP models is more difficult. We propose here a slight generalization of model
induction that generates mutually redundant permutation WCSPs.

A permutation WCSP (PermWCSP) is a WCSP in which all variables have
the same domain, the number of variables equals the domain size, and every
solution assigns a permutation of the domain values to the variables, i.e., we can
set the costs Cxi,xj(a, a) = # for all variables xi and xj and domain value a.
Given a PermWCSP P = (k,X ,DX , CX ), we can always interchange the roles
of its variables and values to give a dual PermWCSP. If X = {x1, . . . , xn} and
Dxi = {1, . . . ,n}, a dual model is P ′ = (k,Y,DY , CY) with Y = {y1, . . . , yn}
and Dyj = {1, . . . ,n}. The relationship between the variables in X and Y can
be expressed using the channeling constraints xi = j ⇔ yj = i for 1 ≤ i, j ≤ n.

Generalized model induction of a WCSP P requires a channel function that
maps assignments in P to those in another set of variables. If P is a PermWCSP,
we always have the bijective channel function f(xi �→ j) = yj �→ i. The
constraints CY in the induced model are defined such that for 1 ≤ a, i ≤ n,
Cya(i) = Cxi(a), and for 1 ≤ a, b, i, j ≤ n, Cya,yb

(i, j) = Cxi,xj(a, b) if i �= j; and
Cya,yb

(i, j) = # otherwise. Note that the induced model must be a PermWCSP,
since Cya,yb

(i, i) = # for all 1 ≤ a, b, i ≤ n. Fig. 1(b) shows the induced
model P2 of P1 in Fig. 1(a). In the example, we have, say, the unary cost
Cy1(2) = Cx2(1) = 1 and the binary cost Cy2,y3(1, 2) = Cx1,x2(2, 3) = 3.

4 Combining Mutually Redundant WCSPs

Following the redundant modeling [1] technique, we can also combine two mu-
tually redundant WCSPs P1 = (k1,X ,DX , CX ) and P2 = (k2,Y,DY , CY) us-
ing a set of channeling constraints Cc to give the combined model Pc = (k1 +
k2,X ∪ Y,DX ∪ DY , CX ∪ CY ∪ Cc). In Pc, Cc contains hard constraints. For ex-
ample, the channeling constraint x1 = 2 ⇔ y2 = 1 has the cost function
Cx1,y2(a, b) = ⊥ if a = 2 ⇔ b = 1; and Cx1,y2(a, b) = # otherwise. We perform
some preliminary experiments in ToolBar,1 a branch and bound WCSP solver
maintaining local consistencies at each search node, using Langford’s problem
(prob024 in CSPLib2) to evaluate the performance of the single and combined
models. The single model P used is based on a model by Hnich et al. [8] Since
the problem is over-constrained for many instances, we soften P so that the

1 Available at http://carlit.toulouse.inra.fr/cgi-bin/awki.cgi/ToolBarIntro.
2 Available at http://www.csplib.org.



Speeding Up Weighted Constraint Satisfaction Using Redundant Modeling 63

constraints except the all-different constraint can have random non-# costs.
The combined model Pc contains P and its induced model as sub-models.

Unlike redundant modeling in classical CSPs, enforcing AC* on Pc is even
weaker than on P . The former requires more backtracks than the latter in the
search, and solving Pc is about three times slower than solving P . This is mainly
due to three reasons. First, there are more variables and constraints in Pc than
in P . It takes longer time to propagate the constraints. Second, we need a large
number of channeling constraints to connect two models. For CSPs, efficient
global constraints exist for propagating the channeling constraints, but there
are no such counterparts for WCSPs. Third, we discover that enforcing AC* on
Pc can miss some prunings which are available even in P . For example, Figs. 1(a)
and 1(b) show two mutually redundant WCSPs P1 and P2 respectively, which
can be combined using Cc = {xi = j ⇔ yj = i | 1 ≤ i, j ≤ 3} to give Pc with the
valuation structure S(4+4) = S(8) and C∅ = 1⊕1 = 2. Figs. 1(c), 1(d), and 1(e)
respectively show the AC* equivalent of P1, P2, and Pc. Note that x1 �→ 1 and
y1 �→ 1 are removed in Figs. 1(c) and 1(d) respectively. However, in Fig. 1(e),
the assignments are still NC* and AC*, since C∅ ⊕Cx1(1) = 3 ⊕ 3 < # = 8 and
C∅ ⊕ Cy1(1) = 3 ⊕ 2 < # = 8, and thus they cannot be removed. This example
shows the undesirable behavior that enforcing AC* on a combined model results
in weaker constraint propagation than on its sub-models individually.

To remedy the drawbacks, in the following subsections, we propose m-NC∗
c

andm-AC∗
c and their associated algorithms for effectively improving propagation

in a combined model with m sub-models. We also reveal that the propagation of
pruning information among sub-models can be done by enforcing m-NC∗

c . This
means that redundant modeling can be done with no channeling constraints.

4.1 Node Consistency Revisited

We observe in the above example that given any solution θ of Pc, if an assign-
ment xi �→ j in P1 is in θ, then according to the channeling constraints, the
corresponding assignment yj �→ i in P2 must be also in θ, and vice versa. There-
fore, we can check the node consistencies of xi �→ j and yj �→ i simultaneously. If
C∅⊕Cxi(j)⊕Cyj (i) = #, then both xi �→ j and yj �→ i cannot be in any solution
of Pc and can be pruned. Consider the assignments x1 �→ 1 and y1 �→ 1 in Pc

in Fig. 1(e), since C∅ ⊕Cx1(1) ⊕ Cy1(1) = 3 ⊕ 3 ⊕ 2 = 8 = #, both assignments
should be pruned, thus restoring the available prunings in the single models.

Furthermore, a complete tuple of P2 must contain exactly one assignment of,
say, y1. The set of assignments {y1 �→ 1, y1 �→ 2, y1 �→ 3} in P2 corresponds to
θ = {x1 �→ 1, x2 �→ 1, x3 �→ 1} in P1. Therefore, a solution of Pc must contain
exactly one assignment in θ. In Fig. 1(e), the minimum cost among Cx1(1),
Cx2(1), and Cx3(1) is 1 > ⊥, we can use such information to tighten C∅ of Pc.

By capturing the previously described ideas, we propose a new notion of
node consistency m-NC∗

c for combined WCSP models with m sub-models. Note
that m-NC∗

c is a general notion; it is not restricted to PermWCSPs only. In
the following, we assume Ps = (ks,Xs,Ds, Cs) for 1 ≤ s ≤ m are m mutually
redundant WCSPs, where Xs = {xs,i | 1 ≤ i ≤ ns} and Ds = {Dxs,i | 1 ≤ i ≤ ns}
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(ns = |Xs|). Cs,t is the set of channeling constraints connecting Ps and Pt, and
Cc =

⋃
s<t Cs,t. Pc = (k,X ,D, C) is a combined model of all m sub-models Ps,

where k =
∑

s ks, X =
⋃

s Xs, D =
⋃

s Ds, and C =
⋃

s Cs ∪Cc. Function fs,t is a
bijective channel function from assignments in Ps to those in Pt. By definition,
ft,s = f−1

s,t and fs,s is the identity function. ϑt(xs,i) = {fs,t(xs,i �→ a) | a ∈ Dxs,i}
is a set of all the corresponding assignments of xs,i in Pt.

Definition 2. Let Pc be a combined model of m sub-models Ps for 1 ≤ s ≤ m.

– An assignment xs,i �→ a is m-channeling node consistent (m-NC∗
c) if C∅ ⊕∑

t Cxt,j (bt) < #, where fs,t(xs,i �→ a) = xt,j �→ bt for 1 ≤ t ≤ m.
– A variable xs,i ∈ X is m-NC∗

c if (1) all assignments of xs,i are m-NC∗
c and

(2) for 1 ≤ t ≤ m, there exists an assignment (xt,j �→ b) ∈ ϑt(xs,i) such that
Cxt,j (b) = ⊥. The assignment xt,j �→ b is a c-support for ϑt(xs,i).

– Pc is m-NC∗
c if every variable in X is m-NC∗

c .

For example, Pc in Fig. 1(e) is NC* (and AC*) but not 2-NC∗
c , since (1) C∅ ⊕

Cx1(1)⊕Cy1(1) = # and (2) there are no c-supports for the tuple {x1 �→ 1, x2 �→
1, x3 �→ 1}. Fig. 1(f) shows its 2-NC∗

c equivalent. Note that 1-NC∗
c is equivalent

to NC*, while m-NC∗
c is a stronger notion of consistency than NC*.

Theorem 1. Let Pc be a combined model of m sub-models Ps for 1 ≤ s ≤ m.
Enforcing m-NC∗

c on Pc is strictly stronger than enforcing NC* on Pc.

To enforce m-NC∗
c on Pc, we propose a new form of projection which forces

c-supports for tuples. Given a tuple θ, let α = min(x �→a)∈θ{Cx(a)}. C-projection
of a tuple θ over C∅ is a flow of α cost units such that C∅ := C∅ ⊕ α and
for each (x �→ a) ∈ θ, Cx(a) := Cx(a) $ α. C-projection is a generalization
of ordinary projection. The former allows the assignments in θ from different
variables, while the latter is equivalent to c-projection of all assignments of
a single variable. Clearly, after c-projection of a tuple θ, there must exist an
assignment (x �→ a) ∈ θ such that Cx(a) = ⊥. Given a variable xs,i in Pc,
c-projection of ϑt(xs,i) over C∅ transforms Pc into an equivalent WCSP.

In the above example, θ = {x1 �→ 1, x2 �→ 1, x3 �→ 1} is the set of assignments
in P1 corresponding to the set of all assignments of y1 in P2. Hence, c-projection
of θ over C∅ maintains the same cost distribution on complete tuples. In the
original Pc, Cx1(1) = 3, Cx2(1) = 1, and Cx3(1) = 2, c-projection of θ deducts 1
from each of the costs and increases C∅ by 1, forcing a c-support x2 �→ 1 for θ.

Fig. 2(a) shows an algorithm for enforcing m-NC∗
c on a combined model Pc.

The algorithm first forces a c-support for each ϑt(xs,i) by c-projecting each
ϑt(xs,i) over C∅. Next, for each xs,i ∈ X , pruneVarc(xs,i) is called to prune
any non-m-NC∗

c assignments. By using table lookup, a channel function can be
implemented in O(1) time. Therefore, pruneVarc() and NC∗

c () runs in O(md) and
O(mnd) time respectively, where d is the maximum domain size and n = |X |.

In Pc, when an assignment xs,i �→ a is not m-NC∗
c , all fs,t(xs,i �→ a) for

1 ≤ t ≤ m are also not m-NC∗
c and can be pruned. Therefore, enforcing m-NC∗

c
on Pc has already done all the propagation of the channeling constraints, and
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procedure NC∗
c (k,X ,D, C)

1. for each xs,i ∈ X each 1 ≤ t ≤ m do
2. α := min(xt,j �→b)∈ϑt(xs,i){Cxt,j

(b)};
3. C∅ := C∅ ⊕ α;
4. for each (xt,j �→ b) ∈ ϑt(xs,i) do
5. Cxt,j

(b) := Cxt,j
(b) � α;

6. for each xs,i ∈ X do
7. pruneVarc(xs,i);
endprocedure
procedure pruneVarc(xs,i)
8. for each a ∈ Dxs,i

do
9. let xt,j �→ bt ≡ fs,t(xs,i �→ a) for 1 ≤ t ≤ m
10. if C∅ ⊕ t Cxt,j

(bt) = � then
11. for each 1 ≤ t ≤ m do
12. Dxt,j

:= Dxt,j
\ {bt};

endprocedure

procedure findCSupport(xs,i, xs,j)
1. for each 1 ≤ t ≤ m do
2. supported := true;
3. for each (xt,i′ �→ a′) ∈ ϑt(xs,i) do
4. if S(xt,i′ �→ a′, xs,j , t) /∈ ϑt(xs,j) then
5. let xt,j∗ �→ b∗ ≡ argmin(x

t,j′ �→b′)∈ϑt(xs,j){Cx
t,i′ ,x

t,j′ (a′, b′)};
6. S(xt,i′ �→ a′, xs,j, t) := (xt,j∗ �→ b∗);
7. α := Cx

t,i′ ,xt,j∗ (a′, b∗); Cx
t,i′ (a

′) := Cx
t,i′ (a

′) ⊕ α;
8. for each (xt,j′ �→ b′) ∈ ϑt(xt,j) do
9. Cx

t,i′ ,x
t,j′ (a′, b′) := Cx

t,i′ ,x
t,j′ (a′, b′) � α;

10. if Cx
t,i′ (a

′) = ⊥ ∧ α > ⊥ then supported := false;
11. if ¬supported then
12. let xt,i∗ �→ a∗ ≡ argmin(x

t,i′ �→a′)∈ϑt(xs,i)
{Cx

t,i′ (a
′)};

13. S(xs,i, t) := (xt,i∗ �→ a∗);
14. α := Cxt,i∗ (a∗); C∅ := C∅ ⊕ α;
15. for each (xt,i′ �→ a′) ∈ ϑt(xs,i) do
16. Cx

t,i′ (a
′) := Cx

t,i′ (a
′) � α;

endprocedure
(a) m-NC∗

c algorithm (b) m-AC∗
c algorithm

Fig. 2. Algorithms for enforcing m-NC∗
c and m-AC∗

c

we can skip posting them in Pc to save propagation overhead. In subsequent
discussions, we assume no channeling constraints exist in a combined model if
m-NC∗

c is enforced.

4.2 Arc Consistency Revisited

Consider variable x2 in P1, the set of assignments {x2 �→ 1, x2 �→ 2, x2 �→ 3} in
P1 corresponds to θ = {y1 �→ 2, y2 �→ 2, y3 �→ 2} in P2. Now for the assignment
y2 �→ 1 in Fig. 1(e), there is a binary cost Cy2,yj (1, 2) incurred between y2 �→ 1
and (yj �→ 2) ∈ θ. (When j = 2, there are actually no such cost, but we assume
without losing generality that such “cost” is #.) Since the minimum cost among
Cy2,y1(1, 2) = 2, “Cy2,y2(1, 2)” = #, and Cy2,y3(1, 2) = 3 is 2 > ⊥, we can use
such information to tighten the bound on the cost Cy2(1). Thus, we can propose
a new arc consistency m-AC∗

c for combined models with m sub-models.

Definition 3. Let Pc be a combined model of m sub-models Ps for 1 ≤ s ≤ m.

– An assignment xs,i �→ a in Pc is m-channeling arc consistent (m-AC∗
c) with

respect to constraint Cxs,i,xs,j if for 1 ≤ t ≤ m, there exists an assignment
(xt,j′ �→ b′) ∈ ϑt(xs,j) such that Cxt,i′ ,xt,j′ (a′, b′) = ⊥, where xt,i′ �→ a′ =
fs,t(xs,i �→ a). The assignment xt,j′ �→ b′ is a c-support for xt,i′ �→ a′.

– A variable xs,i ∈ X is m-AC∗
c if all assignments of xs,i are m-AC∗

c with
respect to all constraints involving xs,i.

– Pc is m-AC∗
c if each xs,i ∈ X is m-NC∗

c and m-AC∗
c.

The combined model Pc in Fig. 1(e) is AC* but not 2-AC∗
c , since there are no

c-supports among {y1 �→ 2, y2 �→ 2, y3 �→ 2} for y2 �→ 1. Fig. 1(h) shows an
equivalent 2-AC∗

c WCSP. Again, 1-AC∗
c is equivalent to AC*, while m-AC∗

c is a
stronger notion of consistency than AC*.

Theorem 2. Let Pc be a combined model of m sub-models Ps for 1 ≤ s ≤ m.
Enforcing m-AC∗

c on Pc is strictly stronger than enforcing AC* on Pc.
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To enforcem-AC∗
c on a combined model, we extend the definition of c-projections

which can force c-supports for assignments. Given a tuple θ and an assignment
(x �→ a) /∈ θ, let α = min(y �→b)∈θ{Cx,y(a, b)}. C-projection of θ over x �→ a is
a flow of α cost units such that Cx(a) := Cx(a) ⊕ α and for each (y �→ b) ∈ θ,
Cx,y(a, b) := Cx,y(a, b)$α. C-projection of the set of all assignments of a variable
y over x �→ a is equivalent to ordinary binary projection. Given an assignment
(xt,j �→ a) /∈ ϑt(xs,i) in a combined model Pc, c-projection of ϑt(xs,i) over
xt,j �→ a transforms Pc into an equivalent WCSP.

Recall the combined model Pc in Fig. 1(e), y2 �→ 1 has no c-supports in θ =
{y1 �→ 2, y2 �→ 2, y3 �→ 2}, which is the corresponding set of all assignments of
x2 in P1. C-projections of θ over y2 �→ 1 yields Cy2,y1(1, 2) = ⊥, Cy2,y3(1, 2) = 1,
and Cy2(1) = 2, as shown in Fig. 1(g). In the figure, {x1 �→ 1, x2 �→ 1, x3 �→ 1}
is also c-projected over C∅ such that Cx1(1) = 2, Cx2(1) = ⊥, Cx3(1) = 1, and
C∅ = 4. The assignments x1 �→ 1, x1 �→ 2, y1 �→ 1, and y2 �→ 1 are consequently
not 2-NC∗

c , since C∅ ⊕Cx1(1)⊕Cy1(1) = C∅ ⊕Cx1(2)⊕Cy2(1) = 4⊕ 2⊕ 2 = #,
and are thus pruned. Variable x1 is now bound and further propagation yields
the 2-AC∗

c WCSP in Fig. 1(h). The optimal solution is {x1 �→ 3, x2 �→ 1, x3 �→
2, y1 �→ 2, y2 �→ 3, y3 �→ 1}, which has aggregate cost 4.

Fig. 2(b) shows the core algorithm for enforcing m-AC∗
c . It uses two data

structures S(xt,i′ �→ a′, xs,j , t) and S(xs,i, t). They store the current c-support
for the assignment xt,i′ �→ a′ among ϑt(xs,j) and for ϑt(xs,i) respectively. The
algorithm generalizes the procedure findSupport() by Larrosa [3] so that for each
sub-model Pt, it forces a c-support among ϑt(xs,j) for each assignment (xt,i′ �→
a′) ∈ ϑt(xs,i) (lines 3–10). C-projections over C∅ are done when necessary (lines
11–16). After finding c-supports, any assignments that are notm-NC∗

c are pruned
using pruneVarc() in Fig. 2(a). The findCSupport() algorithm runs in O(md2)
time, hence the overall m-AC∗

c algorithm runs in O(mn2d3) time.

5 Experiments

We implement the 2-NC∗
c and 2-AC∗

c algorithms in ToolBar to evaluate their
efficiency on combined models, using Langford’s problem and Latin square prob-
lem, both of which can be modeled as PermWCSPs. Enforcing AC* on combined
models is highly inefficient, so comparisons are made among AC* [3], FDAC*
[5], and EDAC* [6] on a single model P and 2-AC∗

c on a combined model Pc,
which contains P and its induced model as sub-models. Experiments are run
on a 1.6GHz US-IIIi CPU with 2GB memory. We use the dom/deg variable or-
dering heuristic [6] and the smallest-cost-first value ordering heuristic [6]. The
initial # provided to ToolBar is n2, where n is the number of variables in a single
model. We report in the tables the average number of fails (i.e., the number of
backtracks occurred in solving a model) and CPU time in seconds to find an
optimal solution. The first column shows the problem instances; those marked
with “∗” have a ⊥ optimal cost. The subsequent columns show the results of
enforcing various local consistencies on either P or Pc. A cell labeled with “-”
denotes a timeout after 2 hours.
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Table 1. Experimental results on solving Langford’s problem and Latin square problem

(a) Classical Langford’s problem (b) Soft Langford’s problem
(m, n) AC* on P FDAC* on P EDAC* on P 2-AC∗

c on Pc AC* on P FDAC* on P EDAC* on P 2-AC∗
c on Pc

fail time fail time fail time fail time fail time fail time fail time fail time

(2, 6) 80 0.01 80 0 80 0.01 57 0.01 180 0.01 177 0.02 176 0.02 130 0.02
(2, 7)* 1 0 1 0.01 1 0.01 2 0.01 91 0.01 79 0.01 80 0.01 90 0.01
(2, 8)* 22 0.01 18 0 18 0 0 0.01 162 0.01 146 0.01 145 0.02 137 0.03
(2, 9) 8576 0.85 8576 0.8 8576 1 4209 0.79 10850 1.09 10823 1.05 10823 1.05 5074 1
(2, 10) 48048 5.03 48048 4.91 48048 6.07 22378 4.48 59681 6.38 59654 6.14 59655 6.13 25718 5.42
(2, 11)* 11 0.01 8 0.01 11 0.01 3 0.02 595 0.07 547 0.07 546 0.08 405 0.1
(2, 12)* 7 0.01 7 0.01 7 0.01 0 0.02 795 0.1 708 0.1 700 0.12 576 0.17
(2, 13) 14.73M 1769.8 14.73M 1691.98 14.73M 2164.02 5.72M 1325.92 18.16M 2232.01 18.16M 2142.04 18.16M 2160.93 6.46M 1552.65

(3, 5) 6 0 6 0 6 0 4 0.01 368 0.04 285 0.04 279 0.05 284 0.06
(3, 6) 20 0.01 20 0.01 20 0.01 14 0.02 901 0.14 681 0.12 668 0.15 600 0.19
(3, 7) 62 0.04 62 0.03 62 0.04 29 0.04 2286 0.51 1687 0.42 1687 0.53 1559 0.67
(3, 8) 238 0.13 238 0.1 238 0.12 96 0.13 2735 0.81 1976 0.61 1962 0.75 2398 1.23
(3, 9)* 195 0.12 193 0.09 192 0.11 53 0.11 2665 0.53 1169 0.31 1360 0.44 3893 1.94
(3, 10)* 590 0.42 560 0.29 560 0.39 97 0.23 6612 1.74 4026 1.34 3903 1.6 8715 5.2
(3, 11) 14512 10.01 14512 7.45 14512 10.09 3029 6.15 77507 43.8 69356 33.89 69455 42.3 27992 33.27
(3, 12) 62016 46.13 62016 35.19 62016 46.69 12252 25.57 275643 178.25 252527 136.27 252830 171.14 82804 119.44
(3, 13) 300800 247.45 300800 191.56 300800 257.59 45274 108.71 949361 736.13 920007 577.57 919749 720.18 174881 354.39
(3, 14) 1.37M 1185.08 1.37M 933.22 1.37M 1229.83 190153 525.88 4.41M 3704.64 4.32M 2886.43 4.32M 3624 596201 1448.54
(3, 15) 7.52M 6992.09 7.52M 5419.17 - - 851968 2750.05 - - - - - - 2.31M 6742.25

(c) Classical Latin square problem (d) Soft Latin square problem
n AC* on P FDAC* on P EDAC* on P 2-AC∗

c on Pc n AC* on P FDAC* on P EDAC* on P 2-AC∗
c on Pc

fail time fail time fail time fail time fail time fail time fail time fail time
5* 0 0 0 0 0 0.01 0 0.01 3 5 0 4 0 4 0 5 0
10* 1 0.13 1 0.14 1 0.16 0 0.23 4 172 0.01 100 0.02 98 0.03 125 0.02
15* 14 1.44 14 1.55 14 1.99 0 2.62 5 25016 2.61 10038 2.85 7325 5.08 14950 2.78
20* 712 11.5 546 13.79 747 24.33 0 18.49 6 751412 153.82 111545 105.95 76353 144.6 203839 93.93
25* 4 65.54 18 36.88 173 41.79 0 130.66 7 - - 1.87M 3558.49 950480 3632.47 3.62M 2933.09

Table 1(a) shows the results on the (m,n) instances of Langford’s problem
solved using a classical CSP model [8] containing m×n variables. In the problem,
only a few instances are satisfiable (marked with “*”). Therefore, we soften
the problem as described in Section 4. For each soft instance, we generate 10
instances and report the average results in Table 1(b). For both classical and soft
cases, 2-AC∗

c achieves the fewest number of fails among all four local consistencies
in most instances. This shows that it does more prunings than AC*, FDAC*,
and EDAC*, reduces more search space, and transmits both pruning and cost
projection information better. The 2-AC∗

c is clearly the most efficient for the
larger and more difficult instances, which require more search efforts to either
prove unsatisfiability or find an optimal solution. We improve the number of
fails and runtime of, say, (3, 14), by factors of 7.2 and 2.2 respectively. There are
even instances that enforcing AC*, FDAC*, and EDAC* on P cannot be solved
before timeout but enforcing 2-AC∗

c on Pc can. The reduction rates of number
of fails and runtime of Pc to P increase with the problem size. Exceptions are
the “*” instances, in which once an ⊥ cost solution is found, we need not prove
its optimality and can terminate immediately. Such instances require relatively
fewer search efforts, and the overhead of an extra model may not be counteracted.

Table 1(c) and 1(d) show the experimental results of classical and soft Latin
square problem (prob003 in CSPLib) respectively. Contrary to Langford’s prob-
lem, Latin square problem has many solutions. We assert preferences among the
solutions by assigning to each allowed binary tuple a random cost from ⊥ to
n inclusive. We can see from Table 1(c) that classical Latin square problem is
easy to solve up to n = 25. The amount of search is small even using a single
model. Enforcing 2-AC∗

c on Pc can still reduce the search space to achieve no
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backtracks. However, the runtime is not the fastest due to the overhead of an
extra model. The soft Latin square problem is more difficult than the classical
one since we are searching for the most preferred solution. We can solve only the
smaller instances within 2 hours. Although 2-AC∗

c does not achieve the smallest
number of fails among other local consistencies, its runtime is highly competi-
tive as shown in Table 1(d). Like in the case of the classical and soft Langford’s
problem, 2-AC∗

c is the most efficient for the larger instances. In fact, even with
two models, the time complexity of 2-AC∗

c is only a constant order higher than
AC*, while FDAC* and EDAC* have higher time complexities O(n3d3) and
O(n2d2 max{nd,#}) respectively. In this problem, 2-AC∗

c strikes a balance be-
tween the amount of prunings and the time spent on discovering these prunings.
This explains why 2-AC∗

c has more fails than EDAC* but the fastest runtime.

6 Conclusion

While we can rely on the standard propagation algorithms of the channeling
constraints for classical CSPs to transmit pruning information between sub-
models, we have shown that this approach does not work well when combining
WCSPs. Instead, we have generalized NC* and AC* and proposed the strictly
stronger m-NC∗

c and m-AC∗
c respectively for combined models containing m sub-

models. Experiments on our implementations of 2-NC∗
c and 2-AC∗

c have shown
the benefits of extra prunings, which lead to a greatly reduced search space and
better runtime than the state-of-the-art AC*, FDAC*, and EDAC* algorithms
on both classical and soft benchmark problems, especially for hard instances.

Redundant modeling for WCSPs is a new concept and has plenty of scope
for future work. We can investigate how generalized model induction can gener-
ate induced models of non-PermWCSPs, and to apply m-AC∗

c to the resultant
combined models. It would be also interesting to incorporate c-supports and
c-projections to FDAC* and EDAC* to obtain m-FDAC∗

c and m-EDAC∗
c .
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Abstract. We present a bounded model checking (BMC) approach to the veri-
fication of temporal epistemic properties of multi-agent systems. We extend the
temporal logic CTL∗ by incorporating epistemic modalities and obtain a tem-
poral epistemic logic that we call CTL∗K. CTL∗K logic is interpreted under
the semantics of synchronous interpreted systems. Though CTL∗K is of great
expressive power in both temporal and epistemic dimensions, we show that BMC
method is still applicable for the universal fragment of CTL∗K. We present in
some detail a BMC algorithm and prove its correctness. In our approach, agents’
knowledge interpreted in synchronous semantics can be skillfully attained by the
state position function, which avoids extending the encoding of the states and the
transition relations of the plain temporal epistemic model for time domain.

Keywords: bounded model checking, multi-agent systems, temporal epistemic
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1 Introduction

Model checking is a technique for automatic formal verification of finite state systems.
There are many practical applications of the technique for hardware and software ver-
ification. Recently, verification of multi-agent systems (MAS) has become an active
field of research. Verification of MAS has mainly focused on extending the existing
model checking techniques usually used for verification of reactive systems. In the
multi-agent paradigm, particular emphasis is given to the formal representation of the
mental attitudes of agents, such as agents’ knowledge, beliefs, desires, intentions and
so on. However, the formal specifications used in the traditional model checking are
most commonly expressed as formulas of temporal logics [1] such as CTL and LTL.
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So, the research of MAS verification has focused on the extension of traditional model
checking techniques to incorporate epistemic modalities for describing information and
motivation attitudes of agents [2].

The application of model checking within the context of the logic of knowledge was
first proposed by Halpern and Vardi [3] in 1991. In [4,5], van der Hoek and Wooldridge
analyzed the application of SPIN and MOCHA respectively to model checking of LTL
and ATL extended by epistemic modalities. In 2004 Meyden and Su took a promising
step towards model checking of anonymity properties in formulas involving knowledge
[6], and then based on the semantics of interpreted systems with local propositions, Su
developed an approach to the BDD-based symbolic model checking for CKLn [7].

Unfortunately, themain bottleneckofBDD-basedsymbolicmodelchecking is thestate
explosion problem. One of complementary techniques to BDD-based model checking
is Bounded Model Checking (BMC). The basic idea of BMC is to explore a part of the
model sufficient to check a particular formula and translate the existential model check-
ing problem (the problem that decides whether there is a path in a system satisfying a
given formula) over the part of the model into a test of propositional satisfiability.

BMC for LTL was first introduced by Biere et al. [8]. Then, Penczek et al. de-
veloped a BMC method for ACTL (the universal fragment of CTL) [9]. In addition,
Penczek and Lomuscio presented a BMC method for ACTLK in [10], which incor-
porates epistemic modalities to ACTL logic. Further, in [11], Woźna proposed a BMC
method for ACTL∗, the universal fragment of CTL∗, which subsumes both ACTL
and LTL. Naturally, it is meaningful to develop a BMC method for those languages
that incorporate epistemic modalities into ACTL∗.

In computer science, many protocols are designed so that their actions take place in
rounds or steps (where no agent starts round m + 1 before all agents finish round m),
and agents know what round it is now at all times. Therefore, we restrict MAS to a
synchronous one, in which agents have access to a shared clock and run in synchrony.

This paper is the extension version of our previous work [12]. The aim of this paper
is to develop a BMC method for an expressive branching time logic of knowledge that
we call ACTL∗K , which incorporates epistemic modalities into ACTL∗. We adopt the
synchronous interpreted systems semantics [13]. Moreover, in order to avoid extending
the encoding of the states and the transition relations of the plain temporal epistemic
model for the time domain of synchronous interpreted systems, we introduce a state
position function to attain agents’ knowledge.

The significance of ACTL∗K is that the temporal expressive power of ACTL∗K
is greater than that of ACTLK extended from ACTL. For example, we permit the
subformula of an epistemic formula (its main operator is an epistemic one) to be a
state or path formula, while ACTLK only subsumes state formulas. It is convenient
to use ACTL∗K to specify and verify dynamic knowledge of agents in the dynamic
environment of a MAS.

The rest of this paper is organized as follows. Section 2 introduces synchronous
semantics of multi-agent interpreted systems. Section 3 defines the syntax and the
synchronous semantics of CTL∗K , and Section 4 defines the bounded semantics of
ECTL∗K . In Section 5, the equivalence between the synchronous semantics and the
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bounded one is to be proven. Section 6 describes the BMC method for ECTL∗K .
Finally, we conclude this paper in Section 7.

2 Synchronous Temporal Epistemic Model

We begin with a short discussion about a set of agents A = {1, . . . ,n} and their envi-
ronment e. LetLe be a set of possible states for the environment and Li a set of possible
local states for each agent i ∈ A. We take G = Le × L1 × . . . × Ln to be the set of
global states and define function li:G −→ Li, which returns the local state of agent i
from a global state s ∈ G. A run over G is a function from the time domain (natural
numbers) to G, it can be identified with a sequence of global states in G. A point is
a pair (r, m) consisting of a run r and time m. The global state at the point (r, m) is
defined as r(m) = (se, s1, . . . , sn), where se ∈ Le and si ∈ Li for all i ∈ A. So r(0)
is the initial state. Further we define re(m) = se and ri(m) = si for all i ∈ A. Thus,
ri(m) is agent i’s local state at the point (r, m). We define a system R over G as a set
of runs over G. (r, m) is a point in system R if r ∈ R. An interpreted system I is a
structure (R,V), where R is a system overG and V assigns truth values to the primitive
propositions at the global states in G.

We introduce the indistinguishability relation ∼i for each agent i ∈ A as follows.
Let s and s′ be two global states in G, s ∼i s′ denotes that s and s′ are indistinguishable
to agent i, i.e., i has the same local state in both s and s′. If r(n) = s and r′(n′) = s′,
we use (r,n) ∼i (r′,n′) to denote s ∼i s′. Let i ∈ A and Γ ⊆ A, we introduce four
epistemic modalities Ki(knows), DΓ (distributed knowledge), EΓ (everyone knows) and
CΓ (common knowledge) to our logic CTL∗K . Their epistemic relations are defined
as ∼i, ∼ D

Γ =
⋂

i∈Γ ∼i, ∼ E
Γ =

⋃
i∈Γ ∼i and ∼ C

Γ , respectively, where ∼ C
Γ is

the transitive closure of ∼ E
Γ [13]. By modifying the epistemic accessibility relation in

Definition 2.1 in [10] to a synchronous one, we get the following definition:

Definition 1. Given an interpreted system I = (R,V) and a set of agents A = {1, . . . ,

n}, we associate with I a Synchronous Temporal Epistemic Model M = (S, s0,T ,
T∼1

, . . . ,
T∼n,V), where (1) S is a finite set of global states of I; (2) s0 is the initial state

of I; (3) T ⊆ S × S is a total binary (successor) relation on S such that r(m)T r(m +
1) for each r ∈ R and natural number m ≥ 0; (4)

T∼i is a synchronous epistemic
accessibility relation on the points of I for agent i ∈ A. Let (r, m) and (r′, m′) be two
points of I, then (r, m) T∼i (r′, m′) iff ri(m) = r′i(m

′) and m = m′; (5)V : S×PV −→
{true, false} is a truth assignment function for a set of propositional variables PV
such that V(s)(p) ∈ {true, false} for all s ∈ S and p ∈ PV.

Thus, given a synchronous temporal epistemic model M , each run of M can be obtained
by infinitely unfolding T of M from the initial state s0. In addition, let i ∈ A and
Γ ⊆ A, the epistemic relations used by Ki, DΓ , EΓ and CΓ are defined as

T∼i,
T∼ D

Γ =⋂
i∈Γ

T∼i,
T∼ E

Γ =
⋃

i∈Γ
T∼i, and

T∼ C
Γ , respectively, where

T∼ C
Γ is the transitive closure

of
T∼ E

Γ . It is easy to prove that for any points (r,n) and (r′,n′) of a synchronous system,
(r,n) T∼ Y

Γ (r′,n′) iff (r,n) ∼ Y
Γ (r′,n′) and n = n′, where Y ∈ {D, E, C}. Hereafter,

we use ”model” to denote synchronous temporal epistemic model.
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3 CTL∗K Logic and Its Subsets

Here we extend the temporal logic CTL∗ [1] by incorporating epistemic modalities,
which include Ki, DΓ , EΓ and CΓ , where i ∈ A and Γ ⊆ A. In order to solve the
existential model checking problem, we add four dual epistemic modalities related to
the modalities mentioned above. If Y ∈ {Ki, DΓ , EΓ , CΓ } and ϕ is a formula, then Y
is the dual modalities of Y and Y ϕ ≡ ¬Y¬ϕ. We call the resulting logic CTL∗K .
Assume the familiarity with the syntax of CTL∗, we refer to [1] for more details. The
only thing about CTL∗K mentioned here is that if α is a path formula, then epistemic
formula Yα is a state formula. Note that any state formula is also a path formula.

We define the ECTL∗K logic as the restriction of CTL∗K such that the negation
can be applied only to propositions and the operators are restricted to E (in some path),
Ki, DΓ , EΓ and CΓ . The ACTL∗K logic is also the restriction of CTL∗K such that
its language is defined as {¬ϕ|ϕ ∈ ECTL∗K}, in which the path quantifier A (in all
paths) is defined as Aϕ ≡ ¬E¬ϕ.

Definition 2 (Synchronous Semantics of CTL∗K). Let M be a model, (r,n) a point
of M and α,β be CTL∗K formulas. (M, r,n) |= α denotes that α is true at point
(r,n). M is omitted if it is implicitly understood. The relation |= is defined as follows:
(r, n) |= p iff V(r(n))(p) = true, (r, n) |= ¬p iff (r, n) �|= p,
(r, n) |= α ∧ β | α ∨ β iff (r, n) |= α and (or) (r, n) |= β, (r, n) |= Xα iff (r, n + 1) |= α,
(r, n) |= Fα iff ∃n′≥n(r, n′) |= α, (r, n) |= Gα iff ∀n′≥n(r, n′) |= α,
(r, n) |= αUβ iff ∃n′≥n (r, n′) |= β and ∀n≤i<n′(r, i) |= α ,
(r, n) |= Eα iff there is a run r′ and time n′ with r(n) = r′(n′) such that (r′, n′) |= α,
(r, n) |= Yα iff there is a run r′ and time n′ with (r, n)

Y∼ (r′, n′) and n = n′ such that
(r′, n′) |= α, where (Y,

Y∼) ∈ (Ki, ∼i), (DΓ , ∼ D
Γ ), (EΓ , ∼ E

Γ ), (CΓ , ∼ C
Γ ) .

As for modality Ki, here we capture the intuition that agent i knows formula ϕ at point
(r,n) of M exactly if at all points with the same time n that i considers possible at
(r,n), ϕ is true. For the modality Ki, conversely, (M, r,n) |= Kiϕ if and only if ϕ is
true at some point with the same time n that i considers possible at (r,n). So with such
a synchronous semantics, only one point with time n should be considered in a run.

Definition 3 (Validity). A CTL∗K formula ϕ is valid in M (denoted M |= ϕ) iff
(M, r, 0) |= ϕ for all run r in M , i.e., ϕ is true in the initial state of M .

4 Bounded Semantics of ECTL∗K

In this section we combine the bounded semantics for ECTL∗ [11] with epistemic
modalities so that the BMC problem for ECTL∗K can be translated into a proposi-
tional satisfiability problem.

Let M be a model and k a positive natural number. A k-path is a path of length k, i.e.
k-path is a finite sequence πk = {s0, . . . , sk} of states such that (si, si+1) ∈ T for all
0 ≤ i < k, and state si of πk can be denoted by πk(i). A finite k-path can also represent
an infinite path if there is a back loop from the last state to a certain previous state of
the k-path. So, a k-path πk is a (k,l)-loop if (πk(k),πk(l)) ∈ T for some 0 ≤ l ≤ k.
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Given a model M , in order to translate the existential model checking into bounded
model checking and the SAT problem, we only consider a part of the model M , i.e., the
compact model consists of all the k-paths of M and is defined as follows.

Definition 4 (k-model). Let M = (S, s0,T ,
T∼1, . . . ,

T∼n,V) be a model and k a pos-
itive natural number. A k-model of M is a tuple Mk = (S, s0,Pk,

T∼1, . . . ,
T∼n),V ,

where s0 is the initial state of M and Pk is the set of all the k-paths of M .

Since the bounded semantics for temporal operators depends on whether the considered
k-path πk of the k-model Mk is a loop or not, we define a function loop(πk) = {l|0 ≤
l ≤ k and (πk(k),πk(l)) ∈ T } so as to distinguish whether πk is a loop.

A k-path πk in Mk can be viewed as a part of a run r in M . So, we can project a
partial r onto a k-path πk. Let r(n) = πk(m) for some n ≥ 0 and 0 ≤ m ≤ k, by
Definition 5, we can calculate the position i ∈ {0, . . . , k} of the state of πk such that
πk(i) = r(c) for some time c ≥ n, i.e., state πk(i) of Mk represents state r(c) of M .

Definition 5 (State Position Function). Let M be a model and Mk a k-model of M .
Assume that r is a run in M and the corresponding πk is a k-path of Mk such that
r(n) = πk(m) for some n ≥ 0 and m ≤ k, then, for time c ≥ n and l ≤ k, function

pos(n, m, k, l, c) :=
m + c − n, if c ≤ n + k − m;
l + (c − n − l + m)%(k − l + 1), else if l ∈ loop(πk).

returns the position of the state of πk such that πk(pos(n, m, k, l, c)) = r(c), where % is
modular arithmetic. Further define State Position Function fI(k, l, c):=pos(0, 0, k, l, c)
for epistemic operators.

Thus, a part of an infinite run of M may be represented by a (k, l)-loop of Mk by means
of the state position function. Next, we extend Definition 4.3 in [11] to Definition 6,
the bounded semantics of ECTL∗K , by incorporating the time domain and epistemic
operators.

Definition 6 (Bounded Semantics of ECTL∗K). Let Mk be a k-model and α,β
ECTL∗K formulas. Given a natural number l ∈ {0, . . . , k}, if α is a state formula,
then [Mk,πk, l, m, c] |= α denotes that α is true at the state πk(m) of Mk and time c.
If α is a path formula, then [Mk,πk, l, m, c] |= α denotes that α is true along the suffix
of the k-path πk of Mk, which starts at the position m and time c. Mk is omitted if it is
implicitly understood. The relation |= is defined inductively as follows:

[πk, l, m, c] |= p iff V(πk(m))(p) = true. [πk, l, m, c] |= ¬p iff V(πk(m))(p) = false.
[πk, l, m, c] |= α ∧ β | α ∨ β iff [πk, l, m, c] |= α and (or) [πk, l, m, c] |= β.
[πk, l, m, c] |= Eα iff ∃π′

k ∈ Pk π′
k(0) = πk(m) and ∃0≤l′≤k [π′

k, l′, 0, c] |= α .
[πk, l, m, c] |= Xα iff

if m ≥ k then false else [πk, l, m + 1, c + 1] |= α, if l �∈ loop(πk);
if m ≥ k then [πk, l, l, c + 1] |= α else [πk, l, m + 1, c + 1] |= α, otherwise.

[πk, l, m, c] |= Fα iff
∃m≤i≤k [πk, l, i, c + i − m] |= α, if l �∈ loop(πk);
∃m≤i≤k [πk, l, i, c + i − m] |= α or
∃l≤i<m [πk, l, i, c + k − m + 1 + i − l] |= α, otherwise.

[πk, l, m, c] |= Gα iff

false, if l �∈ loop(πk);
∀m≤i≤k [πk, l, i, c + i − m] |= α, if l ∈ loop(πk) and l ≥ m;
∀l≤i<m [πk, l, i, c + k − m + 1 + i − l] |= α and
∀m≤i≤k [πk, l, i, c + i − m] |= α, if l ∈ loop(πk) and l < m.
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[πk, l, m, c] |= αUβ iff
∃m≤i≤k [πk, l, i, c + i − m] |= β and ∀m≤j<i [πk, l, j, c + j − m] |= α , if l �∈ loop(πk);
∃m≤i≤k [πk, l, i, c + i − m] |= β and ∀m≤j<i [πk, l, j, c + j − m] |= α or
∃l≤i<m [πk, l, i, c + k − m + 1 + i − l] |= βand∀m≤j≤k [πk, l, j, c + j − m] |= α and
∀l≤j<i [πk, l, j, c + k − m + 1 + j − l] |= α , otherwise.

[πk, l, m, c] |= Yα iff ∃π′
k ∈ Pk such that π′

k(0) = s0 and, if c ≤ k, then πk(m)
Y∼ π′

k(c) and
∃0≤l′≤k [π′

k, l′, c, c] |= α; else ∃0≤l′≤k l′ ∈ loop(π′
k) and πk(m)

Y∼ π′
k(fI(k, l′, c)) and

[π′
k, l′, fI(k, l′, c), c] |= α , where (Y,

Y∼) ∈ (Ki, ∼i), (DΓ , ∼ D
Γ ), (EΓ , ∼ E

Γ ) .

[πk, l, m, c] |= CΓ α ⇔ [πk, l, m, c] |= k
i=1(EΓ )iα.

From the above bounded semantics, we can see that when checking a temporal for-
mula at the state πk(m) and time c, the time domain c′ corresponding to the i-th state
of πk can be calculated as follows: c′ := c + i − m if i ≥ m, or else if l ∈ loop(πk),
then c′ := c + k − m + 1 + i − l, where i is the position of the current state under
consideration in πk. It assures that the time c′ always increases.

As for the knowledge modality Ki, we consider whether or not there is a k-path π′
k

from the initial state (the first state πk(0) of πk is equal to the initial state of M ) that
results in a state s′ that agent i consider possible in πk(m) and the current time in s′ is
equal to c. Note that the position of s′ should be calculated by the state position function
fI(k, l, c) only if the time c > k.

Definition 7 (Validity for Bounded Semantics). An ECTL∗K formula ϕ is valid in
a k-model Mk (denoted M |=k ϕ) iff [Mk,πk, l, 0, 0] |= ϕ for some 0 ≤ l ≤ k, where
πk(0) is the initial state of Mk.

5 Correctness of the Bounded Semantics

In this section we will prove that theECTL∗K model checking problem (M |= ϕ) can
be reduced to the ECTL∗K BMC problem (M |=k ϕ). Some proofs similar to [10] or
[11] are omitted for the limited space. Note that the bounded semantics of ECTL∗K
differs from those of other papers because we add time to it. We first define the length
of a formula ϕ (denoted by |ϕ|) as the number of operators (exclude ¬) in ϕ. Then, by
Lemma 4.3 of [11], Lemma 1 and 2, we can determine the maximum bound k (called
Diameter of M ) that an ECTL∗K formula should be checked with to guarantee that
the property holds.

Lemma 1. Let M be a model, α an LTL formula and Y ∈
{

E, Ki, DΓ

}
, then, if

(M, r, 0) |= Yα then there exists k ≤ |M | · |α| · 2|α| with [Mk,πk, l, 0, 0] |= Yα for
some 0 ≤ l ≤ k, where r(0) and πk(0) are equal to the initial state of M .

Proof. (1) Let Y = E. The case can be easily proven by Lemma 4.3 of [11] when
time domain is added to it. (2) Let Y = Ki and (r, 0) be an initial point of M . By
Definition 2, (M, r, 0) |= Kiα iff there is a run r′ and time c′ with (r, 0) ∼i (r′, c′) and
c′ = 0 such that (M, r′, c′) |= α. Since r′(0) is also the initial state of M , it can be
viewed as an existential model checking problem [8] for the LTL formula α in M . So
the case holds by Lemma 4.3 of [11]. (3) Let Y = DΓ . Straightforward by definition
from the case Y = Ki. �	
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Lemma 2. Let M be a model, ϕ be an ECTL∗K formula and (r, c) be a point of M .
If (M, r, c) |= ϕ, then there exists k ≤ |M | · |ϕ| · 2|ϕ| and a k-path πk of Mk with
r(c) = πk(m) such that [Mk,πk, l, m, c] |= ϕ for some 0 ≤ l ≤ k.

Proof. By induction on the length of ϕ. The lemma follows directly when ϕ is a propo-
sitional variable or its negation. Assume that the hypothesis holds for all the proper
subformulas of ϕ. The lemma is easily proven when ϕ = α ∨ β|α ∧ β. Consider case
1) and 2):

1) Assume that α is an LTL formula. Let ϕ = EΓ α. Since EΓ α =
∨

i∈A Kiα,
by induction the lemma follows from the case of Y = Ki in Lemma 1 for some i ∈ A
and the case for the boolean connectives. Let ϕ = CΓ α. Because (M, r, c) |= CΓ α
iff (M, r, c) |=

∨
i≤|S|(EΓ )iα, where |S| is the number of reachable states in M , the

lemma holds by induction on the former cases. Because the state under consideration
may be the subsequent one of the initial state, the existential model checking problem
here is not harder than that of Lemma 1, so Lemma 1 can be applied in the former cases.

2) Assume that α is not a ”pure” LTL formula, we extend the state labelling tech-
nique of [1] to epistemic operators. Let ϕ = Yα and Y, Yi, Z ∈

{
E, Ki, DΓ , EΓ , CΓ

}
for i = 1, . . . ,n. Let Y1α1, . . . , Ynαn be the list of all maximal subformulas of α (i.e.,
each Yiαi is a state subformula of Yα, but not a subformula of any subformula Zβ of
Yα, where Zβ is different from Yα and Yiαi for i = 1, . . . ,n).

Next, we introduce for each Yiαi a fresh atomic proposition pi, where 1 ≤ i ≤ n,
and augment the labelling of each state s of Mk with pi iff Yiαi holds at state s, then
we replace each subformula Yiαi by pi and obtains a new formula α′, which is a ”pure”
LTL formula. Furthermore, by the definition of synchronous semantics, we have that
verifying (M, r, c) |= EΓ α′ | CΓ α′ can also be viewed as an existential model checking
problem for theLTL formula α′ in M . The proof is similar to that in the case of Y = Ki

in Lemma 1. Hence, by Lemma 1 and the cases above, we have that (M, r, c) |= Yα
implies [Mk,πk, l, m, c] |= Yα. �	

The condition r(c) = πk(m) in Lemma 2 expresses that the state πk(m) of Mk is the
same as the state r(c) of M . We have the following theorem based on Lemma 2.

Theorem 1. Let M be a model andϕ anECTL∗K formula. Then M |= ϕ iff M |=k ϕ
for some k ≤ |M | · |ϕ| · 2|ϕ|.

Theorem 1 shows that the satisfiability of an ECTL∗K formula ϕ in the bounded
semantics is equivalent to the unbounded one with the diameter |M | · |ϕ| · 2|ϕ|.

6 Bounded Model Checking for ECTL∗K

In this section we present a BMC method for ECTL∗K in synchronous interpreted
systems. It is an extension of the method presented in [11].

The main idea of the BMC method is that the validity of an ECTL∗K formula ϕ
can be determined by checking the satisfiability of a propositional formula [M,ϕ]k :=
[Mϕ,s0 ]k ∧ [ϕ]Mk

, where [ϕ]Mk
is a number of constraints that must be satisfied on Mk

for ϕ to be satisfied, and [Mϕ,s0 ]k represents the (partial) k-model Mk under consider-
ation (the submodel of Mk), which consists of a part of valid k-paths in Mk. Definition
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8 determines the number of those k-paths that is sufficient for checking formula ϕ,
such that the validity of ϕ in Mk is equivalent to the validity of ϕ in the part of Mk.
The bound fk(ϕ) can be obtained by structural induction on the translation of ϕ in
Definition 10.

Definition 8. Define a function fk from the set of formulas to natural number:
fk(p) = fk(¬p) = 0, where p ∈ PV , fk(α ∨ β) = max(fk(α), fk(β)),
fk(α ∧ β) = fk(α) + fk(β), fk(Xα) = fk(Fα) = fk(α),
fk(Gα) = (k + 1) · fk(α), fk(αUβ) = k · fk(α) + fk(β),

fk(CΓ α) = fk(α) + k, fk(Yα) = fk(α) + 1, where Y ∈ E, Ki, DΓ , EΓ .

Once [M,ϕ]k is constructed, the validity of formula ϕ over Mk can be determined by
checking the satisfiability of [M,ϕ]k via a SAT solver. We give the BMC algorithm for
ACTL∗K as follows: Let ϕ be an ACTL∗K formula. Then, start with k := 1, test the
satisfiability of [M,¬ϕ]k via a SAT solver, and increase k by one either until [M,¬ϕ]k
becomes satisfiable or k reaches |M | · |¬ϕ| · 2|¬ϕ|. If [M,¬ϕ]k is satisfiable with some
k, then returns ”M �|= ϕ”, returns ”M |= ϕ” otherwise.

We now give details of the translations for the propositional formulas [Mϕ,s0 ]k and
[ϕ]Mk

. Because the synchronous model is identical with the model in [10] except that
the synchronous epistemic accessibility relation, the technical details of translation are
similar to that of [10], from which we only introduce some propositional formulas. Let
w, v be two global state variables, s and s′ two states encoded by w and v respectively.
Is(w) encodes state s of the model by global state variablew; T (w, v) encodes (s, s′) ∈
T ; p(w) represents p ∈ V(s); H(w, v) represents the fact that w, v represent the same
state; Hi(w, v) represents that the i-local state in s and s′ is the same; Lk,j(l) :=
T (wk,j ,wl,j) represents that the j-th k-path is a (k, l)-loop. See [10] for more details.

The propositional formula [Mϕ,s0 ]k represents the transitions in the k-model Mk, its
definition is given as below.

Definition 9 (Unfolding of Transition Relation). Let Mk = (S, s0,Pk,
T∼1, . . . ,

T∼n,
V) be a k-model of M , s ∈ S, and ϕ an ECTL∗K formula. Define formula

[Mϕ,s]k := Is(w0,0) ∧ 1≤j≤fk(ϕ) 0≤i≤k−1 T (wi,j , wi+1,j),
where w0,0 and wi,j are global state variables for i = 0, . . . , k and j = 1, . . . , fk(ϕ).
wi,j also represents the ith state of the jth symbolic k-path.

According to the bounded semantics of ECTL∗K , we make the following definition
for translating an ECTL∗K formula ϕ into a propositional formula.

Definition 10. Given a k-model Mk and ECTL∗K formulas α,β and let Lk,i :=∨
k
l′=0Lk,i(l′), x ∈ {k, (k, l)}, we use [α][m,n,c]

k to denote the translation of α at state
wm,n and time c into a propositional formula based on the bounded semantics of a non-

loop k-path, whereas the translation of [α][m,n,c]
k,l depends on the bounded semantics of

a (k, l)-loop. The translation of ϕ is defined inductively as follows:

[p]
[m,n,c]
x := p(wm,n), [¬p]

[m,n,c]
x := ¬p(wm,n), [α ∧ β]

[m,n,c]
x := [α]

[m,n,c]
x ∧ [β]

[m,n,c]
x ,

[Xα]
[m,n,c]
k := if m < k then [α]

[m+1,n,c+1]
k elsefalse,[α ∨ β]

[m,n,c]
x := [α]

[m,n,c]
x ∨[β]

[m,n,c]
x ,

[Xα]
[m,n,c]
k,l := if m < k then[α]

[m+1,n,c+1]
k,l else[α]

[l,n,c+1]
k,l ,[Fα]

[m,n,c]
k := k

i=m[α]
[i,n,c+i−m]
k ,

[Fα]
[m,n,c]
k,l := k

i=m[α]
[i,n,c+i−m]
k,l ∨ m−1

i=l [α]
[i,n,c+k−m+1+i−l]
k,l , [Gα]

[m,n,c]
k := false,
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[Gα]
[m,n,c]
k,l := if l ≥ m then k

i=m[α]
[i,n,c+i−m]
k,l

else k
i=m[α]

[i,n,c+i−m]
k,l ∧ m−1

i=l [α]
[i,n,c+k−m+1+i−l]
k,l ,

[αUβ]
[m,n,c]
k := k

i=m([β]
[i,n,c+i−m]
k ∧ i−1

j=m[α]
[j,n,c+j−m]
k ),

[αUβ]
[m,n,c]
k,l := k

i=m([β]
[i,n,c+i−m]
k,l ∧ i−1

j=m[α]
[j,n,c+j−m]
k,l )

∨ m−1
i=l ([β]

[i,n,c+k−m+1+i−l]
k,l ∧ k

j=m[α]
[j,n,c+j−m]
k,l ∧ i−1

j=l [α]
[j,n,c+k−m+1+j−l]
k,l ),

[Eα]
[m,n,c]
x :=

fk(ϕ)
i=1 (H(wm,n, w0,i)∧((¬Lk,i ∧ [α]

[0,i,c]
k ) ∨ k

l′=0(Lk,i(l
′) ∧ [α]

[0,i,c]
k,l′ ))),

[Y α]
[m,n,c]
x :=

if c ≤ k then fk(ϕ)
i=1 (Is0(w0,i) ∧ Z(Ha(wm,n, wc,i))

∧((¬Lk,i ∧ [α]
[c,i,c]
k ) ∨ k

l′=0(Lk,i(l
′) ∧ [α]

[c,i,c]
k,l′ )))

else fk(ϕ)
i=1 (Is0(w0,i) ∧ k

l′=0(Lk,i(l
′) ∧ Z(Ha(wm,n, wfI(k,l′,c),i)) ∧ [α]

[fI (k,l′,c),i,c]
k,l′ )),

where (Y, Z) ∈ (Ka, ε), (DΓ , a∈Γ ), (EΓ , a∈Γ ) and ε denotes that Z is empty.

[CΓ α]
[m,n,c]
x := [ 1≤i≤k(EΓ )i α]

[m,n,c]
x .

Lemma 3. Let Mk be a k-model, ϕ be an ECTL∗K formula, m, l ≤ k and c ≥ 0.
Then, [Mk,πk, l, m, c] |= ϕ iff there is a submodel M ′

k of Mk with |P ′
k| ≤ fk(ϕ) such

that [M ′
k,πk, l, m, c] |= ϕ.

Lemma 4. Let Mk be a k-model of M , ϕ an ECTL∗K formula, and l ≤ k. For each
point (r, c) of M , if there is a submodel M ′

k of Mk with |P ′
k| ≤ fk(ϕ), where P ′

k is
the set of all the k-paths of M ′

k, and there is a k-path πk ∈ P ′
k with πk(m) = r(c)

(m ≤ k), then M ′
k, [(πk, l), m, c] |= ϕ if and only if the following conditions holds:

1. [Mϕ,πk(m)]k ∧ [ϕ]
[0,0,c]
k is satisfiable, if ϕ is a state formula;

2. [Mϕ,πk(m)]k ∧ [ϕ]
[m,0,c]
k is satisfiable, if ϕ is a path formula and πk is not a (k, l)-loop;

3. [Mϕ,πk(m)]k ∧ [ϕ]
[m,0,c]
k,l is satisfiable, if ϕ is a path formula and πk is a (k, l)-loop.

Lemma 3 and 4 can be proven by structural induction on the length of ϕ. These proofs
are omitted here for the limited space. Then, from the two Lemmas we immediately
have Theorem 2, which guarantee the correctness of the translation.

Theorem 2. Let M be a model, ϕ be an ECTL∗K formula, and k be a bound. Then,
M |=k ϕ iff [Mϕ,s0 ]k ∧ [ϕ]Mk

is satisfiable, where [ϕ]Mk
= [ϕ][0,0,0]

k .

7 Conclusions

Formal verification methods in multi-agent systems have traditionally been associated
with specifications. In this paper we present the BMC method for branching time logic
of knowledge ACTL∗K in synchronous multi-agent systems. We define synchronous
interpreted system semantics via revising epistemic accessibility relations of interpreted
system semantics of [10] to synchronous ones. On the other hand, in order to obtain
more expressive power in temporal dimension, we adopt ACTL∗ [11] as the under-
lying temporal logic and incorporate epistemic modalities to it. So, the resulting logic
ACTL∗K is different from ACTLK .

After construction of the model of a MAS, we can use the proposed BMC algo-
rithm for ACTL∗K to check (1) agents’ knowledge about the dynamic world, (2)
agents’ knowledge about other agents’ knowledge, (3) the temporal evolution of the
above knowledge, and (4) any combination of (1), (2), and (3). For example, consider a
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typical synchronous multi-agent system, the well-known Muddy Children Puzzle with
n children [13], the ACTL∗K formula AGCΓ (

∧n
i=1(mi ⇒ FKi mi)) says that in

any situation, all children have the common knowledge that the child whose forehead
is muddy will eventually know his/her forehead has mud, where mi = true represents
that child i’s forehead is muddy. Note that the subformula

∧n
i=1(mi ⇒ FKi mi) is a

path subformula. Obviously, the ACTL∗K formula cannot be expressed in ACTLK
[10]. In addition, if an ACTL∗K(ECTL∗K) specification is false(true), then we
can get a counterexample (witness) of minimal length. This feature helps the users to
analyze a MAS for faults more easily.

We are also keen to explore how to develop a security protocol verifier using our BMC
method, which can automatically construct the synchronous temporal epistemic model
of security protocols and check various security properties such as privacy, anonymity
and nonrepudiation. In addition, in order to overcome the intrinsic limitation of BMC
techniques, we will extend our BMC method to Unbounded Model Checking (UMC)
[14] for the full CTL∗K language.
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9. Penczek, W., Woźna, B., Zbrzezny, A.: Bounded model checking for the universal fragment
of CTL. Fundamenta Informaticae 51 (2002) 135–156

10. Penczek, W., Lomuscio, A.: Verifying epistemic properties of multi-agent systems via
bounded model checking. Fundamenta Informaticae 55 (2003)
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Abstract. This paper explores logical properties of belief-revision-based
bargaining solution. We first present a syntax-independent construction
of bargaining solution based on prioritized belief revision. With the con-
struction, the computation of bargaining solution can be converted to
the calculation of maximal consistent hierarchy of prioritized belief sets.
We prove that the syntax-independent solution of bargaining satisfies a
set of desired logical properties for agreement function and negotiation
function. Finally we show that the computational complexity of belief-
revision-based bargaining can be reduced to ΔP

2 [O(log n)].

Keywords: belief revision, bargaining theory, automated negotiation.

1 Introduction

Much recent research has shown that belief revision is a successful tool in model-
ing logical reasoning in bargaining and negotiation[2,4,5,14,15,16]. These studies
have established a qualitative solution to bargaining problem, which differenti-
ates them from the traditional game-theoretic solution[6,11]. In [16], Zhang et al.
proposed an axiomatic system to specify the logical reasoning behind negotiation
processes by introducing a set of AGM-like postulates[1]. In [4,5], Meyer et al.
further explored the logical properties of these postulates and their relationships.
In [16], Zhang and Zhang proposed a computational model of negotiation based
on Nebel’s syntax-dependent belief base revision operation[8] and discussed its
game-theoretic properties and computational properties. It was shown that the
computational complexity of belief-revision-based negotiation can be ΠP

2 -hard.
However, it is left unknown that how this computational model related to the
axiomatic approach to negotiation. In this paper, we shall establish a relation-
ship between these two approaches and reassess the computational complexity
of belief-revision-based negotiation. In order to make two different modeling ap-
proaches comparable, we shall redefine the bargaining solution given in [16] based
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on the assumption that bargaining inputs are logically closed1. We then shown
that the computation of agreements can be reduced to the construction of max-
imal consistent hierarchies of negotiation items. Based on this result, we show
that the new definition of bargaining solution satisfies most of desired logical
properties of negotiation. Finally we present a completeness result on computa-
tional complexity of belief-revision-based bargaining solution, which shows that
the decision problem of bargaining solution isΔP

2 [O(log n)]-complete. This result
significantly improves the result presented in [16].

Similar to the work in [16], we will restrict us to the bargaining situations
within which only two agents are involved. We assume that each agent has a set
of negotiation items, referred to as demand set, which is describable in a finite
propositional language L. The language is that of classical propositional logic
with an associated consequence operation Cn in the sense that Cn(X) = {ϕ :
X � ϕ}, where X is a set of sentences. A set K of sentences is logically closed or
called a belief set when K = Cn(K). If X , Y are two sets of sentences, X + Y
denotes Cn(X ∪ Y ).

Suppose that X1 and X2 are the demand sets of two agents. To simplify
exploration, we will use X−i to represent the other set among X1 and X2 if Xi

is one of them.

2 Prioritized Belief Revision

Suppose that K is a belief set and � a pre-order2. We define recursively a
hierarchy, {Kk}+∞

k=1, of K with respect to the ordering � as follows:

1. K1 = {ϕ ∈ K : ¬∃ψ ∈ K(ϕ ≺ ψ)}; T 1 = K\K1.
2. Kk+1 = {ϕ ∈ T k : ¬∃ψ ∈ T k(ϕ ≺ ψ)}; T k+1 = T k\Kk+1.

where ϕ ≺ ψ denotes ϕ � ψ and ψ �� ϕ. The intuition behind the construction is
that each time collects all maximal elements and remove them from the current
set.

We will write K≤l to denote
l⋃

k=1
Kk. The following lemma shows that the

hierarchy can only be finite if � satisfies the following logical constraint:

(LC) If ϕ1, · · · ,ϕn � ψ, min{ϕ1, · · · ,ϕn} � ψ.

It is easy to see that such an order can induce an AGM epistemic entrenchment
and vice versa[3]. Therefore such an ordering will be referred to as a epistemic
entrenchment(EE) ordering. The following lemma is easy to verify and will be
used intensively throughout the paper.
1 This assumption is essential because Zhang and Zhang’s construction of bargaining

solution is syntax-dependent(logically equivalent inputs could result different out-
comes). Without the assumption, even the most fundamental postulates, such as
Extensionality, cannot be satisfied.

2 A pre-order over a set we mean in this paper is a complete ordering over the set
which is transitive and reflexive.
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Lemma 1. Let K be a belief set and � a pre-order over K which satisfies (LC),
then

1. for any l, K≤l is a belief set.

2. There exists a number N such that K =
N⋃

k=1
Kk.

Let O be any set of sentences in L, we define the degree of coverage of O over
K, denoted by ρK(O), to be the greatest number l that satisfies K≤l ⊆ O.

It is well-known that an AGM belief revision operator can be uniquely de-
termined by an epistemic entrenchment ordering. Similar to [16], we will define
a belief revision function based on the idea of maximizing retainment of most
entrenched beliefs.

By following the convention introduced by Nebel[8], for any belief set K, a
set of sentences F , and an EE ordering � over K, we define K ⇓ F as follows:
for any H ∈ K ⇓ F ,

1. H ⊆ K;
2. for all k = 1, 2, · · ·, H ∩ Kk is set-inclusion maximal among the subsets of

Kk such that
k⋃

j=1
(H ∩ Kj) ∪ F is consistent.

We call ⊗ a prioritized revision function over (K,�) if it is defined as follows:

K ⊗ F
def
=

⋂
H∈K⇓F

Cn(H) + F.

Lemma 2. [Nebel 1992] ⊗ satisfies all AGM postulates.

3 Belief-Revision-Based Bargaining Solution

Now we redefine the bargaining solution given in [16]. Different from their work,
we will define a bargaining game as a pair of prioritized belief sets rather than a
pair of prioritized belief bases. We will see that this change results a significant
differences in logical properties.

Definition 1. A bargaining game is a pair of prioritized belief sets ((K1,�1 ),
(k2,�2)), where Ki is a belief set in L and �i (i = 1, 2) is an EE ordering over
Ki.

The definition of deals remains the same as in [16].

Definition 2. Let B = ((K1,�1), (K2,�2)) be a bargaining game. A deal of B
is a pair (D1, D2) satisfying the following two conditions: for each i = 1, 2,

1. Di ⊆ Ki;
2. for each k = 1, 2, · · ·, Di ∩ Kk

i is set-inclusion maximal among the subsets

of Kk
i such that

k⋃
j=1

(Di ∩ Kj
i ) ∪D−i is consistent.
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The set of all deals of B is denoted by Ω(B).

We remark that since K1 and K2 are belief sets, it is easy to prove that for any
deal (D1, D2), both D1 and D2 are logically closed. This property will play a
key role in the proofs of theorems in Section 4.

Definition 3. For any bargaining game B = ((K1,�1), (K2,�2)), we call Φ =
(Φ1, Φ2) the core of the game if

Φ1
def
=

⋂
(D1,D2)∈γ(B)

D1, Φ2
def
=

⋂
(D1,D2)∈γ(B)

D2

where
γ(B) = {D ∈ Ω(B) : ρB(D) = ρB}
ρB(D)

def
= min{ρK1(D1), ρK2(D2)}

ρB
def
= max{ρB(D) : D ∈ Ω(B)}

It is easy to see that γ(B) represents the subset of Ω(B) that contains the deals
with the highest degree of coverage over all deals in Ω(B). The min-max con-
struction of the core captures the idea that the final agreement should maximally
and evenly satisfy both agents’s demands(see [16]).

Now we can finalize the reconstruction of bargaining solution.

Definition 4. A bargaining solution is a function A which maps a bargaining
game to a set of sentences (agreement), defined as follows. For each bargaining
game B = ((K1,�1), (K2,�2))

A(B)
def
= (K1 ⊗1 Φ2) ∩ (K2 ⊗2 Φ1) (1)

where (Φ1, Φ2) is the core of B and ⊗i is the prioritized revision function over
(Ki,�i).

We call A(B) (sometimes we write it as A(K1,K2)) an agreement function. It
is easy to see that the outcomes of an agreement function do not depend on the
syntax of its inputs. However, if the bargaining solution defined in [16] takes belief
sets as inputs, it will give exactly the same outcomes as the above definition.
In such a sense, the logical properties we discuss in the following section can be
viewed as the idealized properties of the bargaining solution defined in [16].

4 Logical Properties of Bargaining Solution

In this section, we will present a set of logical properties of the bargaining solution
we introduced in the previous section. We will show that the solution satisfies
most desired properties for agreement functions and negotiation functions. To
establish these properties, we need a few technical lemmas. Note that none of
the lemmas holds without the assumption of the logical closeness of belief sets.
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Lemma 3. Given a bargaining game B = ((K1,�1), (K2,�2)), let πmax =
max{k : K≤k

1 ∪ K≤k
2 is consistent} and (Ψ1, Ψ2) = (K≤πmax

1 ,K≤πmax

2 ). Then
(Φ1, Φ2) = (K1 ∩ (Ψ1 + Ψ2),K2 ∩ (Ψ1 + Ψ2)).

Proof. Before we prove the main result of the lemma, we first show that ρB =
πmax. For any deal D = (D1, D2) such that K≤πmax

1 ⊆ D1 and K≤πmax

2 ⊆
D2, we have ρB(D) ≥ πmax. Thus ρB ≥ πmax. On the other hand, for any
D ∈ γ(B), ρB(D) = ρB, which means that ρK1(D1) ≥ ρB and ρK2(D2) ≥ ρB.
According to the definition of degree of coverage of a deal, K

≤ρK1 (D1)
1 ⊆ D1 and

K
≤ρK2(D2)
2 ⊆ D2. So either ρK1(D1) ≤ πmax or ρK2(D2) ≤ πmax as D1 ∪ D2

is consistent. Therefore ρB ≤ min{ρK1(D1), ρK2(D2)} ≤ πmax. We have proved
that ρB = πmax.

Obviously if K1 ∪ K2 is consistent, then (Φ1, Φ2) = (K1,K2). Therefore we
will assume that K1 ∪ K2 is inconsistent. We only prove Φ1 = K1 ∩ (Ψ1 + Ψ2).
The second component is similar.

For any (D1, D2) ∈ γ(B), we have Ψ1 ⊆ D1 and Ψ2 ⊆ D2. In fact, we can
prove that K1 ∩ (Ψ1 + Ψ2) ⊆ D1. If it is not the case, there exists a sentence
ϕ ∈ K1 ∩ (Ψ1 + Ψ2) but ϕ �∈ D1. On one hand, ϕ ∈ K1 ∩ (Ψ1 + Ψ2) implies
that D1 ∪ D2 � ϕ. On the other hand, ϕ �∈ D1 implies that {ϕ} ∪ D1 ∪ D2
is inconsistent (otherwise D1 will include ϕ). It follows that D1 ∪ D2 � ¬ϕ.
Therefore D1 ∪D2 is inconsistent, a contradiction. We have proved that for any
deal (D1, D2)γ(B), K1 ∩ (Ψ1 +Ψ2). Thus K1 ∩ (Ψ1 +Ψ2) ⊆

⋂
(D1,D2)∈γ(B)

D1 = Φ1.

Now we prove that Φ1 ⊆ K1 ∩ (Ψ1 +Ψ2). To this end, we assume that ϕ ∈ Φ1.
If ϕ �∈ Ψ1 + Ψ2, we have {¬ϕ} ∪ Ψ1 ∪ Ψ2 is consistent. On the other hand, since
K≤πmax+1

1 ∪ K≤πmax+1
2 is inconsistent, there exists a sentence ψ ∈ K≤πmax+1

1
such that ¬ψ ∈ K≤πmax+1

2 (because both K≤πmax+1
1 and K≤πmax+1

2 are logically
closed). Since {¬ϕ}∪ Ψ1 ∪Ψ2 is consistent, there is a deal (D1, D2) ∈ γ(B) such
that {¬ϕ ∨ ψ} ∪ Ψ1 ⊆ D1 and {¬ϕ ∨ ¬ψ} ∪ Ψ2 ⊆ D2. We know that ϕ ∈ Φ1, so
ϕ ∈ D1 +D2. Thus ψ ∧ ¬ψ ∈ D1 +D2, a contradiction. ¶

Lemma 4. Assume that Ψ1, Ψ2 and πmax are defined as Lemma 3. Then

K1 ⊗1 Φ2 = K1 ⊗1 Ψ2 and K2 ⊗2 Φ1 = K2 ⊗2 Ψ1

where ⊗i is the prioritized revision function over (Ki,�i).

Proof. We only present the proof for the first statement. The second one is
similar.

First it is easy to prove that Ψ1 + Ψ2 ⊆ K1 ⊗1 Φ2. It follows that K1 ⊗1 Φ2 =
K1 ⊗1 Φ2 + (Ψ1 + Φ2). On the other hand, according to Lemma 3, we have
Φ2 ⊆ Ψ1 + Ψ2. Since ⊗1 satisfies the AGM postulates, we then have K1 ⊗1 Φ2 +
(Ψ1 +Φ2) = K1 ⊗1 (Ψ1 +Ψ2). Therefore K1 ⊗2Φ2 = K1 ⊗1 (Ψ1 +Ψ2). In addition,
it is easy to prove that Ψ1 ⊆ K1 ⊗1 Ψ2. By AGM postulates again, we have
K1 ⊗1 Ψ2 = K1 ⊗1 Ψ2 +Ψ1 = K1 ⊗1 (Ψ1 +Ψ2). Therefore K1 ⊗1 Φ2 = K1 ⊗1 Ψ2.¶

Lemma 5. Assume that Ψ1, Ψ2 and πmax are defined as Lemma 3. Let
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Ψ ′
1 = K

≤π1
max

1 , where π1
max = max{k : K≤k

1 ∪ K≤πmax

2 is consistent},
Ψ ′

2 = K
≤π2

max
2 , where π2

max = max{k : K≤πmax

1 ∪ K≤k
2 is consistent}.

Then

K1 ⊗1 Φ2 = Ψ ′
1 + Ψ2 and K2 ⊗2 Φ1 = Ψ1 + Ψ ′

2.

where ⊗i is the prioritized selection revision over (Ki,�i).

Proof. We only present the proof for the first statement. The second one is
similar. According to Lemma 4, K1 ⊗1 Φ2 = K1 ⊗1 Ψ2. Therefore we only need
to prove that K1 ⊗1 Ψ2 = Ψ ′

1 + Ψ2.
If Ψ ′

1 = K1, K1 ∪ Ψ2 is consistent. Then K1 ⊗1 Ψ2 = K1 + Ψ2. We have
K1⊗1Ψ2 = K1+Ψ2 = Ψ ′

1+Ψ2, as desired. If Ψ ′
1 �= K1, according to the definition

of π1
max, we have K

≤π1
max+1

1 ∪K≤πmax

2 is inconsistent. It follows that there exists a

sentence ϕ ∈ K
≤π1

max+1
1 such that ¬ϕ ∈ K≤πmax

2 = Ψ2 (note that both K
≤π1

max+1
1

and K≤πmax

2 are logically closed). Now we can come to the conclusion that
Ψ ′

1 + Ψ2 = K1 ⊗1 Ψ2. In fact, by the construction of prioritized belief revision,
we can easily verify that Ψ ′

1 + Ψ2 ⊆ K1 ⊗1 Ψ2. To prove the other direction of
inclusion, we assume that ψ ∈ K1 ⊗1 Ψ2. If ψ �∈ Ψ ′

1 + Ψ2, then {¬ϕ} ∪ Ψ ′
1 ∪ Ψ2

is consistent. So is {¬ψ ∨ ϕ} ∪ Ψ ′
1 ∪ Ψ2. Notice that ¬ψ ∨ ϕ ∈ K

≤π1
max+1

1 . There
exists H ∈ K1 ⇓ Ψ2 such that {¬ψ ∨ ϕ} ∪ Ψ ′

1 ⊆ H . Since ψ ∈ K1 ⊗1 Ψ2 and H
is logically closed, we have ϕ ∈ H , which contradicts the consistency of H ∪ Ψ2.
Therefore K1 ⊗1 Ψ2 ⊆ Ψ ′

1 + Ψ2. ¶

Having the above lemmas, the verification of the following theorems becomes
much easier.

The first theorem shows that the calculation of agreement function can be
transferred to the calculation of maximal consistent hierarchies of two belief
sets.

Theorem 1. For any bargaining game B = ((K1,�1), (K2,�2)),

A(B) = (Ψ ′
1 + Ψ2) ∩ (Ψ1 + Ψ ′

2) (2)

where Ψ1, Ψ
′
1, Ψ2 and Ψ ′

2 are defined as Lemma 5.

Proof. Straightforward from Lemma 5. ¶

We remark that the computation of Ψ1, Ψ
′
1, Ψ2 and Ψ ′

2 has much less cost than
the calculation of the core of a game. This explains why we could reduce the
computational complexity of bargaining solution significantly (see Section 5).

The following theorem shows the basic logical properties of agreement function.

Theorem 2. Let A is a bargaining solution. For any bargaining game B =
((K1,�1), (K2,�2)), the following properties hold:

(A1) A(K1,K2) = Cn(A(K1,K2)).
(A2) A(K1,K2) is consistent.
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(A3) A(K1,K2) ⊆ K1 + K2.
(A4) If K1 ∪ K2 is consistent, then K1 + K2 ⊆ A(K1,K2).

Given Theorem 1, the verification of the above properties is trivial. One may
notice that the above properties are similar to the postulates introduced in [4] for
negotiation outcomes. In fact, our agreement function satisfies all the postulates
for negotiation outcomes except

(O4) K1 ∩ K2 ⊆ A(K1,K2) or A(K1,K2) ∪ (K1 ∩ K2) |= ⊥.

The following is a counterexample.

Example 1. Let K1 = Cn({p,¬q, r}) with the hierarchy K1
1 = Cn({p}) and

K2
1 = K1\K1

1 . Let K2 = Cn({q,¬p, r}) with the hierarchy K1
2 = Cn({q}) and

K2
2 = K2\K1

2 . Then Ψ1 = Ψ ′
1 = Cn({p}) and Ψ2 = Ψ ′

2 = Cn({q}). It follows
that A(K1,K2) = Cn({p, q}). Obviously (O4) does not hold for this example.

The reason that both agents give up their common demand r is the following.
If an agent demands ¬p or ¬q, the agent needs to commit herself to accept its
logical consequence ¬p ∨ ¬r or ¬q ∨ ¬r, respectively. Since r is less entrenched
than the commitment by both agents, they have to give up r in order to reach
the agreement Cn({p, q}). If the agents do not mean that, it should be explicitly
expressed in the initial demands.

The following theorem shows that with our construction of bargaining solu-
tion, we can define a negotiation function which is similar to the negotiation
function introduced by Zhang et al. in [14].

Theorem 3. Let N be a function defined as follows:

N(K1,K2) = (K1 ⊗1 Φ2,K2 ⊗2 Φ1)

where (Φ1, Φ2) is the core of the bargaining game B = ((K1,�1), (K2,�2)).
Then N has the following properties (Ni is the i-th component of N):

(N1) Ni(K1,K2) = Cn(Ni(K1,K2)). (Closure)
(N2) Ni(K1,K2) ⊆ K1 + K2. (Inclusion)
(N3) If K1 ∪ K2 is consistent, then K1 + K2 ⊆ Ni(K1,K2). (Vacuity)
(N4) If Ki ∪Ni(K1,K2) is consistent, then Ki ⊆ Ni(K1,K2). (Consistent

Expansion)
(N5) If Ki ∪N−i(K1,K2) is consistent, then N−i(K1,K2) ⊆ Ni(K1,K2). (Safe

Expansion)

Proof. The proof of (N1)-(N4) is trivial by Theorem 1. For (N5), since Ki∪(Ψ ′
−i+

Ψi) is consistent, we have π−i
max = πmax. It follows that N−i(K1,K2) = Ψ1 + Ψ2.

Therefore N−i(K1,K2) ⊆ Ni(K1,K2). ¶
We can see that the properties of Closure, Inclusion, Vacuity and Consistent
are exactly the same as the corresponding postulates in [14]. The postulate Ex-
tensionality is trivially true for our definition. The postulates Inconsistency and
Iteration are not applicable in our case because we do not consider inconsis-
tent inputs and iteration operations. The following example illustrates that the
postulate No Recantation is invalid for our definition of negotiation function.
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Example 2. Let K1 = Cn({p,¬q, r}) with the hierarchy K1
1 = Cn({p}), K2

1 =
Cn({p,¬q})\K1

1 and K3
1 = K1\K≤2

1 . Let K2 = Cn({q, r}) with the hierarchy
K1

2 = Cn({q}) and K2
2 = K2\K1

2 . Then Ψ1 = Ψ ′
1 = Cn({p}), Ψ2 = Cn({q}) and

Ψ ′
2 = Cn({q, r}). It follows that N1(K1,K2) = Cn({p, q}) and N2(K1,K2) =

Cn({p, q, r}). Therefore r ∈ K1 ∩N2(K1,K2) but r �∈ N1(K1,K2).

As a weak version of No Recantation the property of Safe Expansion says that if
an agent initiatively gives up all the demands which conflicts to the other agent,
the other agent should accept all the consistent demands from the first agent.

5 Computational Complexity

In [16], Zhang and Zhang shows that the complexity of belief-revision-based
bargaining solutions is ΠP

2 -hard. This result is based on the syntax-dependent
construction of bargaining solution.

Theorem 4. [Zhang and Zhang 2006] Let B be a bargaining game and ϕ a
formula. Deciding whether A(B) � ϕ is ΠP

2 -hard, where A(B) is the agreement
function defined in [16].

In this section, we will show that the complexity can be reduced if we use the
syntax-independent construction of agreement function.

We assume that readers are familiar with the complexity classes of P, NP,
coNP, ΔP

2 [O(log n)], ΔP
2 and ΠP

2 . It is well known that P ⊆ NP ⊆ ΔP
2 [O(log n)]

⊆ ΔP
2 ⊆ ΠP

2 , and these inclusions are generally believed to be proper (readers
may refer to [10] for further details).

Given a bargaining game B = ((K1,�1), (K2,�2)), since K1 and K2 are
logically closed, they are infinite sets even though the language we consider is
finite. To make computation possible, we assume that equivalent statements
are represented by only one sentence, so a belief set can be finite3. In such a
sense, we will refer a bargaining game B to a pair of prioritized belief sets,
((X1,�1), (X2,�2)), where Xi is finite sets of sentences and �i is a pre-order
over Xi which satisfies logic constraint (LC). According to Lemma 1, for each
i = 1, 2, we can always write Xi = X1

i ∪ · · · ∪ Xm
i , where Xk

i ∩ X l
i = ∅ for

any k �= l. Also for each k < m, if a formula ϕ ∈ Xk
i , then there does not

exist a ψ ∈ X l
i (k < l) such that ϕ ≺i ψ. Therefore, for the convenience of our

complexity analysis, in the rest of this section, we will specify a bargaining game
as B = (X1, X2), where X1 =

⋃m
i=1 X

i
1 and X2 =

⋃n
j=1 X

j
2 , and X1

1 , · · ·, Xm
1 ,

and X1
2 , · · ·, Xn

2 are the partitions of X1 and X2 respectively and satisfy the
property mentioned above. According to Theorem 1, we can define an agreement
function by Equation (2) as

A(B) = (Ψ ′
1 + Ψ2) ∩ (Ψ1 + Ψ ′

2) (3)
3 In fact, the complexity results presented in this section do not require the belief

sets in a bargaining game to be logically closed. We can view Equation (2) as the
approximation of bargaining solution.
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where
(Ψ1, Ψ2) = (

π

i=1

Xi
1,

π

i=1

Xi
2);

(Ψ ′
1, Ψ

′
2) = (

π1

i=1

Xi
1,

π2

i=1

Xi
2);

π = max{k : (
k

i=1

Xi
1) ∪ (

k

i=1

Xi
2) is consistent};

π1 = max{k : (
k

i=1

Xi
1) ∪ (

π

i=1

Xi
2) is consistent};

π2 = max{k : (
π

i=1

Xi
1) ∪ (

k

i=1

Xi
2) is consistent}.

Theorem 5. Let B = (X1, X2) be a bargaining game and ϕ a formula. Deciding
whether A(B) � ϕ is ΔP

2 [O(log n)]-complete.

Proof. Membership proof. Let B = (X1, X2), where X1 =
m⋃

i=1
X i

1 and X2 =

n⋃
i=1

Xj
2 . Firstly, we can find a maximal k with a binary search such that if

k⋃
i=1

Xk
1 ∪

k⋃
i=1

Xk
2 is consistent but

k+1⋃
i=1

X i
1 ∪

k+1⋃
i=1

X i
2 is no longer consistent. Obviously, we

will need O(log n) times search. Secondly, we fix
k⋃

i=1
X i

1, and find a maximal p

such that
k⋃

i=1
X i

1 ∪
p⋃

j=1
Xj

2 is consistent but
k⋃

i=1
Xk

1 ∪
p+1⋃
j=1

Xj
2 is not inconsistent.

Note that we should have k ≤ p. Also, this can be done with a binary search in

time O(log n). In a similar way, we can fix
k⋃

i=1
X i

2 and find a maximal q satisfying

that
q⋃

i=1
X i

1 ∪
k⋃

j=1
Xj

2 is consistent and
q+1⋃
i=1

X i
1 ∪

k⋃
j=1

X i
2 is not consistent. So we

can compute A(B) using a deterministic Turing machine with O(log n) queries
to an NP oracle. Finally, we check the consistency of A(B) ∪ {¬ϕ} with one
query to an NP oracle. So the problem is in ΔP

2 [O(log n)].
Hardness proof. By restrict B = (X1, X2) where X1 = {ϕ1} ∪ · · · ∪ {ϕn} and

X2 = {ψ}. Then it is easy to see that our bargaining problem is identical to the
cut base revision, which implies that deciding whether A(B) � ϕ is ΔP

2 [O(log n)]-
hard [7]. ¶
The following result shows that if we restricts the language to be Horn clauses,
the decision problem of bargaining solution is tractable.

Theorem 6. Let B be a bargaining game and ϕ a formula where all formulas
occurring in B and ϕ are Horn clauses. Deciding whether A(B) � ϕ is in P.

6 Conclusion and Related Work

In this paper, we have presented a set of logical properties of belief-revision-based
bargaining solution. By representing bargaining game as a pair of prioritized belief
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sets, the computation of bargaining solution can be converted to the construction
of maximal consistent hierarchy of two agents’ belief sets. Based on the result, we
have shown that the agreement function and negotiation function defined by the
bargaining solution satisfies most of postulates introduced in the literature. Our
complexity analysis indicates that in general the computation of belief-revision-
based bargaining solution can be reduced or be approximated to ΔP

2 [O(log n)]-
complete.

This work is closed related to [16]. In fact, we can view the syntax-independent
bargaining solution is a special case of syntax-dependent bargaining solution
when bargaining games consists of belief sets. Although the assumption of logical
closeness is just an idealized case, it is essential to disclose the logical properties
behind the negotiation reasoning. We have shown that our solution to negoti-
ation problem is different from the axiomatic approaches [4,5,14]. Since these
formalisms are all based on the assumption of logical closeness, it is possible
to apply our approach to develop a concrete construction for their negotiation
functions.
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Abstract. Techniques for knowledge compilation like prime implicates and bi-
nary decision diagrams (BDDs) are effective methods for improving the practical
efficiency of reasoning tasks. In this paper we provide a construction for a belief
contraction operator using prime implicates. We also briefly indicate how this
technique can be used for belief expansion, belief revision and also iterated be-
lief change. This simple yet novel technique has two significant features: (a) the
contraction operator constructed satisfies all the AGM postulates for belief con-
traction; (b) when compilation has been effected only syntactic manipulation is
required in order to contract the reasoner’s belief state.

Keywords: knowledge representation and reasoning, belief revision and update,
common-sense reasoning.

Transforming the sentences of a knowledge base KB into an alternate, regular form
KB′ has proven to be an effective technique in improving the efficiency of reasoning
tasks. This idea is referred to as knowledge compilation and has been widely applied
to problems in truth maintenance, constraint satisfaction, satisfiability, planning and
scheduling, etc. Some of the more commonly used transformations for knowledge com-
pilation include prime implicates and implicants, binary decision diagrams (BDDs) and
decomposable negation normal form (see [2] for an introduction and analysis of these
methods).

We shall concern ourselves with prime implicates and apply this compilation method
to constructing an operator for belief change where the idea is to maintain the beliefs
of a reasoner as new information is acquired. In this paper we show how to construct
a belief contraction operator using prime implicates and also indicate how this can be
used for belief expansion and belief revision as well. The elegance of the technique
that we describe has two significant advantages: (i) once compilation has been effected
only syntactic manipulation is required in order to contract the reasoner’s belief state,
and; (ii) we do not sacrifice theory for the sake of implementation like many syntactic
methods but remain loyal to the AGM postulates for belief contraction. Furthermore,
we briefly indicate how this technique can be used to implement iterated belief change.

Knowledge compilation techniques, including prime implicates have been used in
implementing belief maintenance systems in the past. The closest work to our own
is that of Gorogiannis and Ryan [8] who implement AGM belief change using BDDs,
analysing the complexity of these operators in specific instances. However, their method
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does not give a natural way to achieve iterated belief change. Prime implicates have
been suggested for truth maintenance in the work of Reiter and de Kleer [13] as well
as that of Kean [11]. Due to the lack of preferential information, it is difficult to imple-
ment general forms of belief change and iterated belief change in the frameworks they
develop. Implementations of AGM belief change such as those by Dixon and Wobcke
[4] and Williams [18] rely on theorem proving which we try to do away with once the
reasoner’s epistemic stated has been compiled.

The rest of this paper is set out as follows. The next section covers the requisite log-
ical background for prime implicates and belief change. Section 2 explains how prime
implicates are utilised to represent the reasoner’s epistemic state. The construction of
belief contraction operators is described in Sections 3 and 4. Our conclusions together
with a brief discussion of how this construction can be used for belief expansion, belief
revision and iterated belief change are presented in Section 5.

1 Background

We assume a fixed finite object language L with standard connectives ¬, ∧, ∨, →, ≡ as
well as the logical constants # (truth) and ⊥ (falsum). Cn represents the classical con-
sequence operator while � represents the classical consequence relation (i.e., Γ � φ iff
φ ∈ Cn(Γ )). We also adopt the following linguistic conventions to simplify the presen-
tation. Lower case Greek letters φ, ψ, χ, . . . denote sentences of L. Upper case Greek
letters Δ, Γ , . . . denote sets of formulas. Theories (closed under logical consequence)
are used to represent reasoners’ belief states in AGM belief change and will be denoted
by upper case Roman characters H , K , . . . (i.e., K = Cn(K)). The inconsistent belief
set is denoted K⊥. Lower case Roman characters l, k, . . . denote literals (both positive
and negative). Upper case Roman characters C, D, . . . denote clauses.

1.1 Prime Implicates

Prime implicates are minimal length clauses (in terms of set inclusion) implied by a
knowledge base. Transforming a knowledge base into a set of prime implicates gives a
uniform way of equivalently expressing the sentences in the knowledge base that can
be exploited to enhance computational efficiency.

Definition 1. A clause C is an implicate of a set of clauses Γ iff Γ � C. A non-
tautologous clause C is a prime implicate of a set of clauses Γ iff C is an implicate
of Γ , and Γ �� D for any D � C and D �= C.

When Γ is a single clause, representing clauses as sets of literals allows us to simplify
this definition by replacing � by ⊂ (where ⊂ denotes proper set inclusion). This will
simplify the exposition below. We shall denote the set of prime implicates of an arbitrary
set of sentences Γ by Π(Γ ) and note that these sets are logically equivalent.

Proposition 1. Given a set of clauses Γ , Γ � φ iff Π(Γ ) � φ.

When Γ is a set of clauses, prime implicates are easily computed by repeated applica-
tion of resolution and removing subsumed (i.e., implied) clauses [17]. This basic strat-
egy can be improved upon by using incremental methods [12,10] that do not require
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the implicates to be re-computed when new sentences are added to the knowledge base
and through the use of efficient data structures [13] for subsumption checking. Compil-
ing a knowledge base into prime implicate form can lead to an exponential number of
implicates in the number of atoms (see [15]).

1.2 AGM Belief Change

Belief change takes the following model as its departure point. A reasoner is in some
state of belief when it acquires new information. Belief change studies the manner in
which this newly acquired information can be assimilated into its current state of be-
lief in a rational way. We base our account here on the popular framework developed
by Alchourrón, Gärdenfors and Makinson (AGM) [1,5,7]. In the AGM the reasoner’s
belief state is modelled as a deductively closed set of sentences referred to as a belief
set. That is, for a belief set K , K = Cn(K). In this way, the reasoner has one of
three attitudes towards a sentence φ ∈ L: φ is believed when φ ∈ K; φ is disbelieved
when ¬φ ∈ K; or the reasoner is indifferent to φ when φ,¬φ �∈ K . A belief set can
be viewed as representing the sentences the reasoner is committed to believing regard-
less of whether that commitment can be feasibly realised. Shortly, when we discuss
epistemic entrenchment, we will consider belief sets with additional preferential infor-
mation about the reasoner’s beliefs which we will refer to as the reasoner’s epistemic
state. These preferences over beliefs can be seen as offering a greater set of epistemic
attitudes to the three outlined above.

The AGM considers three types of transformations on beliefs sets as new information
is acquired: belief expansion by φ in which this new information is added to the initial
belief set K without removal of any existing beliefs (K + φ); belief contraction by φ
where belief in φ is suspended (K .−φ); and, belief revision by φ where φ is assimilated
into K while existing beliefs may need to be suspended in order to maintain consistency
(K ∗φ). Here we are only concerned with belief contraction and so we will present and
motivate the AGM rationality postulates for this operation.

(K .−1) For any sentence φ and any belief set K ,
K .−φ is a belief set

(K .−2) K .−φ ⊆ K
(K .−3) If φ �∈ K , then K .−φ = K
(K .−4) If �� φ then φ �∈ K .−φ
(K .−5) If φ ∈ K , K ⊆ (K .−φ) + φ
(K .−6) If � φ ≡ ψ, then K .−φ = K .−ψ
(K .−7) K .−φ ∩ K .−ψ ⊆ K .−(φ ∧ ψ)
(K .−8) If φ �∈ K .−(φ ∧ ψ), then K .−(φ ∧ ψ) ⊆ K .−φ

Postulate (K
.−1) stipulates that contraction of a belief set should return a new belief set.

(K .−2) states that no beliefs should be added during contraction while (K .−3) says that
the belief state is unaltered when there is no need to remove anything. (K .−4) ensures
that the new information is removed where possible and (K

.−5) that removal followed
by addition of the same information results in no change. Postulate (K .−6) says that
the syntax of the information is irrelevant. (K

.−7) states that any beliefs removed in the
contraction of φ∧ψ should be removed when contracting by φ alone or contracting by ψ
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alone (or possibly both) while (K .−8) that if φ is removed when given a choice between
removing φ or ψ, then whatever beliefs are removed along with φ are also removed
along with φ ∧ ψ. These fairly intuitive conditions are capable of characterising quite
powerful forms of contraction.

1.3 Epistemic Entrenchment

It can be easily verified that the rationality postulates for AGM belief contraction de-
scribe a class of functions rather than prescribing a particular method. If we wish to
focus on a particular function within this class of rational contractions we need to apply
extralogical information (which is the whole point of the study of belief change). The
two main constructions are a semantic one based on possible worlds due to Grove [9]
and a syntactic one providing preferences over beliefs known as epistemic entrench-
ment due to Gärdenfors and Makinson [6]. Intuitively, epistemic entrenchment orders
the reasoner’s beliefs with tautologies being most strongly believed as these cannot be
given up. An entrenchment relation φ ≤ ψ says that ψ is at least as entrenched as φ and
expresses the notion that when faced with the choice between giving up φ and giving
up ψ, the reasoner would prefer to relinquish belief in φ. The formal properties of this
ordering are:

(EE1) If φ ≤ ψ and ψ ≤ γ then φ ≤ γ
(EE2) If {φ} � ψ then φ ≤ ψ
(EE3) For any φ and ψ, φ ≤ φ ∧ ψ or ψ ≤ φ ∧ ψ
(EE4) When K �= K⊥, φ �∈ K iff φ ≤ ψ for all ψ
(EE5) If φ ≤ ψ for all φ then � ψ

(EE1) tells us that the relation is transitive. (EE2) states that consequences of belief are
at least as entrenched since it is not necessary to give up (all) consequences in order to
suspend judgement in the belief itself. Taken together with (EE1) and (EE2), property
(EE3) enforces that a conjunction be entrenched at the same level as the least preferred
of its conjuncts (i.e., φ ∧ ψ = min(φ, ψ)). These properties also allow us to state an
important property regarding disjunctions—these are at least as entrenched as the most
preferred of the two disjuncts (i.e., φ ∨ ψ ≥ max(φ, ψ)). This second property will be
very important in what follows. Finally, (EE4) says that non-beliefs are least preferred
and hence minimally entrenched while (EE5) says that tautologies are most preferred
and therefore maximally entrenched.

Putting all of these properties together we see that an entrenchment ordering is a
total pre-order—or ranking—of beliefs in which tautologies are most preferred and
non-beliefs least preferred. Since the non-beliefs are clumped together as the minimal
elements of an epistemic entrenchment ordering, this gives a convenient way of obtain-
ing the belief state of the reasoner. We can simply obtain the belief state as the set of
all non-minimal elements of the epistemic entrenchment: K≤ = {φ : φ > ⊥}. It is
therefore common, particularly in iterated belief change [3], to refer to an epistemic
entrenchment relation ≤ as the reasoner’s epistemic state and we shall adopt this con-
vention here. To be more specific, the technique we introduce in this paper is centred
around compiling the reasoner’s epistemic state (epistemic entrenchment relation) using
prime implicates.
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It remains to describe how we can effect belief contraction given an epistemic en-
trenchment ordering and vice versa. The first part is given by the condition [6]

(C .−) ψ ∈ K
.−φ iff ψ ∈ K and either φ < φ ∨ ψ or � φ

It states that a belief is retained after contraction when there is independent evidence for
retaining it or it is not possible to effect the contraction1. There is independent evidence
for retaining a belief ψ whenever the disjunction φ∨ψ is strictly more entrenched than
φ (the sentence we are trying to remove)2. Moving in the opposite direction and deter-
mining an epistemic entrenchment relation from a contraction function is specified by
the following condition [6]:

(C ≤) φ ≤ ψ iff φ �∈ K
.−(φ ∧ ψ) or � φ ∧ ψ

That is, we prefer ψ to φ whenever given the choice between giving up one or the other,
we choose to give up φ.

The correctness of the foregoing properties and conditions is given by the following
two results due to Gärdenfors and Makinson.

Theorem 1. [6]
If an ordering ≤ satisfies (EE1) – (EE5), then the contraction function which is uniquely
determined by (C

.−) satisfies (K
.−1) – (K

.−8) as well as condition (C ≤).

Theorem 2. [6]
If a contraction function

.− satisfies (K
.−1) – (K

.−8), then the ordering that is uniquely
determined by (C ≤) satisfies (EE1) – (EE8) as well as condition (C

.−).

2 Compiling Epistemic Entrenchment

We now begin to describe our simple yet elegant technique for compiling an epistemic
entrenchment ordering and using it for belief contraction. We proceed as follows. Firstly
we describe how to compile the epistemic entrenchment relation using prime implicates.
In the next section we use this compiled representation to effect belief contraction using
single clauses. We then extend these results to arbitrary formulas by converting them
into Conjunctive Normal Form (CNF).

In specifying how to compile the reasoner’s epistemic state, represented by an epis-
temic entrenchment relation, we take as our point of departure an important observation
on epistemic entrenchment relations due to Rott.

Proposition 2. [14] Given an arbitrary sentence ψ∈L, {φ :ψ≤φ}=Cn({φ :ψ≤φ}).

Put simply, if we were to “cut” the epistemic entrenchment relation at any level, the
beliefs that are at least this entrenched would form a set that is deductively closed (i.e.,
a belief set)3. This gives us yet another way to view the epistemic entrenchment relation.
Starting from the tautologies which are maximally entrenched we can see that the cuts
form ever expanding theories nested one within the other. This should not be surprising

1 When the new information φ is a tautology.
2 Recall from above that φ ≤ (φ ∨ ψ).
3 The term “cut” is due to Rott [14] and we shall adopt it here.
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given the relationship established by Gärdenfors and Makinson [6] between epistemic
entrenchment and Grove’s [9] possible worlds semantics for AGM belief change.

It is this fact which is the key to our representation. Ignoring the tautologies which are
always maximally entrenched, we take each successive cut of the epistemic entrench-
ment relation and compile the resulting theory. In so doing we end up with ordered
sets of prime implicates. To be a little more precise, we start with the sentences in the
most entrenched cut less than the tautologies and convert this theory into its equiva-
lent set of prime implicates. We then proceed to the next most entrenched cut and use
an incremental prime implicate algorithm to compute the additional prime implicates
to be added at this level of entrenchment. These prime implicates will be one of two
types: (i) prime implicates that subsume more entrenched prime implicates; and, (ii)
“new” prime implicates. In either case, we add these additional prime implicates to an
epistemic entrenchment relation over prime implicates only.

In this way we take an epistemic entrenchment relation ≤ and transform it into a
new epistemic entrenchment relation ≤Π equivalent to the first but that orders clauses
(i.e., prime implicates) only. Clauses occur in the ordering ≤Π only when they are
prime implicates of some cut of the original epistemic entrenchment relation ≤ (i.e.,
C ∈ Π({φ : φ ≤ ψ}) for some ψ ∈ L). This new epistemic entrenchment relation is
formally specified as follows.

Definition 2. (≤Π)
Given an epistemic entrenchment ordering ≤ satisfying properties (EE1)–(EE5) we
define a compiled epistemic entrenchment ordering ≤Π as follows. For any two clauses
C, D, C ≤Π D iff all of the following hold:

1. C ≤ D;
2. C ∈ Π({φ : φ ≤ ψ}) for some ψ ∈ L; and,
3. D ∈ Π({φ : φ ≤ χ}) for some χ ∈ L

Note that the empty clause is less entrenched than all clauses which we denote ⊥ ≤ C
(for all clauses C).

This definition simply specifies that one clause is at least as epistemically entrenched
as another precisely when it is at least as epistemically entrenched as the other in the
original entrenchment ordering ≤ and both clauses are prime implicates of some cut
of ≤. Importantly, clauses that are not prime implicates for any cut do not appear in
the ordering at all and are not required for effecting belief contraction. In this way,
the epistemic entrenchment relation only orders a minimal set of required sentences to
effect belief contraction rather than ordering all sentences in the language. Furthermore,
we can see whether a sentence φ is believed (φ ∈ K≤Π ) with respect to the compiled
ordering ≤Π by converting it into prime implicate form and ensuring that each of the
implicates in Π(φ) is subsumed by some non-minimal clause in ≤Π . That this ordering
is correct as far as our intended purpose is concerned can be seen from the following
result.

Lemma 1. Let φ ∈ L, ≤ satisfy properties (EE1)–(EE5) and ≤Π be obtained from
≤ via Definition 2. Then for each clause C ∈ Π(φ) there is some clause D such that
D ⊆ C and ⊥ <Π D iff φ ∈ K≤Π
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3 Belief Change Using the Compiled Epistemic Entrenchment:
Contraction by a Single Clause

Using the (C .−) condition we now provide a way of using the compiled entrenchment
relation to effect belief contraction. Since this condition is specified in terms of disjunc-
tion, prime implicates are an ideal candidate for knowledge compilation and we start by
considering contraction of single clauses only. Simply put, our technique works by ap-
plying the (C

.−) condition directly to the prime implicates for each cut, with one twist.
Instead of simply removing clauses as determined using (C .−) we consider whether they
should be replaced by weaker clauses otherwise we risk removing too many clauses and
not remaining faithful to the AGM postulates (K

.−1)–(K
.−8).

One concept we require is the level of entrenchment of a clause.

Definition 3. Let C be a clause, max≤Π (C) = D such that

1. D is a clause where D ⊆ C, and
2. there is no other clause D′ ⊂ C and D ≤Π D′.

A clause’s level of entrenchment is at the same level as the maximally entrenched clause
that subsumes it under ≤Π (which is obviously the same level at which it would appear
in ≤). Using this definition and condition (C

.−), when contracting by a clause C we
automatically retain all clauses D strictly more entrenched than C (i.e., max≤Π (C) <
D). The remaining clauses—those less or equally as entrenched as C—need to be con-
sidered in turn.

Again using condition (C .−) for any clauses D, where D ≤Π max≤Π (C) and
max≤Π (C) < max≤Π (C ∪D) we can retain D. However, clauses D failing to meet
these conditions will be removed from the ordering. As indicated at the start of this
section, simply removing these clauses will result in too many beliefs being given up to
satisfy all the AGM postulates. In some cases we need to consider how to replace these
clauses with weaker versions. For these clauses, max≤Π (C) = max≤Π (C ∪D) and
we replaceD in ≤Π by all (D∪E)\C (here \ is set substraction) wheremax≤Π (C) <
max≤Π (C ∪D ∪ E).4 The contracted entrenchment ≤C

Π is now formally defined.

Definition 4. Given an epistemic entrenchment relation ≤ and a clause C we define
the contraction ≤C

Π of a compiled epistemic entrenchment ≤Π by C as
D ≤C

Π E iff either

1. D ≤ E and max≤Π (C) < D,E, or
2. max≤Π (D) ≤ max≤Π (C), max≤Π (C) < E, D = C ∪ F ∪ G > max≤Π (C)

and F ≤ max≤Π (C) for clauses F , G, or
3. max≤Π (D) ≤ max≤Π (C), D = C ∪ F ∪ G > max≤Π (C), F ≤ max≤Π (C)

for clauses F , G and max≤Π (E) ≤ max≤Π (C), E = C ∪A∪B > max≤Π (C),
A ≤ max≤Π (C) for clauses A, B

And we can see that this definition is correct as far as single clauses are concerned.

Theorem 3. Let K be a belief set,
.− an AGM contraction function satisfying (K

.−1)–
(K

.−8) and ≤ an epistemic entrenchment relation defined from
.− by condition (C≤).

Furthermore, let C be a clause. Then K
.−C = Cn({D : ⊥ <C

Π D}).
4 Including where C ∪ D ∪ E may be a tautology.
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4 Belief Change Using the Compiled Epistemic Entrenchment:
Belief Contraction by an Arbitrary Sentence

The results of the previous section can now be easily extended to arbitrary sentences φ
by converting these sentences into CNF and considering some results relating to con-
traction of conjunctions and epistemic entrenchment. As indicated earlier, belief con-
traction by an arbitrary sentence φ is achieved by contracting by CNF (φ).

The first result we give states that in contraction by conjunctions we only need to
consider the removal of the least entrenched conjuncts.

Proposition 3. Given a belief set K , an AGM contraction function
.− and epistemic

entrenchment relation ≤ related by conditions (C
.−) and (C≤) and φ, ψ ∈ L such that

φ < ψ, then

1. K
.−(φ ∧ ψ) = K

.−φ
2. ψ ∈ K

.−(φ ∧ ψ)

Furthermore, for equally entrenched conjuncts, we can simply take what is common to
the contractions of each of the conjuncts.

Proposition 4. Given a belief set K , an AGM contraction function
.− and epistemic

entrenchment relation ≤ related by conditions (C
.−) and (C≤) and φ, ψ ∈ L, then

If φ = ψ, then K
.−(φ ∧ ψ) = K

.−φ ∩ K
.−ψ

These two results together with (K .−6) mean that contracting by an arbitrary sentence
φ can be achieved by considering only the minimally entrenched clauses in CNF (φ),
contracting by each of these clauses individually and taking what is common to all. We
can specify this formally as follows.

Definition 5. Let φ ∈ L, the set of minimal conjuncts of φ is defined as follows:
min≤Π (CNF (φ)) = {Ci ∈ CNF (φ) : max≤Π (Ci) ≤Π max≤Π (Cj) for all Cj ∈
CNF (φ)}.

And extend our previous result to show that this is indeed correct.

Theorem 4. Let K be a belief set,
.− an AGM contraction function satisfying (K

.−1)–
(K

.−8) and ≤ an epistemic entrenchment relation defined from
.− by condition (C≤).

Furthermore, let φ be a sentence. Then K
.−φ =

⋂
Ci∈min≤Π

(CNF (φ))Cn({D : ⊥ <Ci

Π

D}).

5 Conclusions

In this paper we have introduced a simple yet elegant technique for compiling an epis-
temic entrenchment ordering into prime implicates and showing how it can be used to
effect AGM belief contraction. Our technique satisfies all the standard AGM postulates
and, furthermore, once compilation has been performed only syntactic manipulation
and subsumption checking is required.

Belief expansion by a sentence φ with respect to a compiled entrenchment ordering
is not difficult to achieve but requires additional information to be specified in a similar
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way to Spohn’s [16] framework for belief change. This additional piece of information
takes the form of a level of entrenchment where each of the clauses in CNF (φ) will be
entrenched after expansion. If any of these clauses is more entrenched, they can be ig-
nored. Also, prime implicates for each cut lower in the entrenchment ordering may need
to be recalculated. Using the Levi Identity: K ∗ φ = (K .−¬φ) + φ [5] we can achieve
belief revision. Again, we need to specify a level of entrenchment for the clauses in
CNF (φ) that will be required during the expansion phase. It may however be more
profitable to attempt to implement belief revision more directly through a modification
of the technique presented here. Iterated belief contraction on the other hand is already
within our grasp. The definitions above indicate how to modify the compiled entrench-
ment ordering after contraction by φ. The resulting, contracted epistemic entrenchment
ordering, can be used for subsequent contractions.

Note that in the worst case [15] since there are potentially an exponential number
of prime implicates in the number of atoms we may need to consider exponentially
many clauses when contracting by highly entrenched clauses. In practice, knowledge
compilation has proven to be more effective in most cases.

Future work will concentrate on the various possibilities for iterated belief change as
well as alternate forms of belief contraction. Extending these results to first-order belief
change in non-finite domains is also of interest.
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Abstract. This paper concerns a fuzzy set-based fuzzy system formed by using 
isolated fuzzy spaces (fuzzy set) and its related two methodologies of fuzzy 
identification. This model implements system structure and parameter identifi-
cation by means of information granulation and genetic algorithms. Information 
granules are sought as associated collections of objects (data, in particular) 
drawn together by the criteria of proximity, similarity, or functionality. Infor-
mation granulation realized with HCM clustering help determine the initial pa-
rameters of fuzzy model such as the initial apexes of the membership functions 
in the premise and the initial values of coefficients of polynomial function lo-
cated in the consequence. And the initial parameters are tuned by means of the 
genetic algorithms and the least square method. To optimally identify the struc-
ture and parameters of fuzzy model we exploit two design methodologies such 
as a separative and a consecutive identification for tuning of the fuzzy model 
using genetic algorithms. The proposed model is contrasted with the perform-
ance of the conventional fuzzy models presented previously in the literature. 

1   Introduction 

Fuzzy modeling has been studied to deal with complex, ill-defined, and uncertain 
systems in many other avenues. The researches on the process have been exploited for a 
long time. Linguistic modeling [1] and fuzzy relation equation-based approach [2] were 
proposed as primordial identification methods for fuzzy models. The general class of 
Sugeno-Takagi models [3] gave rise to more sophisticated rule-based systems where the 
rules come with conclusions forming local regression models. While appealing with 
respect to the basic topology (a modular fuzzy model composed of a series of rules) [4], 
these models still await formal solutions as far as the structure optimization of the model 
is concerned, say a construction of the underlying fuzzy sets—information granules 
being viewed as basic building blocks of any fuzzy model. Some enhancements to the 
model have been proposed by Oh and Pedrycz [5], yet the problem of finding “good” 
initial parameters of the fuzzy sets in the rules remains open. 

In this study we consider the problem of fuzzy set-based fuzzy model that is a 
development of information granules-fuzzy sets. The design methodology emerges as 
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a hybrid structural and parametric optimization. We exploit a separative and a 
consecutive optimization of fuzzy model that is formed by using isolated fuzzy spaces 
to optimally identify the structure and parameters. The proposed model is evaluated 
through numeric experimentation. 

2   Information Granules (IG) 

Roughly speaking, information granules (IG) [6], [7] are viewed as related collections 
of objects (data point, in particular) drawn together by the criteria of proximity, 
similarity, or functionality. Granulation of information is an inherent and omnipresent 
activity of human beings carried out with intent of gaining a better insight into a 
problem under consideration and arriving at its efficient solution. In particular, 
granulation of information is aimed at transforming the problem at hand into several 
smaller and therefore manageable tasks. In this way, we partition this problem into a 
series of well-defined subproblems (modules) of a far lower computational 
complexity than the original one. The form of information granulation themselves 
becomes an important design feature of the fuzzy model, which are geared toward 
capturing relationships between information granules.  

It is worth emphasizing that the HCM clustering has been used extensively not 
only to organize and categorize data, but it becomes useful in data compression and 
model identification. For the sake of completeness of the entire discussion, let us 
briefly recall the essence of the HCM algorithm [8]. 

We obtain the matrix representation for hard c-partition, defined as follows.  

1 1

U | {0,1}, 1, 0
c m

C gi gi gi
g i

M u u u m
= =

= ∈ = < <  (1) 

[Step 1]. Fix the number of clusters (2 )c c m≤ <  and initialize the partition matrix 

CM∈)0(U  

[Step 2]. Calculate the center vectors vg of each cluster:  

( )
1 2v { , , , , , }r

g g g gk glv v v v=  (2) 

( ) ( ) ( )

1 1

m m
r r r

gi ik gigk
i i

v u x u
= =

= ⋅  (3) 

Where, [ugi]= U(r), g = 1, 2, …,c, k=1, 2, …,l. 
[Step 3]. Update the partition matrix U(r); these modifications are based on the 
standard Euclidean distance function between the data points and the prototypes, 

1/ 2

2

1

(x v ) x v ( )
l

gi i g i g ik gk
k

d d x v
=

= − = − = −  (4) 

( ) ( )
( 1) 1 min{ }  for  all  

0 otherwise

r r
r gi ki

gi

d d k c
u

+ = ∈
=  (5) 
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 [Step 4]. Check a termination criterion. If 

|| U(r+1) − U(r)|| level)(tolerance≤  (6) 

Stop ; otherwise set 1+= rr  and return to [Step 2] 

3   Fuzzy Set-Based Fuzzy Systems with IG 

The identification procedure for fuzzy models is usually split into the identification 
activities dealing with the premise and consequence parts of the rules. The 
identification completed at the premise level consists of two main steps. First, we 
select the input variables x1, x2, …, xk of the rules. Second, we form fuzzy partitions of 
the spaces over which these individual variables are defined. The identification of the 
consequence part of the rules embraces two phases, namely 1) a selection of the 
consequence variables of the fuzzy rules, and 2) determination of the parameters of 
the consequence (conclusion part). And the least square error method used at the 
parametric optimization of the consequence parts of the successive rules. In this 
study, we carry out the modeling using characteristics of experimental data. The 
HCM clustering addresses this issue. Subsequently we design the fuzzy model by 
considering the centers (prototypes) of clusters. In this manner the clustering help us 
determine the initial parameters of fuzzy model such as the initial apexes of the 
membership functions in the premise and the initial values of polynomial function in 
the consequence part of the fuzzy rules. The design process of fuzzy model based on 
information granules for two-input single-output system is visualized in figure 1. 
Here, Vjk and Mj is a center value of the input and output data, respectively. 

input-output
 data set

x1 x2 y

[Vj1, Vj2, Mj]

R j : If  xk is Akc Then yj-Mj=aj0+aj1(x1-Vj1)+aj2(x2-Vj2)

Premise part Consequence part

R1

R2

R3

R4

v12v11x1

y

v12v11x1

y

v22v21x2

y

v22v21x2

y

[V11, V12, M1]

[V21, V22, M2]

[V31, V32, M3]

[V41, V42, M4]

v12
μ

v11 v22v21

x1

A11 A12

μ

x2

A21 A22

 

Fig. 1. Fuzzy set-based fuzzy systems with IG; illustrate is a case of the two-input single-output 
system 
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3.1   Premise Identification 

In the premise part of the rules, we confine ourselves to a triangular type of 
membership functions whose parameters are subject to some optimization. The HCM 
clustering helps us organize the data into cluster so in this way we capture the 
characteristics of the experimental data. In the regions where some clusters of data 
have been identified, we end up with some fuzzy sets that help reflect the specificity 
of the data set. In the sequel, the modal values of the clusters are refined (optimized) 
using genetic optimization, and genetic algorithms (GAs), in particular. 

xk

y

vk1 vk2

mk2

mk1

                   

v12
μ

v11 v22v21

x1

A11 A12

μ

x2

A21 A22

 
           (a) Clusters formed by HCM                    (b) Fuzzy partition and resulting MFs 

Fig. 2. Identification of the premise part of the rules of the system 

Given is a set of data U={x1, x2, …, xl ; y}, where xk =[x1k, …, xmk]
T, y =[y1, …, 

ym]T, l is the number of variables and , m is the number of data. 

[Step 1]. Arrange a set of data U into data set Xk. 

Xk=[xk ; y] (7) 

[Step 2]. Complete the HCM clustering to determine the centers (prototypes) vkg with 
data set Xk. and calculate the center vectors vkg of each cluster. 

1 2v { , , , }kg k k kcv v v=  (8) 

[Step 3]. Partition the corresponding isolated input space using the prototypes of the 
clusters vkg.  Associate each clusters with some meaning, say Small, Big, etc. 
[Step 4]. Set the initial apexes of the membership functions using the prototypes vkg. 

3.2   Consequence Identification 

We identify the structure considering the initial values of polynomial functions based 
upon the information granulation realized for the consequence and antecedents parts. 
[Step 1]. Find a set of data included in the fuzzy space of the j-th rule. 
[Step 2]. Compute the prototypes Vj of the data set by taking the arithmetic mean of 
each rule. 

1 2V { , , , ; }j j j kj jV V V M=  (9) 

[Step 3]. Set the initial values of polynomial functions with the center vectors Vj. 
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The identification of the conclusion parts of the rules deals with a selection of their 
structure that is followed by the determination of the respective parameters of the 
local functions occurring there.  
The conclusion is expressed as follows. 

1: ( , , )j
k kc j j j kR If x is A then y M f x x− =  (10) 

Type 1 (Simplified Inference): 0j jf a=  

Type 2 (Linear Inference): 0 1 1 1( ) ( )j j j j jk k jkf a a x V a x V= + − + + −  

Type 3 (Quadratic Inference):  
2 2

0 1 1 1 ( 1) 1 1 (2 )

(2 1) 1 1 2 2 (( 2)( 1) / 2) 1 ( 1)

( ) ( ) ( ) ( )

( )( ) ( )( )
j j j j jk k kj j k j j k k kj

j k j j j k k k k j k kj

f a a x V a x V a x V a x V

a x V x V a x V x V

+

+ + + − −

= + − + + − + − + + −

+ − − + + − −
 

Type 4 (Modified Quadratic Inference):  

0 1 1 1 ( 1) 1 1 2 2

( ( 1) / 2) 1 ( 1)

( ) ( ) ( )( )

( )( )
j j j j jk k kj j k j j

j k k k k j k kj

f a a x V a x V a x V x V

a x V x V

+

+ − −

= + − + + − + − −

+ + − −
 

(11) 

The calculations of the numeric output of the model, based on the activation 
(matching) levels of the rules there, rely on the expression 

1

1 1*
1

1

1 1

( ( , , ) )

ˆ ( ( , , ) )

n n

ji i ji j k j n
j j

ji j k jn n
j

ji ji

j j

w y w f x x M

y w f x x M

w w

= =

=

= =

+

= = = +  (12) 

Here, as the normalized value of wji, we use an abbreviated notation to describe an 

activation level of rule jR  to be in the form 

1

ˆ ji
ji n

ji

j

w
w

w
=

=  
(13) 

If the input variables of the premise and parameters are given in consequence 
parameter identification, the optimal consequence parameters that minimize the 
assumed performance index can be determined. In what follows, we define the 
performance index as the mean squared error (MSE).  

* 2

1

1
PI ( )

m

i i
i

y y
m =

= −  (14) 

The minimal value produced by the least-squares method is governed by the 
following expression: 

-1ˆ ( )T T=a X X X Y  (15) 
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4   Two Methodologies of Optimization Using GAs 

The need to solve optimization problems arises in many fields and is especially 
dominant in the engineering environment. There are several analytic and numerical 
optimization techniques, but there are still large classes of functions that are fully 
addressed by these techniques. Especially, the standard gradient-based optimization 
techniques that are being used mostly at the present time are augmented by a 
differential method of solving search problems for optimization processes. Therefore, 
the optimization of fuzzy models may not be fully supported by the standard gradient-
based optimization techniques, because of the nonlinearity of fuzzy models 
represented by rules based on linguistic levels. This forces us to explore other 
optimization techniques such as genetic algorithms. It has been demonstrated that 
genetic algorithms [9] are useful in a global optimization of such problems given their 
ability to efficiently use historical information to produce new improved solutions 
with enhanced performance. 

Bits for no.
of input(3)

Bits for no.
of MFs(5)

Bits for Type of
polynomial(3)

Bits for no. of input
variable to be selected(30)

100
populations

Bits for MFs apexes(10*no. of input*no. of MFs)

100
populations

 
(a) Data structure for structure or parameters identification in the separative method  

Bits for structure identification Bits for parameters identification

Bits for no.
of input(3)

Bits for no.
of MFs(5)

Bits for Type of
polynomial(3)

Bits for no. of input
variable to be selected(30)

Bits for MFs apexes(10*no. of input*no. of MFs)

150
populations

(b) Data structure for structure and parameters identification in the consecutive method 

Fig. 3. Data structure of genetic algorithms used for the optimization of the fuzzy model 

In this study, in order to identify the fuzzy model we determine such a structure as 
the number of input variables, input variables being selected and the number of the 
membership functions standing in the premise part and the order of polynomial 
(Type) in conclusion. The membership parameters of the premise are genetically 
optimized. For the identification of the system we conduct two methods as a 
separative and a consecutive identification. The former is that the structure of the 
system is identified first and then the parameters are identified later. And the latter is 
that the structure and parameters is simultaneously identified in the consecutive 
chromosomes arrangement. Figure 3 shows an arrangement of the content of the 
string to be used in genetic optimization. Here, parentheses denote the number of 
chromosomes allocated to each parameter. 
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For the optimization of the fuzzy model, genetic algorithms use the serial method 
of binary type, roulette-wheel in the selection operator, one-point crossover in the 
crossover operator, and invert in the mutation operator. In the case of separative 
method we use 150 generations and run the GA of a size of 100 individuals for 
structure identification and GA was run for 300 generations and the population was of 
size 100 for parameters identification. In the other case we use 300 generations and 
run the GA of a size of 150 individuals. We set up the crossover rate and mutation 
probability to be equal to 0.65, and 0.1, respectively (the choice of these specific 
values of the parameters is a result of intensive experimentation; as a matter of fact, 
those are quite similar to the values reported in the literature). 

5   Experimental Studies 

This section includes comprehensive numeric study illustrating the design of the 
proposed fuzzy model. We consider a nonlinear static system. 

2 1.5 2
1 2 1 2(1 ) , 1 , 5y x x x x− −= + + ≤ ≤  (16) 

This nonlinear static equation is widely used to evaluate modeling performance of 
the fuzzy model. This system represents the nonlinear characteristic. Using Eq. (16), 50 
Input-output data are generated: the inputs are generated randomly and the corresponding 
output is then computed through the above relationship. To come up with a quantitative 
evaluation of the fuzzy model, we use the standard MSE performance index. 

We carried out the structure and parameters identification on a basis of the 
experimental data using GAs to design Max_Min-based and IG-based fuzzy model. 

Table 1 summarizes the performance index for Max_Min-based and IG-based 
fuzzy model. From the Table 1 it is clear that the performance of IG-based fuzzy 
model is better than that of Max_Min-based fuzzy model not only after identifying the 
structure but also after identifying optimally the parameters. 

Table 1. Performance index of Max_Min-based and IG-based fuzzy model 

Model Identification No. Of MFs Type PI 
s 0.0014 Max/Min_FIS 
p 

5+5 Type 3 
5.072e-20 

s 1.152e-23 IG_FIS 
separative 

p 
5+5 Type 3 

1.444e-26 
Max/Min_FIS s+p 5+5 Type 3 5.625e-19 

IG_FIS 
consecutive 

s+p 5+5 Type 3 4.612e-25 
s : structure, p : parameter 

Figure 4 shows the partition of the spaces and their optimization for the IG-based 
fuzzy model with MFs 5+5 and Type 3 by means of a separative and a consecutive 
identification. Figure 5 depicts the values of the performance index produced in 
successive generations of the genetic optimization. We note that the performance of 
the IG-based fuzzy model is good starting from some initial generations; this could 
have been caused by the characteristics of the experimental data at hand. 
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IG based GAsHCM
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4.024
1.935
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Small Big
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1.44 4.581  

(a) a separative identification 
 

IG based GAsHCM
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3.771
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IG based GAsHCM
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(b) a consecutive identification 

Fig. 4. Initial and optimized membership functions for the IG-based fuzzy model 
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                        (a) a separative identification                  (b) a consecutive identification 

Fig. 5. Optimal convergence process of performance index for Max_Min-based and IG-based 
fuzzy model  

Table 2. Comparison of identification error with previous models 

Model No. of rules PI 
Sugeno and Yasukawa[10] 6 0.079 
Gomez-Skarmeta et al[11] 5 0.070 

Kim et al.[12] 3 0.019 
Kim et al.[13] 3 0.0089 

Basic PNN  0.0212 
Oh et al.[14] Modified 

PNN 
 0.0041 

BFPNN 9 0.0033 
Park et al.[15] 

MFPNN 9 0.0023 
separative 10 1.444e-26 Our Model 

consecutive 10 4.612e-25 
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The identification error (performance index) of the proposed model is also 
compared with the performance of some other models; refer to Table 2. The proposed 
fuzzy model outperforms several previous fuzzy models known in the literature. 

6   Conclusions 

In this paper, we have developed a comprehensive identification framework for fuzzy 
set-based fuzzy systems with information granules and two methodologies of fuzzy 
identification using genetic algorithms. The underlying idea deals with an 
optimization of information granules by exploiting techniques of clustering and 
genetic algorithms. We used the isolated input space for each input variable and 
defined the fuzzy space by information granules. Information granules realized with 
HCM clustering help determines the initial parameters of fuzzy model such as the 
initial apexes of the membership functions in the premise and the initial values of 
polynomial function in the consequence. The initial parameters are tuned (adjusted) 
effectively with the aid of the genetic algorithms and the least square method. To 
optimally identify the structure and parameters of fuzzy model we exploited two 
methodologies of a separative and a consecutive identification using genetic 
algorithms. The experimental studies showed the performance is better than some 
other previous models. And the proposed model is effective for nonlinear complex 
systems, so we can construct a well-organized model. 
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Abstract. One of Semantic Web strengths is the ability to address incomplete
knowledge. However, at present, it cannot handle incomplete knowledge directly.
Also, it cannot handle non-monotonic reasoning. In this paper, we extend ALC−

Defeasible Description Logic with existential quantifier, i.e., ALE Defeasible
Description Logic. Also, we modify some parts of the logic, resulting in an in-
creasing efficiency in its reasoning.

1 Introduction

Description logics, which is a language based on first order logic, cannot handle incom-
plete and inconsistent knowledge well. In fact, it is often that complete and consistent
information or knowledge are very hard to obtain. Consequently, there is an urgent
need to extend description logics with a non-monotonic part which can handle incom-
plete and inconsistent knowledge better than themselves. Defeasible logic, developed
by Nute [6], is a well-established nonmonotonic reasoning system. Its outstanding prop-
erties are low computational complexity [4,5] and ease of implementation. Thus, this
logic is the nonmonotonic part of our choice. Governatori [3] proposes a formalism to
extend ALC− with defeasibility. He combines the description logic formalism with the
defeasible logic formalism, creating a logic that can handle both monotonic and non-
monotonic information coherently. We extend this work to be able to handle existential
quantification.

2 Introduction to Defeasible Logic

Defeasible logic handles non-monotonicity via five types of knowledge: Facts, Strict
Rules (monotonic rules, e.g., LOGIST IC MANAGER(x)→ EMPLOY EE(x)), Defeasi-
ble Rules (rules that can be defeated, e.g., MANAGE DELIVER(x)⇒EMPLOY EE(x)),
Defeaters (preventing conclusions from defeasible rules, e.g., TRUCK DRIVER(x) �

¬EMPLOY EE(x)), and a Superiority Relation (defining priorities among rules). Note
that We consider only propositional rules. Rule with free variables will be proposition-
alized, i.e., it is interpreted as the set of its grounded instances. Due to space limitation,
see [6,2,1] for detailed explanation of defeasible logic.

Defeasible logic is proved to have well behavior: 1) coherence and 2) consistence
[3,2]. Furthermore, the consequences of a propositional defeasible theory D can be
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derived in O(N) time, where N is the number of propositional literals in D [4]. In fact,
the linear algorithm for derivation of a consequence from a defeasible logic knowledge
base exploits a transformation algorithm, presented in [1], to transform an arbitrary de-
feasible theory D into a basic defeasible theory Db.Given a defeasible theory D, the
tranformation procedure Basic(D) consists of three steps: 1) normalize the defeasi-
ble theory D, 2) eliminate defeaters: simulating them using strict rules and defeasible
rules, and 3) eliminate the superiority relation: simulating it using strict rules and de-
feasible rules. The procedure then returns a transformed defeasible theory Db. Given
a basic defeasible theory Db, defeasible proof conditions in [3] are simplified as fol-
lows:

+∂ : If P(i+ 1) = +∂q then either

1. +Δq ∈ P(1..i) or
2. (a) ∃r ∈ R[q],∀a ∈ A(r) : +∂a ∈ P(1..i) and

(b) ∀s ∈ R[∼ q],∃a ∈ A(s) : −∂a ∈ P(1..i)
−∂ : If P(i+ 1) = −∂q then

1. −Δq ∈ P(1..i) and either
2. (a) ∀r ∈ Rsd[q],∃a ∈ A(r) : −∂a ∈ P(1..i) or

(b) ∃s ∈ R[∼ q],∀a ∈ A(s) : +∂a ∈ P(1..i)

3 ALC− Defeasible Description Logic

In this section, we introduce an ALC− defeasible description logic [3], i.e., an ex-
tension of ALC− description logic with defeasible logic. Also, we introduce several
adjustments for the logic.

Like ALC description logic,ALC− knowledge base consists of a Tbox and Abox(es),
i.e., Σ = 〈T ,A〉. The Abox A, containing a finite set of concept membership assertions
(a : C or C(a)) and role membership assertions ((a,b) : R or R(a,b)), corresponds to
the set of facts F in defeasible logic. The Tbox T contains a finite set of axioms of the
form: C � D | C

.= D, where C and D are concept expressions. Concept expressions
are of the form: A | # | ⊥ | ¬(atomiconly)C | C � D | ∀R.C where A is an atomic
concept or concept name, C and D are concept expressions, R is a simple role name,
# (top or full domain) represents the most general concept, and ⊥ (bottom or empty
set) represents the least general concept. Their semantics are similar to ones in ALC
description logic. In fact, the Tbox T corresponds to the set of strict rules in defeasible
logic. Governatori [3] shows how can we transform ALC− Tbox to a set of strict rules,
using a set of axiom pairs and a procedure ExtractRules. Basically, an inclusion axiom:
C1 �C2 � ...�Cm � D1 �D2 � ...�Dn in the Tbox T is transformed into an axiom pair
(ap): 〈{C1(x),C2(x), ...,Cm(x)},{D1(x),D2(x), ...,Dn(x)}〉. Eventually, for the Tbox T ,
we get the set AP of all axiom pairs. Then, the procedure ExtractRules in Algorithm 1
is used to transform AP into a set of strict rules in defeasible logic.

This procedure progresses recursively until all axiom pairs in AP are transformed.
Here is an example: let T = {C1 �∀R1.C2 � C3 �∀R2.(C4 � ∀R3.C5)}. Here are the
steps for strict rules generation.
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Algorithm 1. ExtractRules(AP):
if ap = 〈{C(x)},{D(x)}〉 ∈ AP then

C(x) → D(x) ∈ Rs

¬D(x) → ¬C(x) ∈ Rs

AP = AP−{ap}
else if ap = 〈{C1(xC1), ...,CCn(xn),R1(xR1,yR1), ...,
Rm(xRm,yRm)},{D1(xD1), ...,Dk(xDk),∀S1.DS1(xS1)
...,∀Sk.DSk(xSk)}〉 ∈ AP then

for all I ∈ {D1, ...,Dk} do
C1(xC1), ...,Cn(xCn),R1(xR1,yR1), ...,Rm(xRm,yRm)
→ I(xI) ∈ Rs

end for
for 1 ≤ i ≤ k do

AP = AP−{ap}∪⎧⎨⎩
〈{C1(xC1), ...,Cn(xCn),R1(xR1,yR1),
...,Rm(xRm,yRm),Si(xSi,ySi)},{DSi

1 (ySi),
...,DSi

l (ySi),∀T Si
1 .DSi

1 (ySi), ...,∀T Si
p .DSi

p (ySi)}〉

⎫⎬⎭ ,

where
ySi is a new variable (not in ap), and
Di = DSi

1 � ...�DSi
l �∀T Si

1 .DSi
1 � ...�∀T Si

p .D
Si
p

end for
end if
if AP is not an empty set then

ExtractRules(AP)
end if
return Rs

Step 1: AP = {〈{C1(x),∀R1.C2(x)},{C3(x),∀R2.(C4 �∀R3.C5)(x)}〉}.
Step 2: ExtractRules(AP) : C1(x),∀R1.C2(x) → C3(x) ∈ Rs.
Step 3: AP = {〈{C1(x),∀R1.C2(x),R2(x,y)},

{C4(y),∀R3.C5(y)}〉}.
Step 4: ExtractRules(AP) : C1(x),∀R1.C2(x),R2(x,y) →C4(y) ∈ Rs.
Step 5: AP = {〈{C1(x),∀R1.C2(x),R2(x,y),R3(y,z)}

,{C5(z)}〉}.
Step 6: ExtractRules(AP) : C1(x),∀R1.C2(x),R2(x,y),

R3(y,z) → C5(z) ∈ Rs.
Step 7: AP = {}, the procedure ends here.

Notice that the ExtractRules procedure takes care of description logic’s universal
quantified concepts, occurring on the RHS of the Tbox axioms, by transforming those
axioms into first order logic rules. However, description logic’s universal quantified
concepts occurring on the LHS of the Tbox axioms still remain in those rules. At this
point, we need additional inference rules to deal with the remaining universal quantified
concepts. However, universal quantified concepts’ semantics take into account all indi-
viduals in the description logic knowledge base, in particular the Abox. Consequently,
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the proof conditions for universal quantified concepts will incorporate the domain of
Abox A, i.e., ΔI

A (see [7]), in themselves as follows:

+Δ∀R.C: If P(i+ 1) = +Δ∀R.C(a) then ∀b ∈ ΔI
A,

1)−ΔR(a,b) or 2) +ΔC(b).
−Δ∀R.C: If P(i+ 1) = −Δ∀R.C(a) then ∃b ∈ ΔI

A,
1) +ΔR(a,b) and 2) −ΔC(b).

+∂∀R.C: If P(i+ 1) = +∂∀R.C(a) then ∀b ∈ ΔI
A,

1) −∂R(a,b) or 2) +∂C(b).
−∂∀R.C: If P(i+ 1) = −∂∀R.C(a) then ∃b ∈ ΔI

A,
1) +∂R(a,b) and 2) −∂C(b).

Now, we have a complete formalism to deal with ALC− literals. Since a rule, how-
ever, can consists literal(s) with variable(s), there can be vague rules such as: C(x),D(y)
→ E(z). In this rule, variables in one literal are not bounded/connected with variables
in any other literals. Given a rule, we say that the rule is a variable connected rule if,
for every literal in the rule, there exists another literal which has the same variables as
the literal, and a vague rule otherwise . Here are examples of variable connected rules:
C(x),D(x) → E(x) and C(x),R(x,y) ⇒ P(y,z). In this thesis, we only allow variable
connected rules in the knowledge base.

Governatori [3] also shows that ALC− defeasible description logic is coherent and
consistent. He also proves that the complexity of ALC− defeasible description logic
w.r.t. a defeasible description theory D is O(n4), where n is the number of symbols in D.
This proof is based on two steps: 1) propositionalization the theory, and 2) analyze proof
conditions for universal quantified concepts. For the first step, in short, since the logic
allows roles (binary predicates), the size of resulting theory is O((ΔI

A)2), assuming
the number of rules is much less than the size of ΔI

A. For the second step, the proof
conditions for universal quantified concepts are embedded in the propositionalization
procedure. Let n be the size of ΔI

A. For each universal quantified literal ∀R.C(x) in an
antecedent of a rule, i.e., U , create the following propositional auxiliary rules:

for every ai in ΔI
A,

RC(ai,a1), ...,RC(ai,an) →∀R.C(ai)
for every a j in ΔI

A,
∼ R(ai,a j) → RC(ai,a j)
C(a j) → RC(ai,a j).

using the AuxiliaryRules(U) procedure. In fact, each universal quantified literal in an-
tecedent adds at most (ΔI

A)2 auxiliary rules to the theory. Thus, the size of the new
propositionalized theory is O((ΔI

A)4) in size of the original theory D. As mentioned be-
fore that a consequence of a propositional defeasible theory D can be derived in O(N)
time, where N is the number of propositional literals in D [4], thus, a consequence of
a propositional ALC− defeasible description logic theory can be derived in polynomial
time, i.e., O(N(ΔI

A)4) time.
In summary, to reason with an ALC− defeasible description logic, we must do the

following steps:
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Step 1: Transform T to Rs using the ExtractRules procedure, and transform A to
F , hence, DDDL = 〈T ,A,R,>〉 is reduced to D = 〈F,R,>〉. Given a theory DDDL and a
conclusion T (i.e., a query), this step is designed such that DDDL � T iff D � T [3].

Step 2: Propositionalize D to Dprop, including propositional auxiliary rules for uni-
versal quantified literals (∀R.C(x)) in antecedents of rules. Given a theory D and a
conclusion T (i.e., a query), this step guarantees that D � T iff Dprop � T . It is easy
to verify that this statement follows immediately from the first step statement plus the
nature of propositionalization.

Step 3: Apply LinearProve(Basic(Dprop)), the linear algorithm. Note that A and T
are normalized in this step.

Even the complexity of the logic is polynomial in time, in practice, the reasoning
process on ALC− defeasible description logic still suffers a huge number of additional
propositionalized rules, regardless of the linear time complexity reasoning for a propo-
sitionalized theory. Consequently, it is essential to optimize the reasoning, especially
the propositionalization step (Step 2).

Before we proceed with the optimization, we show that the propositionalization step
is not trivial. First, we re-consider (variable-connected) simple strict rules:

r1 : C(x),D(x) → E(x)
r2 : C(x),R(x,y) → E(x)
r3 : C(x),D(x) → R(x,y)
r4 : R(x,y),P(y,z) → C(x)

As you can notice that there is no variable quantifier in the rules. In fact, the above four
rules are equal to the following rules:

r1 : ∀x C(x),D(x) → E(x)
r2 : ∀x∀y C(x),R(x,y) → E(x)
r3 : ∀x∀y C(x),D(x) → R(x,y)
r4 : ∀x∀y∀z R(x,y),P(y,z) → C(x)

Let n be the number of individuals in the domain ΔI
A. In rule r1, there is only one vari-

able, thus it is propositionalized to n propositional rules. In rule r2 and r3, there are two
variables in each rule, thus each rule is propositionalized to n2 propositional rules. In
rule r4 there are three variables. In fact, the rule r4 is equivalent to ∀x∀y∀zRP(x,y,z) →
C(x), where ∀x∀y∀zRP(x,y,z) ≡ ∀x∀y∀zR(x,y)∧ P(y,z). Consequently, the rule r4 is
propositionalized to n3 propositional rules, which will make the complexity of a con-
clusion derivation in ALC− defeasible description logic increase to O(n5). In fact, the
size of propositionalized theory is O(nnv) of the size of the original theory, where nv is
the maximum number of variables in rules.

Second, we re-consider (variable-connected) strict rules with universal quantified
concepts (e.g., ∀R.C(x)) in their consequents. For example, the rule r1 : ∀xC(x) →
∀R.∀P.D(x) is transformed to r1 : ∀x∀y∀zC(x),R(x,y),P(y,z) → D(z), using the Extrac-
tRule procedure, which is, in turn, propositionalized to n3 propositional rules. In fact,
given a rule of this kind, propositionalization will generate additional nd∀+1 rules, where
d∀ is depth of the nested universal quantified consequent, e.g., d∀ = 2 for
∀R.∀P.D(x).
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Third, we re-consider (variable-connected) strict rules with universal quantified con-
cepts (e.g., ∀R.C(x)) in their antecedents. For example, the rule r1 : ∀x∀R.∀P.D(x) →
C(x) is propositionalized to n propositional rules, plus the following propositional aux-
iliary rules:

for every ai in ΔI
A,

R∀P.C(ai,a1), ...,R∀P.C(ai,an) →∀R.∀P.C(ai)
for every a j in ΔI

A,
∼ R(ai,a j) → R∀P.C(ai,a j)
∀P.C(a j) → RC(ai,a j)
PC(a j,ak), ...,PC(a j,ak) → ∀P.C(a j)
for every ak in ΔI

A,
∼ P(a j,ak) → PC(a j,ak)
C(ak) → PC(a j,ak).

It is easy to verify that the number of propositional auxiliary rules generated is n(2n +
1)2, or about n3. In fact, given a rule of this kind, propositionalization will generate
additional n(2n + 1)d∀ auxiliary rules for each universal quantified antecedent, where
d∀ is depth of the nested universal quantified antecedent, e.g., d∀ = 2 for ∀R.∀P.D(x).

At this point, the size of the new propositionalized theory Dprop can exceed O((ΔI
A)4)

in size of the original theory D. In fact, the size of the new propositionalized theory
Dprop is O((ΔI

A)nmax) in size of the original theory D, where nmax is the maximum of
(nv+dRHS

∀ ,dLHS
∀ +3), nv is the maximum number of variables in each rule, dLHS

∀ is depth
of the biggest nested universal quantified antecedent, and dRHS

∀ is depth of the biggest
nested universal quantified consequent. However, we can modify the ExtractRules and
AuxiliaryRules procedures such that size of the resulting propositionalized theory is
O(n3) and O(n4) the size of the original theory respectively.

Since we allow only variable-connected rules with at most two variables, the Ex-
tractRules procedure is transformed to ExtractRules2. In the algorithm 2, we introduce
the notion of intermediate literals. The intermediate literal correctness follows imme-
diately from the semantics of universal quantified concept in description logic. Here is
a simple example demonstrating a usage of the algorithm 2: let T = {C1 �∀R1.C2 �
C3 �∀R2.(C4 �∀R3.C5)}. Here are the steps for strict rules generation.

Step 1: AP = {〈{C1(x),∀R1.C2(x)},{C3(x),∀R2.(C4 �∀R3.C5)(x)}〉}.
Step 2: ExtractRules(AP) : ∀x,C1(x),∀R1.C2(x) →C3(x) ∈ Rs.
Step 3: AP = {〈{C1(x),∀R1.C2(x),R2(x,y)},{C4(y),

R3C5(y)}〉,〈{R3C5(x)},{∀R3.C5(x)}〉}.
Step 4: ExtractRules(AP) :

- ∀x∀y,C1(x),∀R1.C2(x),R2(x,y) → C4(y) ∈ Rs.
- ∀x∀y,C1(x),∀R1.C2(x),R2(x,y) → R3C5(y) ∈ Rs.

Step 5: AP = {〈{R3C5(x)},{∀R3.C5(x)}〉}.
Step 6: ExtractRules(AP): get no rule.
Step 7: AP = {〈{R3C5(x),R3(x,y)},{C5(y)}〉}
Step 8: ExtractRules(AP): ∀x∀y,R3C5(x),R3(x,y) →C5(y) ∈ Rs

Step 9: AP = {}, the procedure ends here.
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Algorithm 2. ExtractRules2(AP):
if ap = 〈{C(x)},{D(x)}〉 ∈ AP then

∀x,C(x) → D(x) ∈ Rs

∀x,¬D(x) → ¬C(x) ∈ Rs

AP = AP−{ap}
else if ap = 〈{C1(x), ...,CCn(x),R1(x,y), ...,Rm(x,y)},
{D1(x), ...,Dk(x)}〉 ∈ AP then

for all I ∈ {D1, ...,Dk} do
∀x∀y,C1(x), ...,CCn(x),R1(x,y), ...,Rm(x,y) → I(x)

end for
AP = AP−{ap}

else if ap = 〈{C1(x), ...,CCn(x),R1(x,y), ...,Rm(x,y)},
{D1(x), ...,Dk(x),∀S1.DS1(x), ...,∀Sk.DSk(x)}〉 ∈ AP then

for all I ∈ {D1, ...,Dk} do
∀x∀y,C1(x), ...,Cn(x),R1(x,y), ...,Rm(x,y)
→ I(x) ∈ Rs

end for
for 1 ≤ i ≤ k do

AP = AP−{ap}∪⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
〈{C1(x), ...,Cn(x),R1(x,y), ...,Rm(x,y),
Si(x,z)},{DSi

1 (z), ...,DSi
l (z),T Si

1 DSi
1 (z), ...,

T Si
p DSi

p (z)}〉〈{T Si
1 DSi

1 (x)},
{∀T Si

1 DSi
1 (x)}〉...〈{T Si

p DSi
p (x)},

{∀T Si
p DSi

p (x)}〉

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,

where
y and z are new variables (not in ap),
Di = DSi

1 � ...�DSi
l �∀T Si

1 .DSi
1 � ...�∀T Si

p .D
Si
p ,

and T Si
1 DSi

1 (x), ...,T Si
p DSi

p (x) are intermediate
literals.

end for
end if
if AP is not an empty set then

ExtractRules2(AP)
end if
return Rs

It is easy to verify that the ExtractRules2 procedure in algorithm 2 generates the
resulting propositionalized theory of the size O(n3) the size of the original theory.

Regarding the AuxiliaryRules procedure, since we allow only variable-connected
rules with at most two variables, for each universal quantified literal U = ∀R.C(x) in an
antecedent of a rule, call the procedure AuxiliaryRules2(U):
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Algorithm 3. AuxiliaryRules2(U):
∀x,RC(x,a1), ...,RC(x,an)−> ∀R.C(x) ∈ Rs

∀x∀y,∼ R(x,y)−> RC(x,y) ∈ Rs

∀x∀y,C(y)− > RC(x,y) ∈ Rs.
if C(y) is a universal quantified literal, then

AuxiliaryRules2(C(x))

where ΔI
A is {a1, ...,an}, and n is the size of ΔI

A. After this, we can propositionalize the
additional auxiliary rules as usual. It is easy to verify that the size of of the proposition-
alized theory is O(n4) the size of the original theory.

In summary, if we limit the number of variable nv = 2, and use the above specifica-
tions for universal quantified literals (both antecedent and consequent), we will regain
complexity of the modified ALC− defeasible description logic to be O(n4) again.

Fourth, we show how a defeater can be propositionalized. A defeater is only used
to prevent a conclusion, thus its consequent is a negative literal. In ALC− defeasible
description logic, only atomic negation is allowed. In addition, we only allow variable-
connected rules with at most two free variables in each rule. Consequently, a defeater
can be of the form ∀x(∀y),LHS � ¬C(x) | ∀x∀y,LHS � ¬R(x,y). In proposition-
alization, a defeater is treated as a rule. For example, let ΔI

A = {a,b,c}, a defeater
∀x,C(x) � ¬D(x) is propositionalized to: C(a) � ¬D(a) ∈ Rd f t ,C(b) � ¬D(b) ∈
Rd f t ,C(c) �¬D(c)∈ Rd f t . A propositionalized defeater will prevent conclusion by not
firing defeasible rule(s) whose head(s) has(have) literal(s) which is(are) negativity of the
defeater head if all literals in the defeater body are provable. Since, a defeater is propo-
sitionalized in the same way as a rule is, it will prevent correct propositionalized defea-
sible rule(s) from firing. Hence, the size of propositionalized Rd f t is O(n2) the size of
original Rd f t . Thus, complexity of the ALC− defeasible description logic is still O(n4).

Lastly, we show how can we extend the superiority relation to cover the proposi-
tionalized rules. Since the superiority relation is defined over pairs of rules, in par-
ticular defeasible rules, which have contradictory heads, we only need to extend the
superiority relation to cover the corresponding pairs of propositionalized rules. We
illustrate this fact by a simple example. Let ΔI

A = {a,b,c}, we have a set of rules:
r1 : ∀x,C(x)⇒ E(x),r2 : ∀x,D(x)⇒¬E(x), and the superiority relation>= {〈r1,r2〉}.
The set of rules are propositionalized to: r1a : C(a) ⇒ E(a),r1b : C(b) ⇒ E(b),r1c :
C(c) ⇒ E(c),r2a : D(a) ⇒ ¬E(a),r2b : D(b) ⇒ ¬E(b),r2c : D(c) ⇒ ¬E(c), and the
extended superiority relation > = {〈r1a,r2a〉,〈r1b,r2b〉,〈r1c,r2c〉}. Hence, the size
of extended superiority relation is O(n2) the size of original superiority relation. Thus,
complexity of the ALC− defeasible description logic is still O(n4). Note that the propo-
sitionalized Rd f t and the extended > will be absorbed into Rsd in the linear algorithm
for a conclusion derivation.

4 ALE Defeasible Description Logic

In this section, we introduce an ALE defeasible description logic, i.e., an extension of
ALC− defeasible description logic with existential quantification constructor.
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ALE knowledge base consists of a Tbox and Abox(es), i.e., Σ = 〈T ,A〉. The Abox
A, containing a finite set of concept membership assertions (a : C or C(a)) and role
membership assertions ((a,b) : R or R(a,b)), corresponds to the set of facts F in de-
feasible logic. The Tbox T contains a finite set of axioms of the form: C � D | C

.= D,
where C and D are concept expressions. Concept expressions are of the form: A | # | ⊥
| ¬(atomiconly)C | C � D | ∀R.C | ∃R.C where A is an atomic concept or concept
name, C and D are concept expressions, R is a simple role name, # (top or full do-
main) represents the most general concept, and ⊥ (bottom or empty set) represents the
least general concept. Their semantics are similar to ones in ALC description logic.
Tbox T corresponds to the set of strict rules in defeasible logic. The algorithm 4
shows how can we transform ALE Tbox to a set of strict rules, using a set of ax-
iom pairs and a procedure ExtractRules3. Basically, an inclusion axiom: C1 �C2 �
...�Cm � D1 � D2 � ...� Dn in the Tbox T is transformed into an axiom pair (ap):
〈{C1(x),C2(x), ...,Cm(x)},{D1(x),D2(x), ...,Dn(x)}〉. Eventually, for the Tbox T , we
get the set AP of all axiom pairs. Then, the procedure ExtractRules3 is used to trans-
form AP into a set of strict rules in defeasible logic.

Algorithm 4. ExtractRules3(AP):
if ap = 〈{C1(x), ...,CCn(x),R1(x,y), ...,Rm(x,y)},
{D1(x), ...,Dk(x),∃S1.DS1(x), ...,∃Sk.DSk(x)}〉 ∈ AP then

for all I ∈ {D1, ...,Dk} do
∀x∀y,C1(x), ...,Cn(x),R1(x,y), ...,Rm(x,y)
→ I(x) ∈ Rs

end for
AP = AP−{ap}∪{

〈{C1(x), ...,Cn(x),R1(x,y), ...,Rm(x,y)},
{S1(x,y1),DS1(y1), ...,Sk(x,yk),DSk(yk)}〉

}
,

else if ap = 〈{∃S1.DS1(x), ...,∃Sk.DSk(x)},
{C1(x), ...,Cn(x)}〉 ∈ AP then

AP = AP−{ap}∪⎧⎨⎩
〈{S1DS1(x), ...,SkDSk(x)},{C1(x), ...,Cn(x)}〉
〈{S1(x,y),DS1(x)},{S1DS1(x)}〉, ...
〈{Sk(x,y),DSk(x)},{SkDSk(x)}〉

⎫⎬⎭ ,

else ExtractRules2(AP)
end if
if AP is not an empty set then

ExtractRules3(AP)
end if
return Rs

It is easy to verify that the ExtractRules3 procedure in algorithm 4 generates the
resulting propositionalized theory of the size O(n4) the size of the original theory. Con-
sequently, we get a defeasible description logic with very efficient derivation process
for a conclusion.
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5 Discussion and Future Works

This paper introduces several modifications to the existing ALC− defeasible description
logic such that its derivation can be accomplished in O(n4). This makes the language
more useful in practice. Further, we extend the logic with existential quantification con-
structor, resulting in a new logic, i.e., ALE defeasible description logic, which can
handle more expressive knowledge base in the context of non-monotonic reasoning.
Our work is significant because it is a foundation to be extended to higher expressive
non-monotonic description logic. In the history of Description Logics, increasing-in-
expressiveness description logics have been studied chronologically, in order to find the
highest expressive description logic that are still decidable. Also, the maximum bound
of tractable logic has been found. However, those are the cases for monotonic descrip-
tion logics, not for nonmonotonic description logics. This work presents a new result
showing a nonmonotonic description logic that is still tractable, i.e., ALE defeasible
description logic. In the near future, we will study how we can add the full negation
constructor to the logic, resulting in ALC defeasible description logic. However, it is
still arguable whether nonmonotonic logic can be extended to SHOIN (D), which is
equal to ALCR+HOIN (D). Transitive roles, role inclusions, one-of operators, inverse
roles, qualified number restriction, and concrete domain must be added to the ALC de-
feasible description logic, in order to achieve the SHOIN (D) defeasible description
logic. These additions are still open issues.
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Abstract. This paper applies the Object Oriented Probabilistic Relational 
Modelling Language to recursive probability models.  We present two novel 
anytime inference algorithms for recursive probability models expressed using 
this language.  We discuss the strengths and limitations of these algorithms and 
compare their performance against the Iterative Structured Variable Elimination 
algorithm proposed for Probabilistic Relational Modelling Language using 
three different non-linear genetic recursive probability models. 

1   Introduction 

Recursive probability models (RPMs) are described as models where a variable may 
probabilistically depend on a potentially infinite, but finitely describable, set of 
variables [1,2].  These types of models are natural in genetic or language applications.  
For example, the propagation of genetic material through a family tree, shown in Fig 
1, is an example of a RPM.  In a RPM, a variable associated with a particular model 
entity may probabilistically depend on the same variable associated with a different 
model entity: in Fig 1, a person’s MChromosome attribute is dependent on their 
mother’s MChromosome attribute. 

 
 
 
 
 
 
 
 

 

Fig. 1. An example of a Recursive Probability Model 

Recursive models present two main challenges: how to compactly represent the 
model and how to perform inference. This paper addresses these challenges by 
applying the Object Oriented Probabilistic Relation Modelling Language (OPRML) to 
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RPMs.  In Section 2, we illustrate the use of the OPRML to represent RPMs in using 
three simple genetic models, demonstrating that this language can represent recursive 
models in a compact and structured fashion.  In Section 3, we present the Iterative 
Junction Tree Construction Algorithms which are novel interruptible inference 
algorithms for RPMs expressed using OPRML.   In Section 4, as the OPRML is 
similar to the Probabilistic Relational Modelling Language (PRML) [2], we 
experimentally evaluate the IJC algorithm against the Iterative Structured Variable 
Elimination (ISVE) algorithm [1] which was proposed for RPMs expressed using the 
PRML.   The evaluation is carried out using the three genetic models developed in 
Section 2 and as a part of this evaluation, we have implemented the ISVE algorithm, 
which to our knowledge, has not been previously implemented.  

2   Representing Recursive Probability Models 

The OPRML is a typed relational language.  Models produced using this language are 
called Object-Oriented Probabilistic Relational Models (OPRMs) [3,4].   

Definition: An OPRM, Ξ, is a pair (RC, PC) of a relational component RC and a 
probabilistic component PC.  The RC consists of: 

• A set of classes, C = {C1, C2,…, Cn}  
• A partial ordering over C which defines the class hierarchy 
• A set of named instances, I = {I1, I2,…, In}, which represent instantiations of the 

classes 
• A set of descriptive attributes, ΔC = {δ1, δ2,…, δn}, for each class C in C.  

Attribute δx of class C1 is denoted C1.δx 
• A set of complex attributes, ΦC ={φ1, φ2,…, φn}, for each class C in C.  Attribute 

φx of class C1 is denoted C1.φx 

The PC consists of: 

• A conditional probability model for each descriptive attribute δx, P(δx|Pa[δx]) 
where Pa[δx]={Pa1, Pa2,…, Pan} is the set of parents of δx  

OPRMs specify a template for the probability distribution over a knowledge base 
(KB), where a knowledge base is defined as consisting of a set of OPRM classes and 
instances, a set of inverse statements and a set of instance statements.  OPRMS are 
discussed further in [3,4].     

When representing and reasoning with RPMs, we place the following restrictions 
on the knowledge base: there are no inverse statements in the KB and there are a 
finite number of named instances in the KB.  The first restriction is used to simplify 
the discussion in this paper and can easily be lifted (see [1]).  The second restriction 
cannot, because, as will be seen in Section 3, in order to reason with RPMs, we 
approximate the model using a finite network. 

In the remainder of this section, we outline the three non-linear genetic recursive 
probability models which are later used to compare algorithm performance.  We 
consider multiple models in this paper in order to illustrate firstly how RPMs can be 
compactly represented using OPRMs and secondly that the relative performance of 
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the inference algorithms discussed in Sections 3 and 4 is model dependant.  The 
models in Fig 2 are presented in order of their complexity.  The simplest model, Fig. 
2a and d, models a person’s happiness as being dependant only on their mother’s 
happiness.  In this model, C={Person}, ΔPerson={Happy} and ΦPerson={Mother, 
Father}.  The query is performed on the Person’s Happy attribute.   

 
. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 2. (a-c) OPRM class specifications and (d-f) equivalent networks for the recursive models 

The second model, Figs. 2b and e, describes the relationship between a person’s 
intelligence and that of both their parents.  In this model, C={Person} where 
ΔPerson={Intelligent} and ΦPerson={Mother, Father}.  The query is performed on the 
Person’s Intelligent attribute.  The most complex model, Figs. 2c and f, is the OPRM 
equivalent of the RPM shown in Fig 1.  It is a model of the transmission of a single 
eye colour gene through a family tree and was and used by [1] in their treatment of 

 

(b)
 

(a)

(c) 

 
(d)

 
(e)

 
(f)
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RPMs.  In this model, C={Person}, ΔPerson={MChromo, PChromo,  Phenotype} and 
ΦPerson={Mother, Father}.  The query is performed on the Person’s Phenotype.  By 
comparing Fig 1 with Fig 2f, it can be seen how compactly the OPRML can represent 
RPMs.  Each of our example RPMs can be represented using one OPRM class.   

3   Reasoning with Recursive Probability Models 

In this section we present the Iterative Junction Tree Construction (IJC) Algorithms 
which are novel inference algorithms for RPMs expressed using OPRML.  These 
algorithms are iterative extensions of the Junction Tree model Construction (JC) 
algorithm for OPRMs presented in [4].  It was necessary to develop model 
construction and inference algorithms specifically for recursive models because the 
previously published model construction algorithms for OPRMs, namely the 
Knowledge Based Model Construction (KBMC) and Junction Tree Construction (JC) 
algorithms, are unsuitable for RPMs.  Because the set of variables in the recursive 
model is potentially infinite, the KBMC and JC model construction algorithms may 
never terminate.   

The IJC algorithms are an iterative Anytime Algorithms (AA).  AAs offer a trade 
off between solution quality and execution time.  The IJC algorithms embody this 
tradeoff by using the OPRM class specifications for a RPM (e.g. those shown in Figs 
2a-c) to automatically and incrementally construct a larger, more complex finite 
model which approximates the infinite network described by the RPM.  That is, each 
iteration of the algorithms makes the model a better approximation to the infinite 
network.  The nth iteration of the IJC algorithms produces a model which is the nth 
order approximation to the infinite network.  As the approximate model constructed 
by the IJC algorithms describe the probability distribution over a finite number of 
variables, the model construction process will terminate and exact inference can be 
performed in a finite time. 

 
 
 

 

 

Fig. 3. The second order approximation to the infinite BN shown in Fig. 1 

In our example models, the order of approximation, n, equates to the number of 
generations of people included in the model (e.g. Fig 3).  As n (and hence execution 
time) increases, the algorithm includes more and more generations in the approximate 
model and returns a better and better approximate solution to the query.  IJC is an 
interruptible anytime algorithm: it can be interrupted at any time and will return the 
best computed approximation so far.  The meta-level control paradigm employed by 
the IJC algorithm is to allocate the desired order of approximation and allow the 
algorithm to construct a model of this order, regardless of how long it takes. 
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At design time, the OPRM class specifications are used to create the equivalent 
object oriented probabilistic network for each class in the KB.  This network is then 
translated directly into a ‘local’ junction tree.  An interface clique is created which 
consists of all nodes in the class’s interface, κ.  This interface clique is connected into 
the local junction tree and any loops created during this process are removed.  Thus at 
design time, each class is ‘precompiled’ into a local junction tree and these local 
junction trees are stored in a cache.   

When the IJC algorithms are executed, the user specifies their desired order of 
approximation, nD.  Then, starting with n=1 and increasing n by one in each iteration, 
the algorithm builds on the model from the previous iteration by instantiating the 
required number of generic unnamed instances of the Person class and adding them to 
the model.  The number of instances that are required to be added to the model will be 
specified by the probabilistic dependencies within the class.  For example, in the 
Phenome and Intelligence models, a person’s Phenome and Intelligence attributes 
depend on Phenome and Intelligence attributes of both parents, so 2n generic instances 
will be added to the model in each iteration, while for the Happiness model, only 1n 
instances will be added. 

For the IJC Version 1 algorithm (IJCV1), whenever a generic unnamed instance, Z, 
of the Person class is created, the appropriate local rooted junction tree, JTRZ, is 
instantiated.  A root clique for the model is created which contains all the nodes in all 
the generic unnamed instances’ interfaces, κZ.  Each local instance junction tree is then 
connected to the root clique, ωR, to create the ‘global junction tree’.  The IJC Version 2 
algorithm (IJCV2), varies from IJCV1 in how the global junction tree is created.  
Instead of creating a root clique and connecting each local instance junction tree to it, 
IJCV2 connects the interface cliques of the individual local instance junction trees as 
appropriate to form the global junction tree.  In both algorithms, exact inference is 
performed on the global junction tree using standard message passing techniques. 

 
Set nD 
n=1 
ΩKB←ΩΩC 
while n ≤ nD 

if n > 1 
forall Z∈ZT do 

forall φ∈∈ΦC where Dom[φ]=C do 
Create generic unnamed instance Z of class C 
KB←KB∪Z 
JTRZ←JTRC and ΩZ←ΩΩRC 
ΩKB←ΩΩKB∪(ΩZ -ωκ) 
set the reference relationships   
ωR← ωR∪κκZ 

end forall 
end forall 

end if 
ΩKB←(ΩKB∪ωR) 
Create ψKB from ψZ 

perform reasoning 
n←n+1 

end while 

Algorithm 1. The IJCV1 algorithm 
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In the pseudocode presented in this section, we denote the rooted junction tree for 
class C by JTRC, the set of cliques for the class C by ΩC={ω1, ω2,…, ωn}, and the set 
of cliques in the KB by ΩKB={ΩZ1, ΩZ1,…, ΩZn}.  The interface clique for the class is 
denoted by ωκ and the root clique for the KB by ωR.  ψKB is the separator matrix for 
the KB while ψZ is the separator matrix for generic instance Z.  ZT  denotes the set of 
generic instances at the root of the model.  For our three example models, C will be 
the Person class.  The Design Time phase of the IJC algorithms is the same as the 
Design Time Phase of the JC presented in [4], so we do not duplicate it here.  The run 
time phase of the algorithm, however, is very different: 

Set nD 
n=1 
ΩKB←ΩΩC 
while n ≤ nD 

if n > 1 
forall Z∈ZT do 

forall φ∈∈ΦC where Dom[φ]=C do 
Create generic unnamed instance Z of class C 
KB←KB∪Z 
JTRZ←JTRC and ΩZ←ΩΩRC 
ΩKB←ΩΩKB∪ΩΩZ  
set the reference relationships   

end forall 
end forall 

end if 
Create ψKB from ψZ 
perform reasoning 
n←n+1 

end while 

Algorithm 2. The IJCV2 algorithm 

4   Experimentation and Discussion 

In this section, we experimentally evaluate the IJC algorithms described above against 
the ISVE algorithm which was proposed for RPMs expressed using the PRML.  All 
three algorithms were implemented in MATLAB augmented with the BN Toolbox 
(BNT) and executed using a Pentium III, 1.2GHz computer.  The performance of the 
ISVE algorithm was measured using PRMs equivalent to the OPRMs described in 
Section 2. 

Both ISVE and the IJC algorithms approximate the infinite BN by a finite network 
which is incrementally built up to the desired order of approximation.  The algorithms 
then use exact reasoning techniques on these resulting model approximations to 
obtain a probability distribution over the query variables.  ISVE uses a structured 
form of variable elimination while the IJC algorithms use a message passing.  During 
our experiments, we measured the ‘wall clock’ execution time as well as the total time 
taken by the algorithm to construct the model and the time taken to perform inference.  
In Figs 4-6, we present comparisons the model construction, inference and execution 
times for each algorithm.  These plots allow us to gain an insight into which phase 
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each algorithm spends the majority of its time and whether this behaviour is 
consistent from one model to the next. 

We are unable to present a comparison of inference times for the IJCV1 algorithm 
for the Intelligence and Phenome models.  From the pseudocode in Section 3, it is 
clear that root clique contains all the interface nodes of all the generic unnamed 
instances currently in the model.  This means that, depending on the model, the root 
clique can become very large very quickly.  This is an important limitation of the 
technique. During our experiments, we found that as a result of the way probability 
distributions are represented and manipulated in BNT, MATLAB’s maximum 
variable size was quickly exceeded when attempting to perform inference with the 
Phenome and Intelligence models. 

  

Fig. 4. The IJCV1 model construction, inference and execution times for the Happiness (hollow 
circles), Intelligence (filled circles) and Phenome (crosses) models 

 

Fig. 5. The IJCV2 model construction, inference and execution times for the Happiness (hollow 
circles), Intelligence (filled circles) and Phenome (crosses) models 

 

Fig. 6. The ISVE model construction, inference and execution times for the Happiness (hollow 
circles), Intelligence (filled circles) and Phenome (crosses) models 
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Figs 4a, 5a and 6a illustrate that, as expected, the time taken by each algorithm to 
automatically construct the model is dependent on the model.  For example, the model 
construction times for the more complex Phenome model are considerably longer than 
those of the simpler Happiness model.  This is expected because during each iteration, 
the Phenome model adds 2(n-2)x10 nodes, the Intelligence model adds 2n nodes, and the 
Happiness model adds 1 node to the model.  Figs 4b, 5b and 6b show that, as expected, 
the time taken by each algorithm to perform inference is also model dependant. 

Comparing Figs 4a and b shows that, for the Happiness model, the IJCV1 
algorithm spends the majority of its time in the inference phase.  The ratio of model 
construction time to inference time decreases as the order of approximation increases.  
For the IJCV2 algorithm, the model construction phase is the dominant phase for all 
three models (reflected in Figs 5a and b).  We observed that for all three models, the 
ratio of model construction time to inference time steadily increases as the order of 
approximation increases.  The rate of this increase was found to be dependant on the 
model.  For the ISVE algorithm, the model construction phase is the dominant phase 
for all three models (reflected in Figs 6a and b).  The ratio of model construction time 
to inference time increases linearly for each of the three models.  

In Fig 6c, we observe what was theorized in [1]: that under certain restrictions, 
which our models satisfy, the amount of work done in each iteration of ISVE is a 
constant.  The observed behaviour of the ISVE execution time is quadratic, but the 
coefficient of the squared term is approximately 1% of the coefficient of the linear 
term.  So the behaviour of this algorithm is clearly dominated by the linear term.   

Figs 7-9 present an analysis of the relative performance of the algorithms for each 
model in turn.  Comparing these figures allows us to draw conclusion that, for each 
phase, the relative performance of the algorithms is dependant on the model used.  

For the Phenome and Intelligence models, the performance of the three algorithms 
is comparable for n≤7.  At this point, the IJCV1 and IJCV2 algorithms begin to 
diverge significantly.  For both these models, the IJCV2 experiences a blowout in the 
model construction time which can be seen clearly in Figs 8a and 9a.   

For the Happiness model, Fig 7 shows that the performance of the IJCV1 and 
ISVE algorithms is comparable for n≤17.  However, after this, IJCV1 experiences a 
blowout in inference time, which can be seen clearly in Fig 7b.  Figs 7a and c show 
that while the IJCV2 algorithm experiences a marked increase in model construction 
time, it overall performance remains comparable to ISVE for n≤40.  Fig 7 also shows 
that IJCV2 outperforms IJCV1 for all orders of approximation.   

Thus for small orders of approximation, the three algorithms are comparable.  
However, for larger orders of approximation, the ISVE algorithm is clearly superior.  
Being a query based approach, the ISVE algorithm produces a query specific network, 
while the IJC, having a data based approach, produces a situation specific model 
approximation.  As discussed in [4], a query based approach has some disadvantages in 
data driven domains.  As the recursive modeling examples considered in this paper are 
not data driven, the IJC algorithms have little or no advantage. 

For the models considered so far in this paper, both the IJC algorithms and ISVE 
take advantage of the structure of the domain by encapsulating information within 
individual objects so that only a small amount of information needs to be passed 
between objects.  And both types algorithms take advantage of reuse. The IJC 
algorithm takes advantage of reuse by building on the model from the previous 
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iteration and reusing class models and junction trees.  ISVE takes advantage of reuse 
by maintaining a persistent cache of results of queries executed on the generic 
instances.  By maintaining such a cache, computations can be reused for different 
generic instances of the same class.  This is very beneficial when there are many 
reoccurrences of generic unnamed instances of the same type of class in the model, as 
occurs in the examples we have considered.  Another major advantage of this caching 
is that solutions can be reused from one iteration to the next.  However, this caching is 
mainly useful for generic instances.  In cases where the knowledge base consists of a 
finite set of nameod instances or a mixture of generic unnamed instances and named 
instances, we would expect ISVE to loose some of the advantages afforded by 
caching because ISVE has no mechanism for reuse for named instances. 

g

 

Fig. 7. The ISVE (hollow circles) IJCV1 (filled circles) and IJCV2 (crosses) model 
construction, inference and execution times for the Happiness model 

 

Fig. 8. The ISVE (hollow circles) IJCV1 (filled circles) and IJCV2 (crosses) model 
construction, inference and execution times for the Intelligence model 

, g

 

Fig. 9. The ISVE (hollow circles) IJCV1 (filled circles) and IJCV2 (crosses) model 
construction, inference and execution times for the Phenome model 
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In order to compare the performance of the IJC algorithms and ISVE, we need to 
be able to define objective metrics for measuring the quality of the solution provided 
by the algorithm at any given time.  A traditional measure for the quality of an 
approximate algorithm is the Kullback-Leibler Entropy.  We cannot use this measure 
for algorithms applied to RPMS: as these models can potentially include an infinite 
number of variables, the true probability distribution over the query variables can not 
be calculated. 

The behaviour of an anytime algorithm is often described using a performance 
profile (PP) which describes how the quality of the algorithm output varies as a 
function of some varying resource such as execution time, inference accuracy or 
representational precision. The quality of the output can be any characteristic of the 
output which is deemed to be significant.  The output of the ISVE and IJC algorithms 
is an approximation of the probability distribution over the query variables.  So, in 
order to compare the performance of the algorithms, a metric for measuring the 
quality of the approximation of the probability distribution over the query variables at 
any given time is required. Fig 10 shows the PP of the three algorithms for the three 
models where the quality is defined as one minus the normalized rate of change of the 
probability distribution over the query variable.  This figure shows that the quality 
measure of all three algorithms is a non-decreasing function of execution time and 
that the rate of change of the quality of the solution is large at the early stages of 
execution and decreases over time.  As can be seen from Fig 10, for all models, the 
IJC algorithms reach a steady state in a shorter time.  However, because these plots 
are a representation of the quality/execution time trade-off, they do not reflect the 
blowouts experienced by the IJC algorithms for larger values of n. 

 
 
 
 
 
 

 
 

 

Fig. 10. The quality of the ISVE (hollow circles), IJCV1 (filled circles) and IJCV2 (crosses) 
algorithms for the Happiness, Intelligence and Phenome models 

5   Conclusions 

In this paper we have applied the OPRML to RPMs.  We developed two iterative 
extensions to the JC algorithm. These algorithms make it possible to compute an 
approximate solution to the infinite BN described by a RPM in a finite time. We 
compared the IJC algorithms against the ISVE algorithm, highlighting the strengths 
and limitations of each for the recursive domain. We found that, as you would expect, 
the comparative performance of the algorithms is model dependant. 
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Abstract. Knowledge Update (respectively Erasure) and Forgetting are two very
different concepts, with very different underlying motivation. Both are tools for
knowledge management; however while the former is meant for accommodating
new knowledge into a knowledge corpus, the latter is meant for modifying – in
fact reducing the expressivity – of the underlying language. In this paper we show
that there is an intimate connection between these two concepts: a particular form
of knowledge update, namely the KM update using Dalal Distance, and literal
forgetting are inter-definable. This connection is exploited to enhance both our
understanding of update as well as forgetting in this paper.

Keywords: Knowledge Update, Forgetting, Dalal Distance.

Knowledge management involves removal of dated information as well as incorporation
of new information. Relevant literature provides many different approaches to accom-
plishing this tasks, including belief change (revision and contraction) [1,2], knowledge
update (update and erasure) [3], belief merging [4,5] and forgetting (forgetting and re-
membering) [6,7,8]. While these are related but different concepts, there is a crucial
difference between the first three on one hand and forgetting on the other. The former
three manipulate knowledge – they deal with the stuff deemed known; the beliefs. For-
getting on the other hand manipulates the language in which knowledge is expressed.
Consider erasure and forgetting, for instance. We may dramatize the difference between
them as follows: while belief erasure purports to answer the question “What should I
believe if I can no longer support the belief that the cook killed Cock Robin?”, forget-
ting purports to answer the question “What should I believe if Killing was a concept not
afforded in my language?”.1

On the face of it, it would appear that forgetting on the one hand, and belief change
(or update) on the other are completely different concepts, and the relation, if any, be-
tween the language manipulating function forgetting and the belief manipulating func-
tions such as belief change and belief update, would be a tenuous one. The difference
becomes very explicit from the way these functions are constructed. In a certain sense,

1 It’s a case of Relational forgetting, of which, literal forgetting that we will largely deal with in
this paper is a special case – propositions are 0-ary relations.
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the result of forgetting a primitive relation (including 0-ary relations or atomic sen-
tences) is computed by projecting the original knowledge corpus into a less expressive
language, one in which the relation in question has been eliminated. On the other hand,
the result of discarding a belief is computed by removing the belief in question as well
as a judicious selection of its supporting beliefs – a process for which, an extra-logical
choice mechanism (such as a distance function between the possible worlds or entrench-
ment relation among beliefs) is utilised. Perhaps surprisingly, it turns out that belief up-
date (respectively erasure) and forgetting, in a qualified way, are inter-translatable. This
paper focuses on this inter-translatability.

While we believe that our results can be generalised to a broad spectrum of belief
manipulating functions, we largely restrict out attention to belief update and belief era-
sure, based on Hamming Distance (or Dalal measure) [9] between worlds on the one
hand, and literal forgetting as applied to a finite representation of the knowledge base
on the other [8]. We believe this connection will have bearing upon many interesting
related issues.

1 Background

Belief manipulation such as updating and erasing, as well as language manipulation
such as forgetting involve representation of an agent’s current stock of beliefs in a spec-
ified language as well as a manipulator operator. In this section we detail crucial parts
of the notation used, as well as how the notions of update, erasure and forgetting are
formally captured. We adopt a few other conventions that are not explicated here due to
lack of space, but we hope they will be obvious from the context.

1.1 Notation

We shall consider a framework based on a finitary propositional language L, over a set
of atoms, or propositional letters, A = {a, b, c, . . .}, and truth-functional connectives
¬, ∧, ∨, →, and ↔. L also includes the truth-functional constants # and ⊥. To clarify
the presentation we shall use the following notational conventions. Upper-case Roman
characters (A, B, . . .) denote sets of sentences in L. Lower-case Roman characters
(a, b, . . .) denote arbitrary sentences of L.

An interpretation of L is a function from A to {T , F}; Ω is the set of interpretations
of L. A model of a sentence x is an interpretation that makes x true, according to the
usual definition of truth. A model can be equated with its defining set of literals, or
alternatively, with the corresponding truth-vector. [x]L′ denotes the set of models of
sentence x over any language L′, while by [x] we will denote [x]L. For interpretation ω
we write ω |= x for x is true in ω. For x ∈ L, we will define L(x), the sub-language of
L in which x is expressed, as comprising the minimum set of atoms required to express
x, as follows, where xp

q is the result of substituting atom q everywhere for p in x:

L(x) = {p ∈ A | xp
� �≡ xp

⊥} ∪ {#,⊥}

This set of atoms is unique. Thus L(p ∧ (q ∨ ¬q)) = L(p) = {p,#,⊥}. This can be
extended to sets of sentences in the obvious way. It follows trivially that if |= x ↔ y
then L(x) = L(y). Also note that if |= x then L(x) = {#,⊥}.



Forgetting and Knowledge Update 133

By a theory or belief set we will mean a subset ofL that is closed underCn. We denote
the set of all theories by T . Since L is finitary, any theory T can be represented by a finite
set T ′ ⊆ L such that Cn(T ′) = T , and consequently by a single sentence

∧
xi∈T ′ xi.

Traditionally, in the case of knowledge update, erasure and forgetting, a belief corpus
is represented by a single sentence, where as in accounts of belief change, knowledge
corpus is represented as a theory. Both update and erasures are defined as functions
⊕,$ : L × L → L where as forgetting is defined as a function + : L× A → L.
Thus, for instance, k ⊕ e and k $ e are respectively the sentences representing the up-
date and erasure of sentence e from the knowledge base represented by sentence k. On
the other hand, k+a is the theory that results from forgetting atom a from knowledge k.

1.2 Update and Erasure

Let ≤ω for any world ω be a preorder (reflexive and transitive relation) over Ω that is
faithful with respect to ω, ie., for every ω′ ∈ Ω, we have both ω ≤ω ω′ and if ω′ ≤ω ω
then ω = ω′. If, in addition, either ω′ ≤ω ω′′ or ω′′ ≤ω ω′, for every pair ω′, ω′′, then it
is a total preorder. By ω1 ≤ω ω2 we intuitively mean that ω2 is at least as similar to ω
as ω1 is. As usual, the strict part of ≤ω is denoted by <ω This relation compares worlds
with respect to their similarity or proximity to ω. By ω′ ∼ω ω′′ we will denote that ω′

and ω′′ are not comparable under ≤ω; and by ω′ ≡ω ω′′ we will understand that both
ω′ ≤ω ω′′ and ω′′ ≤ω ω′. Given a set Δ of worlds, by min≤ ω(Δ) we denote the set
{ω′∈ Δ |ω′′ �<ω ω′ for any ω′′∈Δ} of worlds in Δ that are closest or most similar to ω.

Definition 1 (Update). [k ⊕ e] =
⋃

ω∈[k] min≤ ω([e])

Intuitively, when we learn that e has been effected, with respect to each world allowed
by our current knowledge, we compute what the scenario would be if e was effected in
that world; and collating all those worlds results in the models of our updated knowl-
edge. Obtaining a knowledge base k′ from these models is not difficult.

Definition 2 (from Update to Erasure). The erasure operation is defined by reduction
to update using the Harper Identity. k $ e = k ∨ (k ⊕ ¬e)
Alternatively, Erasure can be directly defined, and update can be defined from erasure
using the Levi Identity.

Definition 3 (Erasure). Erasure can be directly defined as:
[k $ e] = [k] ∪

⋃
ω∈[k] min≤ ω([¬e])

Definition 4 (from Erasure to Update). k ⊕ e = (k $ ¬e) ∧ e

The definitions we have provided of Update and Erasure are constructive. Alternatively
these operations can be defined as those (with appropriate signature) that satisfy the re-
spective rationality postulates of update and erasure. The postulates can be found in [3].

It is easily noticed that [k⊕e] ⊆ [e], equivalently, k⊕e � e, i.e., a successful update
by a sentence e leads to e being believed. Furthermore, since we assume that a world
closer it itself than any other world, and the worlds in [e] that are ≤ω-minimal with
respect to any world ω in [k] constitute [k⊕ e], it is clear that [k]∩ [e] ⊆ [k⊕ e]. Since
[k] = ([k] ∩ [e]) ∪ ([k] ∩ [¬e]), we get the following as an immediate consequence:
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Observation 1. [k] ⊆ ([k ⊕ e] ∪ [k ⊕ ¬e]) wherefore k � (k ⊕ e) ∨ (k ⊕ ¬e).

Now, it follows from Definition 2 that (k $ e) ∨ (k $ ¬e) = k ∨ (k ⊕ e) ∨ (k ⊕ ¬e).
However, as we just noticed, k � (k ⊕ e) ∨ (k ⊕ ¬e). This leads to:

Observation 2. (k ⊕ e) ∨ (k ⊕ ¬e) ≡ (k $ e) ∨ (k $ ¬e).

We will call (k ⊕ e) ∨ (k ⊕ ¬e) the symmetric update, and (k $ e) ∨ (k $ ¬e) the
symmetric erasure, of k by e. 2 Thus Observation 2 shows the equivalence between
symmetric update and symmetric erasure.

1.3 Literal Forgetting

Forgetting, as we mentioned earlier, is more about language manipulation than about
belief manipulation. While belief erasure (say by e) involves traversing to a judicious
belief state where e is not believed (while allowing the possibility of ¬e still believed),
forgetting of e involves moving to a state where no information regarding e is still
retained. Forgetting has a clear meaning when e in the above case is an atomic sentence
– forgetting of an atom a means moving to a state where neither a nor ¬a is believed.
Hence it is often called literal forgetting.

Let us look at forgetting from an information theoretic point of view. We are consid-
ering the forgetting of atom a from knowledge base k. For an interpretation ω of k, we
will call ω′ the a-dual of ω if it differs from ω exactly on the truth assignment to a. For
instance, if the first bit in ω = 1011 is the assignment to a, then the a-dual of ω is
0011. A belief base k has information regarding atom a just in case [k] contains some
interpretation ω but not its a-dual.

Definition 5 (a-dual closure). Given a set of interpretations Δ and atomic sentence a,
Δ is closed under a-dual iff the a-dual of every interpretation ω ∈ Δ is also in Δ.

Clearly, if Δ is closed under a-dual, then it contains no information regarding atom
a. Furthermore, if Δ is closed under a-dual for every atom a ∈ A, then Δ has no
information at all. Since forgetting by a from k is meant to removing all information
pertaining to a from k, it suggests the operation of closing the set of interpretations [k]
under a-dualship. Accordingly we define the dual closure operation

⊎
: 2Ω ×A → 2Ω

as follows:

Definition 6 (dual-closure operation). Given a set of interpretations Δ ⊆ Ω and
atomic sentence a ∈ A, the dual-closure

⊎
(Δ, a) of Δ under a is the smallest subset

of Ω that includes Δ and is closed under a-dual. In other words,
⊎

(Δ, a) = Δ′ ⊆ Ω
such that (1) Δ ⊆ Δ′, (2) Δ′ is closed under a-dual, and (3) if any Δ′′ such that
Δ ⊆ Δ′′ ⊆ Δ′ is closed under a-dual, then Δ′ = Δ′′.

This definition of
⊎

is non-constructive. It also presumes that
⊎

(Δ, a) is unique. Theo-
rem 1 below guides its construction, and justifies the presumption in question. We need
one more definition before producing this result.

2 Our terminology is somewhat at variance with that used by Katsuno and Mendelzon [3] who
refer to (k ⊕ e) ∨ (k ⊕ ¬e) as the symmetric erasure of e from k, and mention that Winslett,
in an unpublished manuscript, calls it the forgetting of e from k.
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Definition 7 (Model Counterparts). For language L ⊆ L, by [S]ΩL we denote the set
of “model counterparts” of S in ΩL. It can be represented as the set of interpretations
ω2 in ΩL that are sub-model of some interpretation or other, ω1 ∈ [S] as: {ω2 ∈
ΩL | ∃ω1∈[S]ω2 ⊆ ω1. Alternatively, it is the set of interpretations in Ω that are super
models of any such model ω2 in ΩL: {ω ∈ Ω | ∃ω1∈[S], ω2∈ΩL

ω2 ⊆ ω1 and ω1 ⊆ ω}.

Example 1. Consider for example A = {a, b, c}, L = L({b, c}) and S = {a ↔ b}.
Now, [S] = {11�, 00�}, and its submodels in ΩL are {−��} = ΩL.3 Alternatively, the
desired set is {� � �} = Ω.

Theorem 1. 4 Given a set of interpretations Δ ⊆ Ω, an atomic sentence a ∈ A and
a sentence d such that [d] = Δ (a canonical construction of d in DNF5 can be easily
carried out taking the composition of Δ as a guide),

⊎
(Δ, a) = [d]ΩL(A\{a}).

We introduced the concept of dual-closure being motivated by an intuitive notion of
literal forgetting. Now we are in a position to offer a semantic definition of literal for-
getting.

Definition 8 (Semantics of literal forgetting). The forgetting operation + : L×A→L
should be such that [+(k, a)] =

⊎
([k], a).

The following example illustrates that this definition captures the semantic intuition
behind forgetting. It also substantiates our generic claim in the introductory note that
forgetting is more about language manipulation than about belief manipulation.

Example 2. Let A={a, b, c} and k=(a∧¬b)∨c. Thus [k]={001, 101, 100, 111, 011}.
We tabulate two distinct but equivalent constructions of [+(k, a)] in accordance with
the two definitions of [S]ΩL . In some truth vectors ‘−’ is used to indicate the absence
of relevant atoms.

[k] [+1(k, a)] [+2(k, a)]

001 −01 001
101 101
100 −00 100

000
111 −11 111
011 011

Thus +1(k, a) can be expressed as ¬(b ∧ ¬c) where as +2(k, a) can be expressed
as ¬(a ∧ b ∧ ¬c) ∧ ¬(¬a ∧ b ∧ ¬c). While the latter is expressed in L, the former is
couched in a language devoid of the atom a. Nonetheless, both are equivalent, and are
equivalent to (b → c) as expected.

3 From here onwards we use � to indicate atoms with “wild” truth-values, and − to indicate
location of “non-applicable atoms” by a given interpretation.

4 Proofs of results provided in this paper can be obtained from the first named author upon
request.

5 A formula in Disjunctive Normal Form is a disjunction of conjunctive clauses, where a con-
junctive clause is a conjunction of literals.
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Now that the semantics of forgetting is in place, we consider its syntactic characterisa-
tion. For this purpose, we borrow the definition of forgetting from [8].

Definition 9 (Syntactic representation of literal forgetting). For any formula x and
atom a, denote by x|1←a the result of replacing every occurrence of a in x by #, and
by x|0←a the result of replacing every occurrence of a in x by ⊥. Forgetting an atom a
from a knowledge base represented as sentence k is defined as: k +a = k|1←a∨k|0←a.

Continuing with the Example 2, we find that +((a ∧ ¬b) ∨ c, a) ≡ ((#∧¬b) ∨ c) ∨
((⊥ ∧ ¬b) ∨ c) ≡ ¬b ∨ c ≡ (b → c) matching the result from semantic analysis. The
following result shows that this match is not due to a lucky choice of example.

Theorem 2. For any sentence k ∈ L, atom a ∈ A and world ω ∈ Ω, it holds that
ω ∈ [+(k, a)] (as defined in Definition 9) if and only if ω ∈

⊎
([k], a).

The Definition 9 also makes it clear that ⊕ is very syntax-sensitive. Consider for in-
stance four knowledge bases that are equivalent when conjunctively interpreted: B1 =
{a, b}, B2 = {a ∧ b}, B3 = {a → b, a ∨ b}, and B4 = {a, ¬a ∨ b}, and we
are to forget a. If we were to understand forgetting from a set as piece-wise forgetting
from the member-formulas in the set, then we get as result: B′

1 = {#, b}, B′
2 = {b},

B′
3 = {#} and B′

4 = {#}. This explains why we represent the knowledge base as
a single sentence. If, however, piece-meal processing is desirable, it can be done by
representing the knowledge base as a set of conjunction of literals, disjunctively inter-
preted (corresponding to DNF), and process the set-members individually. This would
closely correspond the semantic account given in Example 2. In contrast, if a base is
represented as a set of clauses, it will give the wrong result, as in the case of B4 above.

2 Connecting Update with Forgetting

We have noticed that update and erasure are belief manipulating operations whereas
forgetting is a language manipulating operation. Nonetheless, it is clear that both in
case of erasure and forgetting, beliefs are lost. We now explore whether, and if so, how
they can be inter-defined.

The first obstacle to this is the fact that where as in case of erasure, a particular
relational measure is assumed to exist over Ω, no such measure is assumed in case
of forgetting. Inter-translatability between these two concepts therefore will therefore
push us to either impose such a external measure on Γ and accordingly generalize the
definition of forgetting, or restrict us to measures on Γ that are implicitly given by the
knowledge base k itself and look at more restricted forms of erasure. Lang and Marqis
[6] choose the former option. In this paper we choose the latter. This brings us to specific
approaches to erasure (and updating) – in particular one based on Hamming Distance –
between interpretations.

2.1 A Concrete Update Operator Via Hamming-Distance

Belief update operators presume a preorder over interpretations, as do belief revision
operators. Two such classes preorders have drawn much attention from the researchers
in the area, one based on the Hamming Distance between the sets of literals representing
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two interpretations, and the other based on the symmetric difference between them. The
former was introduced for belief update by Forbus [10], and by Dalal [9] for belief
revision. On the other hand, Winslett [11] introduced the latter for belief update, and
Satoh [12] for belief revision. Here we restrict our attention to updates only, and that
too based on Hamming Distance. As popularly called in the area, refer to Hamming
distance as “Dalal Distance”.

Definition 10 (Dalal Distance). Given ω, ω′ ∈ ΩL for some language L, the Dalal
Distance distD(ω, ω′) between ω and ω′ is the number of atoms that they assign dif-
ferent values: distD(ω, ω′) = |{a ∈ Atoms(L) | ω |= a iff ω′ � ¬a}|.
Thus, distD(101, 001) = 1, distD(101, 011) = 2, and distD(101, 110) = 2.

Definition 11 (Dalal Preorder ≤D). Given three interpretations ω, ω′ and ω′′ ∈ ΩL

for some language L, ω′ ≤D
ω ω′′ iff distD(ω, ω′) ≤ distD(ω, ω′′).

Thus, we get 001 <D
101 011, 001 <D

101 110, and 011 ≡D
101 110 . It is easily verified

that Given a language L and a world ω ∈ ΩL, the Dalal Preorder ≤D
ω is a faithful,

total preorder over ΩL. The definitions of update and erasure we provided earlier (see
Definitions 1 – 4) directly or indirectly employ a preorder. We can thus obtain specific
update and erasure operators simply by plugging in Dalal and Winslett preorders.

Definition 12 (Dalal Update and Dalal Erasure). By ⊕D and $D we will denote the
Dalal Update and Erase operations obtained by plugging in the Dalal Preorder in the
definitions of Update and Erasure provided in Definitions 1 and 2 (or alternatively in
Definitions 3 and 4).

Example 3. Let A = {a, b, c} and k = (a ∧ ¬b) ∨ c as in Example 2. Thus [k] =
{001, 101, 100, 111, 011} and [a] = {100, 101, 110, 111}. We consider updates and
erasures of k by a. We need to compute

⋃
ω∈[k] min≤ω([a]) for update and⋃

ω∈[k] min≤ω([¬a]) for erasure with respect to ≤D. Since ≤D is faithful, for any
sentence e, ⋃

ω∈[k]

min≤ω([e]) = ([k] ∩ [e]) ∪
⋃

ω∈[k]\[e])
min≤ω([e]).

In the table below, the first two columns give the ≤ω-ordering of [a] for ω ∈ ([k] \ [a]),
and the last three columns give the ≤ω-ordering of [¬a] for ω ∈ ([k] \ [¬a]). The
comma’s are to be interpreted as ≡D. The minimal elements of interest are in bold face.

[a]≤
D
001 [a]≤

D
011 [¬a]≤

D
100 [¬a]≤

D
101 [¬a]≤

D
111

110 100 011 010 000
100, 111 101, 110 001, 010 000, 011 001, 010
101 111 000 001 011

Accordingly we get:
[k ⊕D a] = {100, 101, 111} and [k $D a] = {001, 011, 100, 101, 111, 000},

whereby, (k ⊕D a) ≡ a ∧ (b → c) and (k $D a) ≡ b → c. Furthermore, using
Definitions 2 and 4 (or going through semantics again) we can also show that (k ⊕D

¬a) ≡ ¬a ∧ (b → c) and (k $D ¬a) ≡ (a ∧ ¬b) ∨ c ≡ k.
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2.2 Updating, Erasing and Forgetting – Literally

We discussed updating and erasing with Dalal and Winslett preorders so that these ac-
counts of belief manipulation and the account of language manipulation via forgetting
are on the same footing, with the hope that we can easily explore the connection be-
tween them. Since the account of forgetting involves forgetting of literals, we will also
assume in this section that the update and erase in question are those by literals. Hence
it is prudent to start with exploring the connection between them, and later on to convert
that connection with respect to updates.

Now, both forgetting and erase are operations that remove information. In fact, while
erase removes some information involving the sentence a, forgetting removes all infor-
mation regarding the atom a – it semantically removes a itself. Hence it would appear
that perhaps forgetting of a would involve erasure of both a and ¬a. The following re-
sult shows that it indeed is the case – forgetting of atom a indeed results in that part of
the knowledge that is left untouched by both erasure of a and erasure of ¬a under Dalal
Preorder!

Theorem 3 (Dalal Erasure to Forget). Given k a knowledge base, k + a ≡ (k $D

a) ∨ (k $D ¬a) for every atom a.

Appealing to Observation 2 and Theorems 3, we right away obtain:

Corollary 1 (Dalal Update to Forget). k + a ≡ (k ⊕D a) ∨ (k ⊕D ¬a) for any
knowledge base k and any atom a.

Putting the results Theorems 3 and Corollary 1 we obtain:

Theorem 4 (Dalal Update/Erasure to Forget). For any knowledge base k and any
atom a, the formula k + a is equivalent to each of the following two formulas:

1. (k ⊕D a) ∨ (k ⊕D ¬a)
2. (k $D a) ∨ (k $D ¬a)

Theorem 4 shows that forgetting of a knowledge base k by atom a can be identified,
individually, with both the symmetric update and the symmetric erasure of k by awhere
the update and erasure operations in question are based on Dalal preorder. The following
example illustrates this result.

Example 4. Let’s revisit Example 3. We know that

1. (k ⊕D a) ≡ a ∧ (b → c)
2. (k $D a) ≡ b → c.
3. (k ⊕D ¬a) ≡ ¬a ∧ (b → c).
4. (k $D ¬a) ≡ (a ∧ ¬b) ∨ c.

Plugging in these values, we get

– (k ⊕D a) ∨ (k ⊕D ¬a) ≡
(a ∧ (b → c)) ∨ (¬a ∧ (b → c)) ≡ b → c.

– (k $D a) ∨ (k $D ¬a) ≡
(b → c) ∨ ((a ∧ ¬b) ∨ c) ≡ b → c.
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Thus in either case the value obtained for k + a, reduced to ⊕D or $D, is b → c ,
matching the value of k + a independently obtained in Example 2.

Now that we know how Literal Forgetting can be reduced to update (or erase) of a
special nature, we consider the question whether the reduction can be done in the re-
verse direction. Theorem 5 below shows that Dalal literal updates can be defined via
forgetting. The similarity between this result, and the definition of updating via erasure
(Definition 4) is rather striking.

Theorem 5 (Forget to Update). Given any knowledge base k and any atom a, the
following equivalences hold:

1. (k ⊕D a) ≡ (k + a) ∧ a
2. (k ⊕D ¬a) ¬a) ≡ (k + a) ∧ ¬a

This result shows how the update of a knowledge base by a literal, modulo Dalal pre-
order, can be computed purely by syntactic manipulation in an efficient manner. Syntac-
tic characterisation of most belief update and belief revision operators have been done
by del Val [13,14]. del Val’s approach assumes conversion of the relevant portion of the
knowledge base k, and the evidence e into DNF. However, as pointed out by Delgrande
and Schaub [15], this may require exponential time step and exponential space. Clearly
update and erasure operations via forgetting are a lot more frugal.

Applying Definition 2, that k $ e = k ∨ (k ⊕ ¬e), to the definition of updates in
Theorem 5, and noting that [k] ⊆ [k+ a], we reduce Dalal erasure to forgetting as well:

Theorem 6 (Forget to Erase). Given any knowledge base k and any atom a, the fol-
lowing equivalences hold:

1. (k $D a) ≡ (k + a) ∧ (a → k)
2. (k $D ¬a) ≡ (k + a) ∧ (¬a → k)

In Example 5 below we complete the circle in the sense that the results of updates and
erasures computed in accordance with Theorems 5 and 6 are shown to match to those
independently computed in Example 3.

Example 5. We know from Example 2 that (k + a) ≡ (b → c). Applying Theo-
rems 5 and 6 we get

1. (k ⊕D a) ≡ (b → c) ∧ a
2. (k ⊕D ¬a) ≡ (b → c) ∧ ¬a
3. (k $D a)

≡ (b → c) ∧ a → ((a ∧ ¬b) ∨ c)
≡ (b → c) ∧ (a → (b → c)) ≡ (b → c).

4. (k $D ¬a)
≡ (b → c) ∧ ¬a → ((a ∧ ¬b) ∨ c)
≡ (b → c) ∧ ((a ∧ ¬b) ∨ (a ∨ c))
≡ (b → c) ∧ (a ∨ c) ≡ (a ∧ ¬b) ∨ c).

matching the values of updates and erasures independently computed in the Example 3.
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3 Conclusion

In this paper, we started with intention of showing that belief-manipulation mechanisms
such as updating and language manipulation mechanisms like forgetting are intercon-
nected. In Section 1, after introducing the notation, we provided the background infor-
mation on both knowledge update and erasure, restricted to Dalal measure. In the next
section we showed how update and erasure, given Dalal measure and a literal input on
the one hand, and forgetting on the other, are inter-definable.

Our preliminary results show that these results can be extended to more general
measures such as Winslett measure. We also believe interesting accounts of forgetting,
where the input is an arbitrary sentence, can be given based on the interconnections
provided here. We will address these issues in our future work.
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Abstract. Eligibility traces have been shown to substantially improve the 
convergence speed of temporal difference learning algorithms, by maintaining a 
record of recently experienced states. This paper presents an extension of 
conventional eligibility traces (compiled traces) which retain additional 
information about the agent’s experience within the environment. Empirical 
results show that compiled traces outperform conventional traces when applied 
to policy evaluation tasks using a tabular representation of the state values. 

1   Introduction 

Reinforcement learning addresses the problem of an agent interacting with an 
environment. At each step the agent observes the current state and selects an action. 
The action is executed and the agent receives a scalar reward. The agent has to learn a 
mapping from state-to-action to maximise the long-term reward. One way to do this is 
to learn the expected return, either per state or per state-action pair. Many algorithms 
for learning these values are based on the use of temporal differences (TD) [1] where 
the value of the current state at each step is used to update the estimated value of 
previous states. 

It is well-established that the use of eligibility traces can substantially improve the 
performance of TD algorithms [2, 3]. These traces maintain a record of states and 
actions experienced earlier in the current episode, allowing the value of those states 
and actions to be updated based on the states and rewards encountered later in the 
episode. However conventional eligibility traces exhibit a fundamental limitation, in 
that they only record information about the current episode – all information about the 
previous episode is discarded from the traces whenever a new episode commences. 
(Watkins’ Q(λ) algorithm [4] is even more restricted in that it clears all traces 
whenever a non-greedy action is performed). 

In this paper we propose the use of an extended form of eligibility trace which we 
will refer to as a compiled trace. Compiled traces differ from conventional traces in 
two important ways: First, they contain information about states experienced in all 
previous episodes, not just those from the current episode. Second, compiled traces 
identify and support learning for sequences of states which are possible within the 
environment but which have yet to actually be observed (Note: for reasons of 
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simplicity we will primarily discuss compiled traces with regards to the task of 
learning state values under a fixed policy (policy evaluation). However these methods 
can readily be extended to learning action values, as required in policy-iteration 
algorithms such as Q-Learning). 

2   Motivation for Compiled Traces 

Figure 1 illustrates a simple, probabilistic environment designed to illustrate the 
difference between conventional eligibility traces and compiled traces. Consider a 
situation in which the first two episodes observed by the agent consisted of the 
sequences A-C-D-F and B-C-D-G. Assuming that the estimated value of all states 
starts at 0, then following the first episode the values for states A, C and D will all 
have been trained towards the reward of -1 received on the final transition. After the 
second episode, the values for states B, C, and D will have been altered in the 
direction of the reward of +10. Notice that using conventional traces states A and B 
will have quite different values at this point, although it can be seen from Figure 1 
that in the long run they should have identical values. This illustrates a weakness of 
conventional eligibility traces — by including only information gathered during a 
single episode they are sensitive to any stochasticity in the environment. 
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Fig. 1. An environment consisting of 7 states. A and B are the possible starting states for each 
episode, whilst F and G are terminal states. Arcs are labelled with their transition probabilities 
and associated rewards; probabilities of 1.0 and rewards of 0 have been omitted for clarity.  

This issue can be addressed by extending the eligibility traces to include the values 
from multiple prior episodes. One relatively simple approach would be to calculate a 
single-episode trace as per normal, but in addition to calculate and store at each state a 
mean of the values of the single-episode trace at each time that state was visited. 
These mean-traces would then be used within the TD updates. In the previous 
example, this would result in state A also being updated during the second episode as 
state D would have 0.5 as its mean-trace value for both states A and C.  

Whilst this mean-trace approach should offer some benefits compared to 
conventional single-episode traces in alleviating the effects of under-sampling within 



 Enhanced Temporal Difference Learning Using Compiled Eligibility Traces 143 

probabilistic environments, it still fails to fully utilise all information available from 
previous episodes. Consider again the environment from Figure 1, and assume that 
the following three episodes have been observed: A-C-D-F, B-C-E-F and B-C-E-G. 
Under these circumstances the mean-trace algorithm will not update the value of state 
A during the third episode because the mean-trace stored for A at E is 0, as no 
sequence with A as a predecessor of E has ever been observed. 

However from the two earlier episodes it is possible to infer that whilst the 
sequence A-C-E has not yet been observed, it must be possible for it to occur as the 
sub-sequences A-C and C-E have been observed (assuming the environment to be 
Markov, which is a standard assumption for many applications of TD methods). 
Therefore it should be possible to include state A amongst the states to be updated as 
a result of the third episode. A possible means by which such updates could be 
achieved is to use the traces stored at each state to indicate not just the extent to which 
other states have previously been observed as predecessors to this state (as is the case 
for mean-traces) but more generally the extent to which those other states could occur 
as predecessors to this state. We will refer to any trace algorithm which works in this 
manner as a compiled trace, as the trace stored at each state is essentially a 
compilation of all knowledge about that state’s predecessors.  

Construction of compiled traces can be achieved through a relatively simple boot-
strapping process. Whenever a transition is observed from state s to state s′ then the 
compiled traces stored at s′ are updated to reflect a combination of their current values 
and the values of the compiled traces stored at s. 

In the previous example, following the first episode state C will have a non-zero 
compiled trace for state A, whilst state D will have non-zero traces for both of its 
observed predecessors (states A and C). Following the second episode, state C will 
have non-zero traces for both A and B, whilst state E will have non-zero traces for 
both these states as well (having ‘learnt’ about state A via state C). Therefore when 
the transition from E to G occurs during the third episode, the value for state A will be 
updated (in addition to the values for B and C which would have been updated using 
conventional or mean traces). 

3   Comparison to Other Learning Algorithms 

3.1   Conventional Eligibility Traces 

The example given in the previous section demonstrates the primary advantages of 
compiled traces over conventional eligibility traces. By storing information gleaned 
from all previous episodes rather than just the current episode, compiled traces allow 
a larger number of states to be updated after each step within the environment which 
should enable faster learning. This would be expected to be of particular benefit in 
environments containing a stochastic element in either the state transitions or the 
rewards, as under-sampling in such environments can skew the estimated values of 
states. By sharing updates across all possible predecessor states compiled traces 
reduce the effects of such stochastic variations. 
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3.2   Model-Based Methods 

The ability to learn about sequences of states which are possible within an 
environment but yet to be observed can also be provided by model-based learning 
methods such as the Dyna methods [5]. These learning algorithms build a model of 
the environment by learning the successors of each state on the basis of observed 
transitions. This model can then be used to generate simulated episodes which can be 
learnt from in the same manner as episodes experienced in the actual environment. 

There are some similarities between model-based methods and compiled trace 
methods. Both construct values reflecting the likelihood of particular sequences of 
states being observed on the basis of the actual sequences observed. However the 
model-based approach is ‘forward-looking’ and limited in scope in that each state 
learns the likelihood of every state occurring as an immediate successor, whereas 
compiled traces are ‘backward-looking’ and unlimited in scope, as each state learns 
about all of its predecessor states, no matter how distant. 

3.3   Goal-Independent Reinforcement Learning 

Some similarities also exist between compiled traces and goal-independent 
reinforcement learning algorithms such as DG-Learning [6] and Concurrent Q-
Learning [7]. These goal-independent algorithms also update the values of states and 
actions which were not directly involved in the current episode. This is achieved by 
learning an explicit distance from every state to each other state, and using graph 
relaxation techniques to dynamically update these values if a shorter path is 
experienced. 

These goal-independent algorithms have similar storage costs as compiled traces, 
but potentially are more computationally expensive. In addition the relaxation 
techniques are only applicable in the context of learning distance values, whilst 
compiled traces can be applied to arbitrary reward functions. 

4   Implementing Compiled Traces 

The main issue to be resolved in implementing compiled traces is the manner in 
which the current values of the traces at state s′ are combined with the values stored at 
s when a transition from s to s′ is observed (as outlined in Section 2). We believe 
there are three main approaches which could be utilised. 

4.1   All-Visits-Mean (AVM) Traces 

This algorithm sets the compiled traces at each state equal to the mean of the traces of 
its immediate predecessor states, weighted by the frequency of occurrence of each 
predecessor. Each state s in S (the set of all states in the environment) stores a 
compiled trace Ts,s′ for all states s′ in S. Each state s also stores Ns which records the 
number of times that state has been visited, and Es,s′ which sums the values of the 
traces of the state immediately preceding s over all episodes. All of these variables are 
initialised to zero. Whenever a transition from state s to s′ is observed Ts,s is  
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set to 1, and the values stored at s′ are updated as follows (where  is the trace decay 
parameter as used in conventional eligibility traces, and  is the discounting factor): 

Ns′ = Ns′ + 1                                                                       (1) 

Es′,s″ = Es′,s″ + Ts,s″ ∀ s″ in S                                              (2) 

Ts′,s″ = Es′,s″ /Ns′ ∀ s″ in S                                                     (3) 

If state s′ is the first state in an episode, then step 2 is omitted (effectively combining 
the current compiled trace with an all-zero predecessor trace). 

AVM traces reflect the best approximation to the predecessor probabilities 
observed so far, and so should promote rapid, accurate learning. However they weight 
all episodes equally regardless of their currency, which means the traces will adapt 
slowly (and never fully) to dynamic environments in which the transition probabilities 
change over time. This is a significant issue for the use of compiled traces for policy 
iteration, as in Q-learning [4]. Even if the environment itself is static, the policy 
followed will change over time, so retaining information from previous episodes may 
result in traces which no longer reflect the current policy. This is an issue with any 
compiled trace algorithm, but particularly for the AVM form due to its infinitely long 
memory of previous episodes. 

4.2   Recent-Visit-Mean (RVM) Traces 

To adapt to dynamic environments, the traces must forget about episodes which are 
no longer relevant. One means to achieve this is to calculate the mean of the 
predecessor traces over a fixed number of recent visits to this state. This can be 
implemented using a queue at each state to store the predecessor traces for the most 
recent visits. The sensitivity of the agent to environmental changes can be altered by 
varying the length of the queue (which we will denote as v). Smaller values for v will 
place a greater emphasis on more recent learning episodes. 

4.3   Blended Traces 

This approach aims to be better suited to dynamic tasks than AVM traces by placing a 
larger weighting on more recent experience. In this algorithm the traces at s′ are 
updated following a transition from s, as follows (where  is a blending parameter 
with 0  1): 

Ts′,s″ = Ts′,s″ + (1- ) Ts,s″ ∀ s″ in S                                                      (4) 

If s′  is an initial state then the update is: 

Ts′,s″ = Ts′,s″ ∀ s″ in S                                                         (5) 

The emphasis which the system places on recent experience is controlled via the  
parameter – larger values of  will place more weight on accumulated past experience 
(as stored in Ts′,s″), whilst smaller values will make the system more responsive to 
recent experience (Ts,s″).  

One possible problem with using a static value for  is that it will take several 
visits to a state before the traces grow significantly from their initial zero values, 
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which will slow early learning. A potential solution is suggested by viewing AVM 
traces as a specialised form of a blending trace where the value of  is determined 
dynamically at each state to be equal to (Ns′ - 1)/Ns′. It may be possible to combine the 
early learning speed of this approach with the on-going flexibility of blending by 
setting  = ((Ns′)

n-1)/ (Ns′)
n where n is a fixed value just smaller than 1, or 

alternatively  = min((Ns′ - 1)/Ns′, max) where max is an upper-bound on the value of 
. In this paper we have used the latter approach. 

4.4   Comparison of Compiled Trace Algorithms and TD(λ) 

Both RVM and blended traces can be seen as generalizations of the AVM form of 
compiled traces. Behaviour identical to AVM can be produced by setting the 
algorithm’s parameter appropriately (using queue length v=  for RVM or max=1 for 
blended traces). Similarly both algorithms are a generalization of conventional TD(λ), 
which can be obtained by using v=1 or max=0. Therefore previous proofs of the 
convergence properties of TD(λ) (such as [8]) apply to these compiled trace 
algorithms, at least for these specific choices of parameter. Extension of these proofs 
to the more general form of these algorithms is an area for future work. 

5   Experimental Method 

5.1   The Layered-DAG Test Suite 

The experiments reported in this paper are based on a suite of policy evaluation test-
beds (the Layered-DAG tests). These test environments are defined by a directed 
acyclic graph, in which each node represents a state. The nodes have been grouped 
into layers with arcs from each node in a layer to each node in the next layer. Each arc 
is assigned a random probability of occurrence (with the probabilities on the outgoing 
arcs from each node normalised so as to sum to 1). Each episode commences at a 
randomly selected node in the first layer, and ends when the environment moves to a 
terminal state in the final layer. Each terminal node is assigned a unique fixed reward 
in the range 0..n-1, where n is the number of nodes in the terminal layer.  

This test suite has two advantages for this research. First the true value of each 
state in the environment can readily be calculated. Secondly a range of problems of 
varying difficulty can be generated by altering the number of layers in the graph or 
the number of nodes in each layer. This allows an investigation of the relative ability 
of compiled and conventional traces as the problem difficulty is increased. 

For each variant of the Layered-DAG problem, various combinations of 
parameters were trialed for both the conventional and compiled traces. For each set of 
parameters, 20 trials were run using different random number generators to assign the 
transition probabilities within the graph. Each trial consisted of a number of episodes 
equal to 50 multiplied by the number of nodes per layer, to ensure that on average 
each state would experience the same number of visits regardless of the size of the 
test problem. 

After each learning episode, the root mean squared error of the table values 
compared to the actual state values was calculated. This was averaged over all 
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episodes of each trial, and then over each trial for a given set of parameters. This 
measure was chosen as it requires the learning algorithm to converge both rapidly and 
to a good approximation of the actual values — both of these properties are important 
if the algorithm is to be applied in an on-line context. 

5.2   Choice of Compiled Trace Algorithm 

Both the RVM and blended forms of the compiled trace algorithm were investigated. 
Very little variation was noted between the two algorithms, and hence for space 
reasons only the blended trace results will be reported in this paper. Given the similar 
performance of these two variants of compiled traces the blended form is to be 
preferred due to the much greater space requirements of the RVM form. 

6   Results and Discussion 

The graphs in Figures 2–4 summarise the performance of the blended trace algorithm 
across all variants of the Layered-DAG problem (each variant is identified as NxM 
where N is the number of nodes per layer, and M is the number of layers). The results 
have been normalized relative to the lowest mean RMSE error obtained on each 
variant of the problem, to facilitate comparison across these variants. Note that the 
first data-point in each graph (corresponding to max=0) indicates the performance of 
conventional TD(λ). 

It can immediately be seen that non-zero values of max significantly improve on 
the results achieved using standard TD(λ). The TD(λ) error rate is on the order of 15-
45% higher than that obtained using the optimal value of max. Importantly the trend is 
that the improvement due to using compiled traces increases as the complexity of the 
problem (either the number of states per layer or the number of layers) is increased.  
The performance of the compiled trace algorithm is relatively insensitive to the choice 
of max, with good results obtained across a wide range of values. As the episode 
length increases, the optimal choice of max gradually decreases. 

An examination of the best values found for the  (learning rate) and λ parameters 
gives some insight into the reasons for the improved performance achieved using 
compiled traces. Whilst the  values were similar for both algorithms, the best results 
for compiled traces were achieved using far higher values for λ than were beneficial 
for TD(λ). Figure 5 illustrates this for the 8x20 Layered-DAG problem, showing the 
mean RMSE curves achieved during learning for both algorithms using their optimal 
parameter settings and for TD(λ) using the compiled trace algorithm’s optimal 
settings. A higher λ value produces rapid early learning when used in conjunction 
with either conventional or compiled traces, by maintaining higher traces for (and 
therefore making larger changes to the values of) states encountered early in each 
episode. However TD(λ) fails to converge to a suitably low final error when using 
this λ value, as these large trace values cause the values of early states to be overly 
reactive to the reward received in the most recent episode. In contrast using compiled 
traces, the change due to most recent reward are ‘spread’ across many possible 
predecessor states, thereby moderating the impact of the stochasticity in the 
environment. 
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Figs. 2–5. Graphs of the normalised root-mean-squared-error (averaged over all episodes of all 
trials) against the max parameter for the 10 layer (top-left), 20 layer (top-right) and 30 layer 
(bottom-left) variants of the Layered-DAG task. The bottom-right graph plots RMSE (averaged 
over all trials) against learning episodes on the 8x20 task. 

7   Conclusion and Future Work 

7.1   Comparison of Conventional and Compiled Traces 

This paper has demonstrated both by example and through empirical results that the 
use of compiled eligibility traces can substantially improve the performance of an 
agent using temporal difference learning methods, particularly in highly probabilistic 
environments. On the Layered-DAG tasks compiled traces gave a 15-45% reduction 
in error compared to conventional traces (implemented by setting the max parameter 
to 0). 

Thus far these benefits have been demonstrated only in the simplest of TD learning 
tasks (evaluation of a static policy using a tabular representation of the state values). 
Further experiments will be required to determine the effectiveness of compiled traces 
on more difficult problems, particularly those involving dynamic environments or 
policy iteration tasks. It would also be beneficial to formally analyse the convergence 
properties of TD algorithms using compiled traces. 

The primary disadvantage of compiled traces compared to conventional traces is 
the additional memory and computational overhead — a naïve implementation of 
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TD(λ) is order O(|S|), whereas a similarly naïve compiled traces implementation is 
O(|S|2). It has been shown that the costs of TD(λ) can be reduced by ignoring near-
zero traces — this technique may be less applicable to compiled traces however as the 
proportion of near-zero traces is likely to be significantly lower. However it may still 
be possible to discover more efficient implementation techniques similar to those used 
for TD(λ) by [9]. 

A further issue which needs to be addressed in order to scale up compiled traces to 
larger problems is integrating it into function approximation algorithms, as has 
previously been achieved for conventional traces. We intend to explore the use of 
compiled traces with localized function approximators such as tile-partitioning [10] 
and resource-allocating networks [11]. 

7.2   Using Compiled Traces for Planning and Exploration 

Whilst the primary motivation behind compiled traces is to maximise the amount of 
learning possible from each interaction with the environment, it may also prove 
possible to utilise the additional information stored in these traces for other purposes. 
One possible application would be within an intelligent exploration algorithm. Such 
an algorithm might identify a particular state worthy of further exploration (for 
example a region of state space which has been under-explored, or not visited 
recently) and set it as a sub-goal. With conventional eligibility traces there is no 
knowledge within the system of how to move from the current state towards this sub-
goal state, and hence no way to select actions to carry out the desired exploration. 

Compiled traces also do not directly encode this information in the way that a goal-
independent learning system does. However the values of the traces at the sub-goal 
state may give some guidance as to the correct actions. If the system is currently at 
state s and the sub-goal is at state g, we would select the action a which gives the 
highest value for Tg,s,a (the trace stored at g for the combination of s and a). If Tg,s,a is 
zero for all values of a, then we could either select an action randomly, or select 
greedily with respect to the overall goal. This process would be repeated for all states 
encountered until state g is reached. Whilst this approach is unlikely to result in the 
optimal path from s to g, it is likely to be significantly more efficient than random 
exploration in search of g, and incurs a relatively small computational cost. 

This may be an area in which compiled traces provide benefits relative to model-
based approaches, as the ‘backward-looking’ nature of compiled traces may allow 
more efficient planning of exploration than the ‘forward-looking’ models can achieve. 
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Abstract. Current artificial immune system (AIS) classifiers have two major
problems: (1) their populations of B-cells can grow to huge proportions and (2)
optimizing one B-cell (part of the classifier) at a time does not necessarily guar-
antee that the B-cell pool (the whole classifier) will be optimized. In this paper,
we describe the design of a new AIS algorithm and classifier system called simple
AIS (SAIS). It is different from traditional AIS classifiers in that it takes only one
B-cell, instead of a B-cell pool, to represent the classifier. This approach ensures
global optimization of the whole system and in addition no population control
mechanism is needed. We have tested our classifier on four benchmark datasets
using different classification techniques and found it to be very competitive when
compared to other classifiers.

Keywords: artificial immune systems, classification, instance-based learning.

1 Introduction

Classification is a commonly encountered decision making task. Categorizing an object
into a predefined group or class based on a number of observed attributes related to
an object is a typical classification problem [1]. There have been many studies which
examined artificial intelligence (AI) techniques such as genetic algorithms (GAs) and
artificial neural networks (ANNs) as classifier systems [2,3].

A more recent form of AI technique known as the artificial immune system (AIS) is
rapidly emerging. It is based on the natural immune system principles and it can offer
strong and robust information processing capabilities for solving complex problems.
Just like the ANNs, AIS can learn new information, recall previously learned informa-
tion, and perform pattern recognition in a highly decentralised way [4]. Applications of
AIS are various and include data analysis, scheduling, machine learning, classification,
and security of information systems [5,6,7,8,9,10].

However, there are two fundamental problems with current AIS classifier systems.
The first problem is related to population control where it has been found that the num-
ber of B-cells, which match some antigens, increases, through cloning and mutation,
to such an amount that it usually overtakes the entire population of B-cells [11]. Also,
most AIS classifier systems make use of populations of B-cell pools and the problem
which we have identified is that optimizing one B-cell, which is only part of the clas-
sifier, at a time does not guarantee the optimization of the B-cell pool, which is the
complete classifier.
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This study will introduce a new AIS algorithm and classifier system which will re-
solve the two problems mentioned above without sacrificing the classification perfor-
mance of the system. Section 2 provides some related work, whilst in section 3 we
explain the algorithm and development of our new classifier system. Section 4 provides
details of the tests performed and results obtained, and section 5 concludes our paper.

2 Related Work

2.1 Resource Limited AIS (RLAIS)/Artificial Immune Network (AINE)

One of the first AIS created by Timmis, Neal and Hunt [7] was an effective data analysis
tool. It could achieve good results by classifying benchmark data into specific clusters.
However, a number of problems were clear: (1) the population control mechanism was
not efficient in preventing an exponential population explosion with respect to the net-
work size and (2) the resultant networks became so large that it was difficult to interpret
the data and identify the clusters [12]. To address the issues raised by their first AIS, the
authors proposed a new system called the resource limited AIS (RLAIS), which was
later renamed to artificial immune network (AINE).

RLAIS makes use of artificial recognition balls (ARBs), which was inspired by
Farmer, Packard and Perelson [13] in describing antigenic interaction within an immune
network. The ARBs represent a number of identical B-cells and must compete for these
B-cells based on their stimulation level. They reduce complexity and redundant infor-
mation in the network [14]. However even though ARBs are essentially a compression
mechanism that takes B-cells to a higher granularity level, the population of B-cells still
grows rapidly to huge proportions [11]. A limited number of B-cells were predefined in
RLAIS in order to solve this problem and to have an effective control of the population
expansion.

2.2 Self-Stabilising AIS (SSAIS)

SSAIS was developed in an attempt to solve the problems of RLAIS. Neal [9] identified
the two fundamental problems in (1) the nature of the resource allocation mechanism
and (2) the non-continuous nature of the synchronous update mechanism. The second
problem is of minor importance to this study and it was easily resolved by reviewing
the RLAIS algorithm and making sure that all the functionalities of the algorithm were
fully operational after the presentation of every data items.

The first problem was resolved by making changes to the way the ARBs work. In
RLAIS, a predefined number of resources were allocated to ARBs by order of and
in proportion to their stimulation level. On the other hand, in SSAIS, each ARB can
increase its own resource allocation by registering the highest stimulation level for any
incoming data item and increment its resource holding by adding its current stimulation
level [9]. Since there are no longer a limited number of resources in SSAIS, it makes
use of a mortality constant and a decay rate to control the network population size.

2.3 Artificial Immune Recognition System (AIRS)

The main study which regards AIS as a classifier system was done by Watkins [8].
The classifier system was named artificial immune recognition system (AIRS) and it
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was based on the principle of RLAIS and made use of ARBs. AIRS has proved to be
a very powerful classification tool and when compared with the 10-30 best classifiers
on publicly available classification problem sets, it was found to be among the top 5-8
classifiers for every problem set, except one in which it ranked second [15].

AIRS is considered to be a one-shot algorithm in that the training data is presented
to the system only once [15]. One major problem that we have identified with the AIRS
learning algorithm is that it does not guarantee the generation of an optimal classifier.
AIRS also controls its population by removing the least stimulated cells from its B-cell
pools; however, these cells, being the least stimulated for one specific antigen, might
have very high affinity with other antigens, leading to a loss of good B-cells. Thus,
optimizing one part (B-cell) of the system might have a negative effect on the immune
system as a whole.

3 Simple Artificial Immune System (SAIS)

This section presents an overview of our proposed algorithm and classifier system
which was named simple artificial immune system (SAIS). As its name implies, SAIS
is very simple in that it adopts only the concept of affinity maturation which deals with
stimulation, cloning and mutation as opposed to currently available AIS which tend to
focus on many particular subsets of the features found in the natural immune system. It
is also a compact classifier using only a predefined number of exemplars per class. This
will be further discussed in the next section.

3.1 The Algorithm

In a conventional AIS algorithm (such as [15]), a classifier system is constructed as a
set of exemplars that can be used to classify a wide range of data and in the context
of immunology, the exemplars are known as B-cells and the data to be classified as
antigens. A typical AIS algorithm operates as follows:

1. First, a set of training data (antigens) is loaded and an initial classifier system is
created as a pool of B-cells with attributes either initialised from random values or
values taken from random samples of antigens.

2. Next, for each antigen in the training set, the B-cells in the cell pool are stimulated.
The most highly stimulated B-cell is cloned and mutated, and the best mutant is
inserted in the cell pool. To prevent the cell pool from growing to huge proportions,
B-cells that are similar to each other and those with the least stimulation levels are
removed from the cell pool.

3. The final B-cell pool represents the classifier.

The conventional AIS algorithm is shown in Figure 1. From the description of the algo-
rithm, three problems are apparent with conventional AIS algorithms:

1. Only one pass through the training data does not guarantee the generation of an
optimal classifier.

2. Finding optimal exemplars does not guarantee the generation of an optimal clas-
sifier as local optimizations at the B-cell level does not necessarily imply global
optimization at the B-cell pool level.
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Fig. 1. Conventional AIS Algorithm

3. The simple population control mechanism of removing duplicates cannot guaran-
tee a compact B-cell pool size. Many of the early AIS classifiers reported in the
literature [14,11] suffer from the problem of huge size. Good exemplars may be
lost during the removal process. We have experimented with a conventional AIS
classifier and found the size of the cell pool to grow to astronomical proportions
when using such a simple population control mechanism.

In order to address these issues, we have designed the SAIS algorithm to operate as
follows:

1. First, a set of training data (antigens) is loaded and an initial classifier system is
created as single B-cell containing a predefined number of exemplars initialized
from random values. The purpose and content of our B-cell is different from the
one used in conventional AIS algorithms. Our B-cell represents the complete clas-
sifier and it contains one or more exemplars per class to classify data. A B-cell in
a conventional AIS algorithm, however, represents exactly one exemplar and the
complete classifier is made up of a pool of B-cells.

2. Next, an evolution process is performed and iterated until the best possible classi-
fier is obtained. The current B-cell is cloned and mutants are generated using the
hypermutation process found in natural immune systems. If the classification per-
formance of the best mutant is better than that of the current B-cell, then the best
mutant is taken as the current B-cell. Our measure of stimulation is different from
one used in conventional systems in that we make use of classification performance
as a measure of stimulation of the complete classifier on all the training data rather
than the distance (or affinity) between part of the classifier (a B-cell) and part of the
data (an antigen).

3. The current B-cell represents the classifier.
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The SAIS algorithm is shown in Figure 2.

SAIS algorithm
1 Load antigen population (training data)
2 Current B-cell = randomly initialized B-cell
3 Termination condition = B-cell with maximum performance
4 Do while NOT termination condition
4.1 Clone and mutate current B-cell
4.3 Calculate stimulation levels of mutated B-cells

(classification performance of B-cell)
4.2 New B-cell = mutated B-cell with best performance
4.3 If performance of new B-cell > current B-cell

Current B-cell = new B-cell
EndDo

5 Classifier = current B-cell

Fig. 2. SAIS Algorithm

Using a B-cell to represent the whole classifier rather than part of the classifier has
several advantages:

1. Optimizations are performed globally rather than locally and nothing gets lost in
the evolution process.

2. There is no need for any population control mechanism as the classifier consists
of small predefined number of exemplars. So far in our experiments we have used
only one exemplar per class to be classified. This ensures the generation of the most
compact classifier that is possible.

3.2 Model Development

SAIS was implemented in Java using the Repast1 agent-based modelling framework.
We used three different types of classification methods. One of the methods is exemplar-
based while the two others are function-based. In the exemplar-based method, the at-
tributes of a single exemplar per class are stored in the classifier. If there are two classes,
for instance, the complete classifier will consist of two exemplars and their attributes.
However, in the function-based method, the whole classifier will consist of only one
set of parameters for the function in question whether or not there are one or multiple
classes.

Minimum Distance Classification Method. In this exemplar-based method, we make
use of a distance measure to classify the data. This approach is adapted from instance-
based learning (IBL) [16] which is a paradigm of learning in which algorithms store
the training data and use a distance function to classify the testing data. The distance
function used in our classifier is the heterogeneous Euclidean-overlap metric (HEOM)

1 Available from http://repast.sourceforge.net
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[17] which can handle both categorical and continuous attributes. Categorical attributes
are handled by the overlap part:

overlap(x, y) =
{

0, if x = y where x = exemplar; y = antigen
1, otherwise

while continuous ones are handled by the Euclidean part which is calculated as:

euclidean(x, y) =

√√√√ n∑
i=1

(xi − yi)2 where n = number of attributes

The overall HEOM distance function is thus defined as:

distance(x, y) =
{
overlap(x, y), if categorical attributes
euclidean(x, y), if continuous attributes

The minimum distance is then chosen to determine to which class to classify each anti-
gen (see Figure 3). The percentage of correctly classified data can thus be generated.
The B-cell undergoes cloning and mutation and the process described above is repeated
until an optimal classifier is obtained. It should also be noted that our model normal-
ize all the training data before the training process starts. This avoids the problem of
overpowering the other attributes if one of them has a relatively large range.

Fig. 3. Minimum Distance Classification Method of SAIS

Discriminant Analysis (DA) Classification Method. A second classification method
that we use is an equivalent of the discriminant analysis (DA) statistical technique. DA
is usually used to classify observations into two or more mutually exclusive groups by
using the information provided by a set of predictor attributes. It was first proposed by
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Fisher [18] as a classification tool and has been reported as the most commonly used
data mining techniques for classification problems. It takes the form of:

y = c+
n∑

i=1

wixi where n = number of attributes (Normal DA)

DA multiplies each independent attribute (x) by its corresponding weight (w) and adds
these products and the constant (c) together, resulting in a single discriminant score
(y). In our model, we did not make use of the constant and our DA function-based
classification method is thus defined as:

y =
n∑

i=1

wixi (SAIS DA)

The classifier optimizes the classification score (y) by evolving the weights (w) of all
the different attributes (x).

Polynomial Classification Method. A third method that we use as part of our clas-
sifier is polynomial, a non-linear statistical technique. A polynomial is a mathematical
expression involving the sum of a constant and powers in one or more attributes multi-
plied by the coefficients:

y = c+
n∑

i=1

wix
pi

i (Normal Polynomial)

Just like our DA technique, the polynomial technique used in SAIS is function-based
and does not make use of the constant. It is defined as:

y =
n∑

i=1

wix
pi

i (SAIS Polynomial)

In this classification method, the function is being optimized by evolving the weights
(w) and powers (p) of all the different attributes (x).

4 Experimentation and Results

The classification performance of SAIS was tested on four benchmark datasets. These
publicly available datasets were selected from the machine learning repository of the
University of California Irvine [19] and they are the (1) Breast cancer dataset with 9
categorical attributes and 2 classes; (2) Pima diabetes dataset with 8 continuous at-
tributes and 2 classes; (3) Iris plant dataset with 4 continuous attributes and 3 classes;
and (4) Wine recognition dataset with 13 continuous attributes and 3 classes.

To remain comparable with other classifiers reported in the literature [20], a 10-fold
cross-validation technique was used to partition each dataset into a training and a test-
ing set. SAIS was run 600 times on the 10 training sets of each dataset and results show
that, on average, the classifier becomes optimal after 200 iterations (see Figure 4). The
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classifier was then run on the 10 testing sets of each dataset and the results were av-
eraged. Table 1 shows the classification performance of SAIS when using the different
classification techniques while Table 2 shows the classification performance of SAIS
when compared to some other classifiers obtained from [20,15].

 0

 20

 40

 60

 80

 100

 120

 0  50  100  150  200  250  300  350

%
 o

f C
or

re
ct

ly
 C

la
ss

ifi
ed

 D
at

a

Number of Iterations

Fig. 4. Training Classification Performance V/S Number of Iterations

Table 1. Comparison of SAIS performance of different classification techniques

Classification Method Breast Diabetes Iris Wine

Minimum Distance 94.4% 77.4% 97.3% 97.1%

Discriminant Analyis 96.3% 77.0% 53.3% 33.1%

Polynomial 95.5% 69.8% 62.0% 33.1%

Based on our experiments, we have found that the minimum distance method is best
for datasets with linear attributes while DA and polynomial techniques show very poor
performances. When categorical attributes are involved, the difference in the classifica-
tion performances of the three different techniques is not big. We also found that, on
average, SAIS classifies well for datasets with few attributes (<10) and classes (<4).
The difference in performance between the best classifier of each dataset and SAIS
is small as shown in Table 2. SAIS even outperforms AIRS in the Diabetes and Iris
datasets. We also found that the classification accuracy of SAIS tends to decrease as
the number of attributes and classes increase. There is clearly a need to improve this
particular aspect of our classifier.
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Table 2. Comparison of SAIS and other classifiers classification performance

Rank Breast Cancer Diabetes Iris Wine

1 NB + kernel est 97.5% Logdisc 77.7% Gronian 100.0% IncNet 98.9%

2 SVM 97.2% IncNet 77.6% SSV 98.0% SSV, opt prune 98.3%

3 Naive MFT 97.1% DIPOL92 77.6% C-MLP2LN 98.0% kNN 97.8%

4 kNN 97.1% LDA 77.5% PVM 98.0% SSV opt node 97.2%

5 GM 97.0% SAIS 77.4% SAIS 97.3% SAIS 97.1%

6 VSS 96.9% SMART 76.8% AIRS 96.7% FSM 96.1%

7 FSM 96.9% GTO DT 76.8% Fune-I 96.7%

8 ... ...

12 SAIS 96.3 % LVQ 75.8%

13 ... ...

23 MML tree 94.8% AIRS 74.1%

24 ASR 94.7% C4.5 DT 73.0%

5 Conclusion and Future Work

In this study, we implemented a new and simple AIS algorithm and classifier to re-
move some of the drawbacks (population control, local and one-shot optimization) of
other AIS classifiers without sacrificing the classification performance of the system.
We tested SAIS on four benchmark datasets using different classification techniques
and found it to be a very competitive classifier.

Future work lies in improving the classification performance of SAIS for datasets
with large number of attributes (>10) and classes (>4). We intend to use multiple ex-
emplars per class and hope to get better classification performances. We also have the
intention of using an average and a k-Nearest Neighbour (kNN) distance method instead
of the minimum distance method. Replacing our HEOM with an heterogeneous value
difference Metric (HDVM) distance function is also envisaged since HDVM tends to
produce better results than HEOM [17]. This is to be used on datasets with a mixture of
categorical and continuous attributes.
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Abstract. It is an important subject to extract feature genes from microarray 
expression profiles in the study of computational biology. Based on an improved 
genetic algorithm (IGA), a feature selection method is proposed in this paper to 
find a feature gene subset so that the genes related to diseases could be kept and 
the redundant genes could be eliminated more effectively. In the proposed 
method, the information entropy is used as a separate criterion, and the crossover 
and mutation operators in the genetic algorithm are improved to control the 
number of the feature genes in the subset. After analyzing the microarray 
expression data, the artificial neural network (ANN) is used to evaluate the 
feature gene subsets obtained in different parameter conditions. Simulation 
results show that the proposed method can be used to find the optimal or 
quasi-optimal feature gene subset with more useful and less redundant 
information. 

Keywords: microarray, feature selection, genetic algorithm, information entropy. 

1   Introduction 

Currently, the genetics research concerns about the relationship of different genes more 
than the function of a certain gene with the development of microarray technology, which 
is one of the most recent and important experimental breakthroughs in molecular biology. 
We can look at many genes at once and determine which are expressed in a particular cell 
type by microarray. Further, we expect to find some genes that relate directly to a 
particular disease. So we need to exploit effective methods of feature selection to 
eliminate redundant genes as many as possible from a large amount of genes [1,2]. 

Two key problems have to be solved for feature selection: one is the criterion of best 
features, and the other is the search method to find best features.  

In machine learning, there are two approaches for feature selection: filter and 
wrapper [3]. Some quantificational criterions are usually used to evaluate feature subset 
in filter approach instead of accurate rate of classification in wrapper. 

                                                           
* Corresponding author. 
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Based on an improved genetic algorithm (IGA), a feature selection method is 
proposed in this paper to find a feature gene subset. The separate criterion based on the 
information entropy is used as the fitness evaluation in the IGA. The crossover and 
mutation operators are improved to meet the need of feature selection. The IGA is used 
to select the feature gene subset which contains the information of classification as 
much as possible from microarray expression profiles. The number of feature genes is 
controlled during the process of genetic operation to obtain subsets with different 
quantity of features. Then the subsets are evaluated by running the ANN classifier for 
different generations and deferent numbers of feature genes. In the end, we analyze the 
microarray data with 62 tissue samples of human gene expressions. The simulation 
results show that a better subset of feature genes can be found effectively using the 
proposed method.  

2   Mathematics Descriptions and Model of Feature Selection 

Microarray data consists of p probes and n DNA samples [4], and it can be described as 

a np ×  matrix, ][ ijxX = , where ijx  represents the expression data of the ith gene gi on 

the jth sample Xj.  
A vector can be used to represent a sample 

                  },...,,{ 21 piiii xxxX =                                                (1) 

Suppose that the DNA samples belong to K categories,  

                   Kωωω ,...,, 21 ,                                                            (2) 

The categories classified according to the ith feature gene subset are denoted as 

                   i
K

ii ωωω ,....,, 21 .                                                           (3) 

Let kn  be the number of samples which belong to kω  and i
kn  be the number of 

samples which belong to i
kω  according to the ith feature gene subset, and let i

jkn ,
 be 

the number of samples which belong to both 
jω  and i

kω . 

Since it has be supposed that there are p probes in microarray, the length of genetic 
string should be p. The string is denoted by a binary vector G 

                     },...,,{ 21 pgggG =                                                   (4) 

Each position in the string represents whether the corresponding gene would be 
involved in the subset. It means that if the ith gene is selected, 1=ig ; otherwise 

0=ig . For example, a five-featured set is },,,,{ 54321 gggggG = , a string {1 1 0 1 0} 

means that the subset is },,{ 421 gggG = .  
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3   Improved Genetic Algorithm 

A wrapper approach and an improved genetic algorithm is used in this paper to select 
the feature gene subset. 

After encoding the individual, the initial population is created randomly: for each 
individual, according to the number of assigned feature genes FN, we randomly select FN 
positions and set them as 1. The initial population size is taken as between 50 and 100. 

With the purpose of selecting feature gene subset in which the genes contribute to 
classifying more greatly for microarray data, the evaluation process of feature gene 
subset is made up of four steps: 

(1) Create an initial population with some individuals selected randomly. Every 
individual denotes a feature gene subset. 

(2) Take the genes that are not in the current subset out of the initial training set 
which is classified by k-means clustering to obtain the compressed training set. 

(3) Reclassify the compressed training set, and calculate its fitness value. 
(4) The fitness here corresponds to the separate criterion in feature extraction. Gini 

impurity index based on the information entropy is adopted in this paper, which 
is obtained through the Shannon entropy [5] 

( ) ( ) ( )( ) ( ) ( )
=

−=
n

i
iin xPxPxPxPxPH

1
21 |log||,...,|,| ωωωωω         (5) 

Square it under some condition: 

         ( ) ( ) ( )( ) ( )−=
=

n

i
in xPxPxPxPH

1

2
21

2 |12|,...,|,| ωωωω            (6) 

Where ( )xP i |ω  represents the conditional probability of the sample belonging to the 

category iω  under the condition x, and must satisfy the following 

condition: ( )
=

=
n

j
j xP

1

1|ω  

The Gini index is calculated for each category which is classified according to the 
current genetic individual. The fitness would be the reciprocal of the sum of all indexes. 
It can be written as  

                    ( )
=

=
K

k

i
k

i

Gini

C
Gf

1

)(
ω

                                                  (7) 

Where C is an adjustment factor, and Gi represents the ith genetic individual after 

encoding. ( )
=

K

k

i
kGini

1

ω  is the sum of the Gini index, in which  

( ) ( ) ( ) ( )[ ]
=

≠=
01

0|,...,|,|
2

1
21

2

i
k

i
k

i
kK

i
k

i
ki

k

n

nPPPH
Gini

ωωωωωωω         (8) 
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When the number i
kn  of the samples which belong to kω  according to the individual 

Gi, is equal to 0, the diversity of categories is supposed to be the maximum, with the 
value of 1, otherwise, it is equal to the Gini index, in which 

                ( )
i
k

i
jki

kj
n

n
P ,| =ωω .                                                  (9) 

It represents the posterior probability that the samples which belong to i
kω  after 

reclassifying according to Gi belonged to jω . Apparently the following equation is 

satisfied 

                     ( )
=

=
K

j

i
kjP

1

1| ωω                                               (10) 

After proposing the fitness function, the genetic operations are considered. The 
operators in the IGA are fitness proportional selection operator, the improved one-point 
crossover operator, and the improved basic mutation operator. 

(1) Selection operator 
The fitness proportional selection operator is adopted for the selection operation. 
(2) Improved crossover operator 
It is required that the number of feature genes must keep fixed during the process 

of the genetic operation, so an improved one-point crossover operator is developed 
here. In the crossover operation, it would be ensured that the positions of 0 and the 
positions of 1 which change by crossover operator are in the same quantity. First, for 
either of two individuals, calculate the number n0 of the positions of 0 and n1 of the 
positions of 1 when the corresponding positions in the two individuals are not the 
same. Then let n be equal to the smaller one. Choose a value of an integer k randomly 
in the range of [0,1,…,n] and cross over the first k positions of 0 and the first k 
positions of 1 that have been considered with the other individual. An example for 
the improved one-point crossover operator for n=n1=n0=5 and k=3 is shown in 
Figure 1. 

 

Fig. 1. An example of the improved one-point crossover operator 
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(3) Improved mutation operator 
For the same reason, an improved basic mutation operator is also developed. A 

position of 0 and a position of 1 are selected randomly to turn over at the same time. 
The number of generations is determined by the simulated experiment.  
After the genetic process, the individual whose fitness value is the largest one in the 

last generation is decoded. Then we have got the best feature gene subset. 
A classifier constructed by ANN is used to evaluate the results [6] using the test set. 

The index for evaluation is the accuracy of classification (Acc for short here), which is 
calculated by comparing with the initial classifying result. 

In addition, the fitness value based on the Gini index given in the algorithm can be 
another index for evaluation. It will be used to compare with the Acc value. 

4   Simulated Experimental Results and Analysis 

The results are reported from analyzing the colon set from Affymetrix which is arrayed 
with 62 tissue samples of 65000 oligonucleotide probes (40 tumors and 22 normal 
tissues). The data set actually used here is the expressions with 2000 human genes 
picked by Alon et al. [7]. 

50 samples (4/5 of all) are taken out of the data set as the training set and the rest 
samples are used as test set to evaluate the results. 

The evaluation process consists of two steps. First, the number of generations is 
increased to determine which one is the best according to the evaluated result. Then the 
feature subsets of different numbers of genes are evaluated to examine the effectiveness 
of the algorithm. 

I. Decision of the number of generations 
Two kinds of feature gene subsets whose FNs are 40 and 41 are evaluated with 

different numbers of generations (GNO for short) which are in the range of [0, 
1200]. The Acc values are recorded every 100 generations. The results are shown in 
Table 1: 

Table 1. The results of different generations 

FN=40 FN=41 

GNO Acc. GNO Acc.   GNO Acc.  GNO Acc.  
100 0.3843 700 0.3962  100 0.4536 700 0.5833 
200 0.4692 800 0.5971  200 0.5968 800 0.5293 
300 0.5126 900 0.4167  300 0.3900 900 0.6920 
400 0.5852 1000 0.6667  400 0.4230 1000 0.7821 
500 0.5833 1100 0.5157  500 0.5833 1100 0.7209 
600 0.4729 1200 0.5320  600 0.5833 1200 0.6853 

It can be seen from the table that there is a highest Acc value when GNO=1000. The 
intuitional exhibition is illustrated in Figure 2: 
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Fig. 2. The trend of the results of different generations 

Table 2. Evaluation results of subsets with different sizes 

The fitness based on the Gini index The classified accuracy 

FN Fitness FN Fitness  FN Acc. FN Acc. 

42 2.1552 21 0.468395  42 0.5833 21 0.5000 
41 2.30992 20 0.449494  41 0.7812 20 0.4167 
40 1.92105 19 0.526317  40 0.6667 19 0.4342 
39 1.1568 18 0.416938  39 0.5000 18 0.4722 
38 1.00237 17 0.465198  38 0.6732 17 0.5278 
37 1.165 16 0.41551  37 0.7084 16 0.4588 
36 0.977234 15 0.375939  36 0.5382 15 0.3889 
35 0.985222 14 0.377843  35 0.6235 14 0.3889 
34 0.958801 13 0.378833  34 0.4167 13 0.5556 
33 0.900999 12 0.381596  33 0.5625 12 0.6944 
32 0.810726 11 0.349861  32 0.5000 11 0.4722 
31 0.784092 10 0.377626  31 0.8351 10 0.3541 
30 0.599155 9 0.34971  30 0.4791 9 0.3750 
29 0.768351 8 0.347612  29 0.5278 8 0.3056 
28 0.783772 7 0.353035  28 0.5208 7 0.6042 
27 0.684251 6 0.324282  27 0.5417 6 0.4444 
26 0.569178 5 0.322767  26 0.2778 5 0.4167 
25 0.570255 4 0.336273  25 0.5833 4 0.3889 
24 0.500108 3 0.3103  24 0.5556 3 0.2916 
23 0.517073 2 0.28773  23 0.5278 2 0.3611 
22 0.531320 1 0.26843  22 0.3895 1 0.1255 
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II. Evaluation of the subsets with different sizes 
Next, 42 feature gene subsets whose GNOs are all 1000 and FNs are between 42 and 

1 are analyzed to find which subset is the best. The fitness value and the Acc value are 
recorded for each subset. Furthermore, the effect of the algorithm will be shown by 
comparing the values and the trends of the two indexes. 

From Table 2, it can be seen that there is a highest fitness value when FN=41, while 
the Acc value is the highest when FN=31. There are high Acc values when FN=38, 41, 
and the classification accuracy of the three subsets are all more than 80%. 

The trend charts are shown in Figure 3 and Figure 4. 

 

Fig. 3. The trend of fitness value 

 

Fig. 4. The trend of Acc value 
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In Figure 3, it can be seen that the fitness value increases calmly with the size of 
subsets, and increases sharply when FN=40. There is a highest value when FN=41. 

In Figure 4, it can be seen that there is a trend of fluctuant increasing with the 
increase of the size of the subsets. 

Comparing the two charts, it is found that there is always a wave crest in the Acc 
value trend when the fitness value is a local extremum at the same point. For example, 
the fitness value is an extremum of 0.768351 when FN=29, while the Acc value is 
0.8351 when FN=31; the fitness is 1.165 when FN=37 while the Acc is 0.7084; the 
fitness is 2.30992 when FN=41 while the Acc is 0.7821. 

It means that there is something related between the two indexes that reflect the 
contribution of the feature gene subset to the classification. 

The results obtained from the proposed method are also compared with those 
obtained by the two methods based on decision forest in Reference [8]. The best 
accuracy obtained by frequency method is 0.865 when FN=39, and it is 0.8767 by 
permutation method when FN=26. In this paper, the size of the feature gene subset can 
be controlled well by the IGA without assisting of other ways, so the process of the 
feature selection is more refined that in some existing methods. 

5   Conclusions 

With the purpose of extracting the gene subset to simplify the data for analysis, an 
improved genetic algorithm with the information entropy as the index of evaluation for 
classification property is proposed to handle the microarray data. It can eliminate more 
redundant genes, and especially it can control the size of the feature gene subset 
accurately for the future research of the attribute of genes. 

It can be seen from the simulated experimental results that the classified accuracy of 
the feature gene subset with the best size and the best number of generations reaches 
more than 80%. It is shown that the subset obtained using the proposed algorithm is 
satisfying. Furthermore, the relationship between the size of the feature gene subset and 
the contribution for classification of the subset revealed in this paper shows that a 
subset with a certain size which contains more useful information can be found by 
using the proposed method. 
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Abstract. The SVM based Recursive Feature Elimination (RFE-SVM)
algorithm is a popular technique for feature selection, used in natural
language processing and bioinformatics. Recently it was demonstrated
that a small regularisation constant C can considerably improve the per-
formance of RFE-SVM on microarray datasets. In this paper we show
that further improvements are possible if the explicitly computable limit
C → 0 is used. We prove that in this limit most forms of SVM and ridge
regression classifiers scaled by the factor 1

C
converge to a centroid clas-

sifier. As this classifier can be used directly for feature ranking, in the
limit we can avoid the computationally demanding recursion and convex
optimisation in RFE-SVM. Comparisons on two text based author verifi-
cation tasks and on three genomic microarray classification tasks indicate
that this straightforward method can surprisingly obtain comparable (at
times superior) performance and is about an order of magnitude faster.

1 Introduction

The Support Vector Machine based Recursive Feature Elimination (RFE-SVM)
approach [1] is a popular technique for feature selection and subsequent classi-
fication, especially in the bioinformatics area. At each iteration a linear SVM is
trained, followed by removing one or more “bad” features from further considera-
tion. The goodness of the features is determined by the absolute value of the cor-
responding weights used in the SVM. The features remaining after a number of
iterations are deemed to be the most useful for discrimination, and can be used to
provide insights into the given data. A similar feature selection strategy was used
in the author unmasking approach, proposed for the task of authorship verifica-
tion [2] (a sub-area within the natural language processing field). However, rather
than removing the worst features, the best features were iteratively dropped.

Recently it has been observed experimentally on two microarray datasets that
using very low values for the regularisation constant C can improve the perfor-
mance of RFE-SVM [3]. In this paper we take the next step and rather than pursu-
ing the elaborate scheme of recursively generating SVMs, we use the limit C → 0.
We show that this limit can be explicitly calculated and results in a centroid based
classifier. Furthermore, unlike RFE-SVM, in this limit the removal of one or more

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 170–180, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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features does not affect the solution of the classifier for the remaining features.
The need for multiple recursion is hence obviated, resulting in considerable com-
putational savings.

This paper is structured as follows. In Section 2 we calculate the limit C → 0.
In Sections 3 and 4 we provide empirical evaluations on two authorship attri-
bution tasks and on three bioinformatics tasks, respectively, showing that the
centroid based approach can obtain comparable (at times superior) performance.
A concluding discussion is given in Section 5.

2 Theory

Empirical risk minimisation is a popular machine learning technique in which
one optimises the performance of an estimator (often called a predictor or hy-
pothesis) on a “training set” subject to constraints on the hypothesis class. The
predictor f , which is constrained to belong to a Hilbert space H, is selected as the
minimiser of a regularised risk which is the sum of two terms: a regulariser that
is typically the squared norm of the hypothesis, and a loss function capturing
its error on the training set, weighted by a factor C > 0.

The well studied limit of C → ∞ results in a hard margin Support Vector
Machine (SVM). In this paper, we focus on the other extreme, the limit when
C → 0. This is a heavy regularisation scheme as the regularised risk is dominated
by the regulariser. We formally prove that if the classifier is scaled by the factor
1/C, then it converges in most cases to a well defined and explicitly calculable
limit: the centroid classifier.

We start with an introduction of the notation necessary to precisely state our
formal results. Given a training set Z = {(xi, yi)}i=1,...,m ∈ R

n × {±1} a Mercer
kernel k : R

n × R
n → R with the associated reproducing kernel Hilbert space H,

and with a feature map Φ : R
n → H, x �→ k(x, .) [4,5], the regularised risk on the

training set is defined as

Rreg[f, b] := ‖f‖2
H +

y=±1
Cy

i,yi=y
l(1 − yi(f(xi) + b)) (1)

for any (f, b) ∈ H × R. Here C+1, C−1 ≥ 0 are two class dependent regularisation
constants. These constants can be always written in the form

Cy = C
1 + yB

2my
, (2)

where C > 0, 0 ≤ B ≤ 1 and my := |{i ; yi = y}| is the number of instances with
label y = ±1. Further, l(ξ) is the loss function of one of the following three forms:
l(ξ) := ξ2 for the ridge regression (RRegr), the hinge loss l(ξ) := max(0, ξ) for
the support vector machine (SVM) with the linear loss, and l(ξ) := max(0, ξ)2

for the SVM2 with quadratic loss [4,5,6].
We are concerned with kernel machines defined as

f := fH := arg min
f∈H

Rreg[f, 0], (3)

in the homogeneous case (no bias b), or, in general, as the sum

f = fH + b, (fH , b) := arg min
(f,b)∈H×R

Rreg[f, b]. (4)
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2.1 Centroid Based Classification and Feature Selection

The centroid classifier, is defined for every −1 ≤ B ≤ 1 as

gB(x) =
1 + B

2 i,yi=+1

k(x, xi)

m+1
− 1 − B

2 i,yi=−1

k(x, xi)

m−1
+ b, (5)

where b is a bias term. In terms of the feature space, it is the projection onto
the vector connecting (weighted) arithmetic means of samples from both class
labels, degenerating to the mean of a single class for B = ±1, respectively. For a
suitable kernel k it implements the difference between Parzen window estimates
of probability densities for both labels. For the linear kernel it simplifies to

gB(x) = wB · x + b :=
1 + B

2
x̄+1 − 1 − B

2
x̄−1 · x + b (6)

where x̄y is the centroid of the samples with label y = ±1 and wB ∈ R
n is the cen-

troid weight vector. In this work we have used B = 0 and b = wB · (x̄+1 + x̄−1)/2,
such that the decision hyperplane is exactly halfway between x̄+1 and x̄−1.
The weight vector can be used for feature selection in the same manner as in
RFE-SVM, i.e. the features are selected based on a ranking given by ri = |w(i)

B |,
where w

(i)
B is i-th dimension of wB. However, unlike RFE-SVM, the removal of a

feature does not affect the solution for the remaining features, thus the need for
recursion is obviated. This form of combined feature selection and subsequent
classification will be referred to as the centroid approach.

For the case of the linear kernel, we note that the centroid classifier can be
interpreted as a form of Linear Discriminant Analysis (LDA) [7], where the two
classes share a diagonal covariance matrix with equal diagonal entries.

2.2 Formal Results

In the following theorem we prove that using either form of quadratic loss spec-
ified above, the machine converges to the centroid classifier as C → 0; the case
of linear loss is covered by Theorem 2.

Theorem 1. Let |B| < 1, the loss be either l(ξ) = ξ2 or l(ξ) = max(0, ξ)2 and

fC := fH,C + bC and (fH,C , bC) := arg min
f,b

Rreg[f, b]

for every C > 0. Then limC→0+ | fC
C

| = ∞ if B �= 0 but limC→0+
fH,C

C
= 1−B2

2
g0.

Thus although the whole predictor fC scaled by C−1 diverges with C → 0, its
homogeneous part fH,C converges to an explicitly calculable limit.

Proof outline. The kernel trick reduces the proof to the linear kernel k(x,x′) :=
x · x′ on R

n and H isomorphic to R
n. In such a case f(x) = fH(x) + b = x · w + b,

where w ∈ R
n and ‖fH‖2

H = ‖w‖2. The regularised risk (1-2) takes the form

Rreg[w, b] = ‖w‖2 + C
i

yi + B

2myi

l(1 − yi(w · xi + b))



An Efficient Alternative to RFE-SVM 173

and fC(x) = wC · x + bC for x ∈ R
n, where (wC , bC) = arg minw,b Rreg[w, b]. This

implies

‖wC‖2 ≤ min
w,b

Rreg[w, b] ≤ Rreg[0, 0] = C (7)

and due to continuous differentiability of the loss functions in our case:

∂Rreg

∂b
[wC , bC ] = 0 and

∂Rreg

∂w
[wC , bC ] = 0. (8)

Solving the first of these equations we obtain

bC = B −
i∈SV

1 + yiB

2myi

wC · xi

where SV := {i : 1 − yixiwC − yibC > 0} is the set of the support vectors in
the case of the hinge loss and the whole training set in the case of regression.
Furthermore,

i∈SV

1 + yiB

2myi

wC · xi ≤ ‖wC‖max
i

‖xi‖ ≤
√

C max
i

‖xi‖,

by (7), hence, denoting by O(ξ) a term such that |O(ξ)/ξ| is bounded on for ξ > 0,
we get

bC = B + O(
√

C). (9)

Case l(ξ) = ξ2. The first equation in (8) takes the form

2wC − 2C
i

yi + B

2myi

(1 − yi(wC · xi + bC))xi = 0

which upon consideration of (7) and (9) implies

fH,C(x)

C
=

i
yi

(1 + yiB)(1 − yiB + O(
√

C))

2myi

xi · x =
1 − B2

2
g0(x) + O(

√
C),

fC(x)

C
=

fH,C(x) + bC

C
=

1 − B2

2
g0(x) + O(

√
C) +

B + O(
√

C)

C
.

This immediately proves the current case of the theorem.
Case l(ξ) = max(0, ξ)2. This case reduces to the previous one, once we

observe that every training sample becomes a support vector for sufficiently
small C. Indeed, Eqns. (7) and (9) imply

1 − yiwC · xi − yibC = 1 − yiB + O(
√

C) > 0

if C is sufficiently small, since |B| < 1. �

Note that the above result does not cover the most popular case of SVM, namely
the linear loss l(ξ) := max(0, ξ). The example in Figure 1 shows that in such a
case the limit depends on the particular data configuration in a complicated way
and cannot be simply expressed in terms of the centroid classifier.

The extension of Theorem 1 to the case of homogeneous machines follows.
A proof, similar to the above one, is not included.
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Fig. 1. Four subsets of R
2 that share the same centroid classifier (the blue line), but

which have different vectors wC (the red line) for the SVM1 solutions x → wC ·x+ bC

Theorem 2. Let |B| ≤ 1, the loss be either l(ξ) = ξ2 or l(ξ) = max(0, ξ)p for p = 1, 2

and fC := arg minf Rreg[f, 0] for every C > 0. Then limC→0+ fC/C = gB(x).

Using the kernel k(x,x′) + 1 rather than k(x,x′) in the last theorem we obtain:

Corollary 1. Let fC := fH,C + bC for every C > 0, where (fH,C , bC) := arg minf,b

Rreg[f, 0] + b2. Then limC→0+ fC/C = gB(x) + B.

Note the differences between the above of results. Theorem 2 and Corollary 1
hold for B = ±1, which is virtually the case of one-class-SVM, while in Theorem 1
this is excluded. The limit limC→0 fC/C exists in the case of Corollary 1 but does
not exist in the case of Theorem 1. Finally, in Theorem 1 the convergence is to
a scaled version of the balanced centroid g0 for all |B| < 1, while in the latter
two results to gB or gB +B, respectively.

3 Authorship Verification Experiments

Recently an RFE-SVM based technique was proposed for the task of authorship
verification [2], a particular problem that spans the fields of natural language
processing and humanities [8,9]. Given a reference text from a purported author
and a text of unknown authorship, an author unmasking curve is built as follows.
Both texts are divided into chunks, with each chunk represented by counts of pre-
selected words. The chunks are partitioned into training and test sets. Each point
in the author unmasking curve is the accuracy of discriminating (using a linear
SVM) between the test chunks from the two texts. At the end of each iteration
several of the most discriminative words are removed from further consideration.
A vector representing the essential features of the curve is then classified as
representing either the “same author” or a “different author” [2].

The underlying hypothesis is that if the two given texts have been written by
the same author, the differences between them will be reflected in a relatively
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Fig. 2. Demonstration of the unmask-
ing effect for Wilde’s An Ideal Hus-
band using Wilde’s Woman of No Im-
portance as well as the works of other
authors as reference texts.

Table 1. Classification accuracies for same-
author (sa) and different-author (da) curves
on the Gutenberg dataset, using centroid and
rfe-svm (r/s) based unmasking. The second
term in the method indicates the secondary
classifier type.

Method SA Acc. DA Acc. Time
Cent. + Cent. 92.3% 95.4% 14 mins
Cent. + svm 92.3% 95.2% 14 mins
r/s + Cent. 69.2% 97.2% 124 mins
r/s + svm 92.3% 94.9% 124 mins

Table 2. As per Table 1, but for the
Columnists dataset

Method SA Acc. DA Acc. Time
Cent. + Cent. 82% 89.6% 99 mins
Cent. + svm 86% 90.3% 104 mins
r/s + Cent. 84% 88% 709 mins
r/s + svm 84% 88.5% 714 mins

small number of features. In [2] it was observed that for texts authored by the
same person, the extent of the accuracy degradation is much larger than for
texts written by different authors.

We used two datasets in our experiments: Gutenberg and Columnists. The
former is comprised of 21 books1 from 10 authors (as used in [2]), while the
latter (used in [10]) is comprised of 50 journalists (each covering several topics)
with two texts per journalist; each text has approximately 5000 words.

The setup of experiments was similar to that in [2], with the main difference
being that books by the same author were not combined into one large text. For
the Gutenberg dataset we used chunks with a size of 500 words, 10 iterations of
removing 6 features, and using 250 words with the highest average frequency in
both texts as the set of pre-selected words. For each pair of texts, 10 fold cross-
validation was used to obtain 10 curves, which were then represented by a mean
curve prior to further processing. For the Columnist dataset we used a chunk size
of 200 words and 100 pre-selected words (based on preliminary experiments).

A leave-one-text-out approach was used, where the remaining texts were used
for generation of same-author (SA) and different-author (DA) curves, which in
turn were used for training a secondary classifier. The left-out text was then
unmasked against the remaining texts and the resulting curves classified. For
the Gutenberg dataset, there was a total of 24 SA and 394 DA classifications,
while for Columnists there were 100 SA and 9800 DA classifications. Both the
SVM and the centroid were also used as secondary classifiers.

1 Available from Project Gutenberg (www.gutenberg.org).
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As can be observed in Figure 2 (which closely resembles Fig. 2 in [2]) the
unmasking effect is also well present for the centroid based approach. Tables 1
and 2 indicate that the RFE-SVM and the centroid based unmasking approaches
are comparable in terms of performance, but differ greatly in terms of wall clock
time2. The centroid based approach is about seven to nine times faster even if
we neglect the significant time required for searching for the optimal C for SVM.

4 Experiments with Classification of Microarray Datasets

In this section we perform experiments on three publicly available microarray
datasets: colon cancer [1,3,11], lymphoma3 cancer [3,12,13], and Cancer of Un-
known Primary (CUP) [14]. All these datasets are characterised by a relatively
small number of high dimensional samples. The colon dataset contains 62 sam-
ples (22 normal and 40 cancerous), with each sample containing the expression
values for 2000 genes. The lymphoma dataset contains three subtypes, with a to-
tal of 62 samples. Each sample contains measurements of 4026 expressed genes.
We used a subset of the CUP dataset, containing samples for 226 primary and
metastatic tumours, representing 12 tumour types4, with each sample contain-
ing expressions for approximately 10500 genes measured on a cDNA microarray
platform. The number of samples per class widely varied, form 8 to 50.

In addition to comparing the performance of the RFE-SVM and centroid ap-
proaches, we also evaluated the multi-class Shrunken Centroid (SC) approach [15],
proposed specifically for processing microarray datasets. Briefly, in SC the class
centroids are shrunk towards the overall centroid, involving a form of t-statistic
which standardises each feature for each class by its within-class standard devi-
ation. The degree of shrinking for all features is controlled by single tunable pa-
rameter. A feature is not used for prediction of a class when it has been shrunk
“past” the overall centroid. We note that one of the main differences between SC
and the centroid approach (described in Section 2.1) is that in the latter standard
deviation estimates are not used.

For classification of multiclass datasets (lymphoma and CUP) with the cen-
troid and SVM approaches we have used the popular one-vs-all architecture [16].
Feature selection for these datasets was done follows. Each class had its own rank-
ing of features, of which the top T were selected. The final set of features was the
union of the selected features from all classes. Note that since the class-specific
feature subsets can intersect, the final set can have less than KT features, where
K is the number of classes.

The experiment setup for the colon and lymphoma datasets followed [3]. Test-
ing was based on 50 random splits of data into disjoint training and test sets.
In each split approximately 66% of the samples from each class were assigned to

2 Using LibSVM 2.71 (www.csie.ntu.edu.tw/˜cjlin/libsvm) on a Pentium 4, 3.2 GHz.
3 Available from http://llmpp.nih.gov/lymphoma/data.shtml
4 The full CUP dataset contains 13 tumour types, however we have omitted the small-

est class (‘testicular’) which was represented by only three samples.
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Fig. 3. Results for the colon dataset
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Fig. 4. Results for the lymphoma dataset

the training set, with the remainder assigned to the test set. Results are shown5

in Figures 3 and 4.
As the value of C decreases, the performance of RFE-SVM improves, achieving

a minimum error rate of 14.76% and 1.82% with C = 0.01 on the colon and
lymphoma datasets, respectively. This agrees with results in [3]. When using the
C → 0 limit (i.e. the centroid approach), the minimum error rate drops to 11.43%
and 0% on the colon and lymphoma datasets, respectively. The SC approach
obtained a comparable minimum of 13.14% and 0.76% on the respective datasets.
However, on the lymphoma dataset its error rate increased rapidly when fewer
features were used. Specifically, the centroid approach selects about 200 genes
that achieve near perfect discrimination, while the SC approach requires the full
set of 4026 genes to achieve its minimum error rate.

The CUP dataset was compiled for building a clinical test for determination
of the origin of a cancer from the tissue of a secondary tumour. In [14] it was
demonstrated (for a subset of five cancers), that in order for CUP classification
to be practical for use in pathology tests, it is necessary to select a relatively
small subset of marker genes which are then used to build a considerably cheaper
and also more robust test, i.e., via a Polymerase Chain Reaction based micro-
fluidic card, where the maximum number of gene probes is 384 [14]. Results in
Figure 5 indicate that the centroid method outperforms both RFE-SVM and SC
in the practically important region of a few hundred genes.

Finally, wall clock timing results shown in Table 3 indicate that the cen-
troid approach is between four to 17 times faster than RFE-SVM. For for the
two-class dataset (colon), the SC and centroid approaches have comparable time
requirements. For multi-class datasets (lymphoma and CUP), the SC approach
is roughly twice as fast as the centroid approach, due to the use of the one-vs-all
architecture for the latter.

5 We have evaluated a large set of C values for RFE-SVM, however for purposes of
clarity only a subset of the results is shown in Figures 3, 4 and 5.
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Fig. 5. Results for the CUP dataset

Table 3. Timing results for the three
bioinformatics datasets for a single 50-
permutation test (1.83 GHz Intel Core
Duo machine)

Dataset Algorithm Time

Colon
RFE-SVM 146 sec.
Centroid 20 sec.
Shrunken Cent. 28 sec.

Lymp.
RFE-SVM 505 sec.
Centroid 113 sec.
Shrunken Cent. 66 sec.

CUP
RFE-SVM 19844 sec.
Centroid 1135 sec.
Shrunken Cent. 478 sec.

5 Discussion and Conclusions

In this paper we have shown that the limit C → 0 of most forms of SVMs
is explicitly computable and converges to a centroid based classifier. As this
classifier can be used directly for feature ranking, in the limit we can avoid the
computationally demanding recursion and convex optimisation in RFE-SVM.
We have also shown that on some real life datasets the use of the centroid
approach can be advantageous.

The results may at first be surprising, raising the question: Why is the centroid
approach a competitor to its more sophisticated counterparts? One explanation
is that its relative simplicity makes it well matched for classification and fea-
ture selection on datasets comprised of a small number of samples from a noisy
distribution. On such datasets, even the simple estimates of variance which are
employed by, say, the Shrunken Centroid approach [15], are so unreliable that
their usage brings more harm than good. Indeed, the results presented in Sec-
tion 4 support this view.

Another independent argument can be built on the theoretical link established
in Section 2, relating the centroid classifier to the extreme case of regularisation
of SVMs. Once we accept the well supported perspective of the SVM commu-
nity that regularisation is the way to generate robust empirical estimators and
classifiers from noisy data [4,6], it naturally follows that we should get robust
classifiers in the limit of extreme regularisation. It is worth noting that the same
argument can be extended to the theoretical and empirical comparison with
LDA [7], which due to space restrictions is not included here.

We note that the centroid approach has been applied and used sporadically
in the past: we have already linked it to the “ancient” Parzen window; its kernel
form can be found in [4] and its application to classification of breast cancer
microarrays is given in a well cited paper [17]. However, what this paper brings
is a formal link to SVMs and RFE-SVM in particular. Furthermore, to our
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knowledge, this type of centroid based feature selection and subsequent classifi-
cation has not been explored previously and its application to genomic microar-
ray classification as well as natural language processing (author unmasking) is
novel.

To conclude, we have shown that the centroid approach is a good baseline
alternative to RFE-SVM, especially when dealing with datasets comprised of a
low number of samples from a very high dimensional space. It it very fast and
straightforward to implement, especially in the linear case. It has a nice theoreti-
cal link to SVMs and regularisation networks, and given the right circumstances
it can deliver surprisingly good performance. We also recommend it as a base-
line classifier, facilitating quick sanity cross checks of more involved supervised
learning techniques.
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Abstract. A learning curve of a performance measure provides a graph-
ical method with many benefits for judging classifier properties. The area
under the ROC curve (AUC) is a useful and increasingly popular per-
formance measure. In this paper, we consider the computational aspects
of calculating AUC learning curves. A new method is provided for in-
crementally updating exact AUC curves and for calculating approximate
AUC curves for datasets with millions of instances. Both theoretical and
empirical justifications are given for the approximation. Variants for in-
cremental exact and approximate AUC curves are provided as well.

1 Introduction

Receiver operator characteristics (ROC) graphs allow for easily visualizing per-
formance of classifiers. ROC graphs stem from electronics [3], but has been widely
adopted by the medical decision making community [2,8]. Recently, the machine
learning community has taken an interest as well [4,5]1.

Probabilistic classifiers, such as naive Bayes, are often selected based on ac-
curacy, where the class with the highest probability is taken to be the class
prediction. However, classification performance can be increased by optimally
choosing the threshold for selecting a class [6], so that for instance a binary class
the positive class is selected when the classifier predicts at least a 0.6 probabil-
ity for this class, and otherwise selects the negative class. One of the benefits
of ROC curves is that it allows selection of classifiers that make a probabilistic
prediction without committing to a threshold. ROC has further desirable prop-
erties for situations where misclassification has different costs for the classes and
where the classes are unbalanced [4,5]. The area under the ROC curve (AUC) is
a summary statistic that can be used to select such a classifier.

Another graphical tool for visualizing classifier performance is the learning
curve where the x-axis represents the number of training instances and the y-axis
the classifiers performance. Learning curves show when enough data is obtained,
and no further learning takes place. Also, it can show relative performance of
different classifiers at various data set sizes and crossing points. The advantages
of AUC as a measure of classification performance especially for probabilistic
classifiers make it a good candidate for the y-axis of a learning curve. However,

1 See for example Workshops on ROC Analysis in AI and ML http://www.dsic.upv.es/
∼flip/ROCAI2004, ROCML2005, ROCML2006.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 181–191, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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calculating the AUC exactly requires sorting over all instances in the dataset,
which may become cumbersome when there are many AUCs to be calculated or
when there the size of the dataset becomes very large.

In this paper, we consider the computational problems of calculating the AUC
for learning curves. Creating a learning curve can be done by incrementally test-
ing the classifier with an instance in the data set, and then training it with the
same instance. In this situation, it would be computationally desirable to effi-
ciently update the AUC incrementally with the prediction made by the classifier.
We address this issue in Section 3. For datasets with millions of instances, it may
become computationally infeasible to calculate the AUC exactly, so we look at
a way to approximate AUC in Section 4 and justify its performance. Finally, we
consider incremental updating of approximate AUC in Section 5.

2 Exact Area Under ROC Curve

ROC curves deal with situations with a binary class where the class outcomes
are called positive and negative. The classifier assigns a probability that the
outcome is positive or negative. For a given threshold t, if the probability of
the positive class is higher than t, the prediction is positive, otherwise negative.
So, by varying t, the number of positive and negative prediction changes. The
true positives are instances where the prediction is positive while the outcome
is indeed positive, and the false positives are instances where the prediction
is erroneously positive. The same definitions hold for true negatives and false
negatives but for the negative outcomes. A ROC curve is a graph where the
x-axis represents the number of true negatives and the y-axis the number of true
positives.

The area under the ROC curve is a summary statistic that indicates higher
overall performance with higher AUC. AUC is typically calculated [4] by

– Order the sequence of outcomes giving the sequence o1, . . . , on such that
oi ≤ oi+1 and let ci be the class value corresponding to outcome oi.

– Determine points on ROC curve as follows; sequentially processing the class
values c1, . . . , cn the curve starts in the origin and goes one unit up, for every
negative outcome the curve goes one unit to the right. Units on the x-axis
are 1

#TN and on the y-axis 1
#TP where #TP (#TN) is the total number

of true positives (true negatives). This gives the points on the ROC curve
(0, 0), (x1, y1), . . . , (xn, yn), (1, 1).

– Calculate the area under the ROC curve, as the sum over all trapezoids with
base xi+1 to xi, that is, AUC =

∑n
i=0(yi+1 + yi)/2(xi+1 − xi).

The first step requires sorting the n outcomes, which is O(n log n) in computa-
tional cost. This may not be desirable, for instance, when n is large (say in the
millions) and one is interested in the learning curve in terms of AUC. Then the
number of times the AUC needs to be calculated is proportional to n, giving
O(n2 log n) computational cost.
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3 Incremental Exact AUC

We start with an ordered sequence of outcomes o1, o2 with o1 = 0 and o2 = 1. For
each outcome onew with class cnew, we record the number of preceding true posi-
tives TP n

i and true negatives TNn
i and the total number of true positives #TP n

and negatives #TNn. So, we have the points (xi, yi) on the ROC curve with xi =
TNn

i /#TNn and yi = TP n
i /#TP n. Suppose we have the n−1 outcomes ordered

o1, . . . , on−1 for which we have calculated the AUC as AUCn−1. Further, we have
the number of true positives TP n−1

i and the number of true negatives TNn−1
i

(1 ≤ i ≤ n − 1). If we receive a new outcome onew , it should be inserted in the
sequence of outcomes. Let j be the index of the outcome such that oj ≤ onew ≤
oj+1. Then we have by definition AUCn =

∑n
i=0(yi+1 +yi)/2×(xi+1−xi) which

equals
∑n

i=0 (TP n
i+1/#TP n + TP n

i /#TP n)/2×(TNn
i+1/#TNn− TNn

i /#TNn)
=
∑n

i=0 (TP n
i+1 + TP n

i )/2×(TNn
i+1 − TNn

i ) 1
#TNn#TP n . We have to distinguish

between cnew being positive or negative.
If cnew is negative, then TP n−1

i equals TP n
i for any 0 ≤ i <≤ n and TNn−1

i

equals TNn
i for i < j but TNn−1

i + 1 = TNn
i+1 for i > j.

So, we can write the above sum as
∑j−1

i=0
(TP n−1

i+1 +TP n−1
i )/2×(TNn−1

i+1 −TNn−1
i )

#TNn#TP n +∑n−1
i=j

(TP n−1
i+1 +TP n−1

i )/2×(TNn−1
i+1 −TNn−1

i )
#TNn#TP n +

(TP n−1
j+1 +TP n−1

i )/2×(TNn−1
i+1 −TNn−1

i )
#TNn#TP n −

(TP n−1
j+1 +TP n−1

i )/2×(TNn−1
i+1 −TNn−1

i )
#TNn#TP n +

(TP n
j +TP n

j−1)/2×(TNn
j −TNn

j−1)
#TNn#TP n +

(TP n
j+1+TP n

i )/2×(TNn
j+1−TNn

j )
#TNn#TP n . Now, the first three terms are equal to AUCn−1

weighed with #TNn−1

#TNn
#TP n−1

#TP n . So, we have AUCn = AUCn−1
#TNn−1

#TNn
#TP n−1

#TP n −
(TP n−1

j+1 +TP n−1
i )/1×(TNn−1

i+1 −TNn−1
i )

#TNn#TP n +
(TP n

j +TP n
j−1)/2×(TNn

j −TNn
j−1)

#TNn#TP n +
(TP n

j+1+TP n
i )/2×(TNn

j+1−TNn
j )

#TNn#TP n .
If cnew is positive TP n−1

i + 1 = TP n
i+1 and TNn−1

i = TNn
i+1 TP n−1

i = TP n
i

and TNn−1
i = TNn

i for i < j and TNn−1
i equals TNn

i but TP n−1
i equals

TP n
i+1 − 1 for i > j. So, we get an extra term +

∑n
i=j

1/2×(TNn
j −TNn

j−1)
#TNn#TP n =

1/2×(#TNn−TNn
j−1)

#TNn#TP n to add.
In short, AUCn can be calculated in constant time, provided we know the

terms in the formula. Effectively, we need to maintain correct administration of
the number of preceding true positives and negatives at each point. Wlog, sup-
pose the outcome cj is positive, then TP n

i = TP n−1
i for i < j and TP n

i =
TP n−1

i + 1 for j ≥ i, so updating the true positives is linear in the num-
ber of instances. The total complexity of calculating AUCn given AUCn−1
thus is O(log n) for finding the location of onew in the outcomes and O(n) for
maintaining the cumulative true positive and negative counts. So, instead of
spending O(n log n) for calculating a complete AUC, this can be achieved in
O(n+log n). Therefore, calculating a learning curve becomes O(n2 +n log n) in-
stead of O(n2 log n) for the non-incremental method. Note that most of the work
goes into maintaining the true positive and negative counts (TP n

i and TNn
i ).

Section 5 provides a technique that can be adapted to reduce the amount of
work of updating for every new outcome from O(n) to O(

√
n).
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4 Approximate AUC

Instead of calculating the AUC exactly, we can approximate it by taking m bins,
each bin containing the number of positive and negative outcomes in an interval.
The procedure then goes as follows;

– For every result ri representing the probability of the positive class, identify
the bin j = �ri · m� and update bin j with outcome oi. To prevent many
bins remaining empty (see experiments later in this section), apply a log-log
transform first (r′i = 1

2 −α log(−log(ri)) if ri ≤ 1
2 and r′i = 1

2 +α log(−log(1−
ri)) if ri > 1

2 where α is an appropriate chosen constant which can be
determined from a small sample of the data)

– Approximate ROC curve. Let b+i be the number of positive outcomes in
bin i, and b−i be the number of negative outcomes. The curve starts in
the origin and goes with a straight line to (b+0 , b

−
0 ). Then, from (b+0 , b

−
0 ) to

(b+0 + b+1 , b
−
0 + b−1 ). From (b+0 + b+1 , b

−
0 + b−1 ) to (b+0 + b+1 + b+2 , b

−
0 + b−1 + b−2 ),

etc. So, we build the ROC curve from line pieces from (
∑i

j=0 b
+
j ,
∑i

j=0 b
−
j )

to (
∑j+1

i=0 b
+
j ,
∑i+1

j=0 b
−
j ).

– Let yi =
∑j+1

i=0 b
+
j and xi =

∑i+1
j=0 b

−
j the cumulative number of true positives

and negatives, then we can calculate the area under the approximate ROC
curve, as before, by taking the sum over the trapezoids AUC =

∑m
i=0(yi +

yy−1)/2 × (xi − xi−1), where by convention x−1 = y−1 = 0.

The complexity of this procedure with m bins is O(n+m). Note that we need
to keep track of the cumulative number of true positives yi, but not necessarily
the cumulative number of true negatives xi, since AUC =

∑m
i=1(yi + yy−1)/2 ×

(xi−xi−1) =
∑m

i=1(yi+yy−1)/2×b−i . Calculating a learning curve then becomes
O(n2 + n ·m) instead of O(n2 log n).

y1

y2

x1 x2

Acutal ROC curve

Worst case
deviation of ROC
curve from trapezoid
=(y2−y1)(x2−x1)

Trapezoid area
=(y2+y1)/2 x (x2−x1)
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���
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Fig. 1. Trapezoid approximation of ROC curve (left). Bins can have different widths
(right). Here 10 bins are shown, the smallest is 5% the widest 20%.
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4.1 Maximum Error of Approximation

A trapezoid is used to approximate the ROC curve in various steps where the
beginning and ending of the upward part of the trapezoid coincide with the ROC
curve. Since the ROC curve is a monotonely rising function, the worst possible
deviation of the ROC curve from the trapezoid is if it goes straight up and then
straight sidewards (or vise versa). In this case, the difference between the ROC
curve and its approximation is the area in the triangle of the trapezoid (see left
of Figure 1).

Figure 1 (right) illustrates that the bins need not be of equal width in terms of
the ROC curve. This is caused by the fact that the class probability does not need
to be uniformly distributed, and in fact it often is not. Therefore, the number of
negatives represented on the x-axis need not be uniformly distributed over the
bins. As a consequence, the maximum error cannot be estimated before the data
has been seen. However, once the bins are filled, the error cannot exceed the
triangle above the trapezoid of the bin. which can be calculated as max error =∑m

i=0(yi −yi−1)/2× (xi−xi−1) (taking the same form as the approximate AUC,
but with a plus sign replaced by a minus) which equals

∑m
i=0

1
2b

+
i × b−i .
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Fig. 2. ROC-plots of extended simple model. Top, full curve, below zoomed into true
negative intervals starting at 0.1 (left), 0.5 (middle) and 0.9 (right) and extending
0.001.

To verify that the ROC curve does not deviate too far from the straight
line, we created a simple probabilistic model P (y, x1, x2, x3) taking the de-
composition P (y)P (x1|y)P (x2|y)P (x3|y) with P (y = 0) = P (y = 1) = 1

2 ,
P (x1|y) = P (x2|y) = N(y, 1) where N(m,σ) is the normal distribution with
mean m and variance σ. The distribution over the binary attribute x3 is defined
by P (x3 = 0|y = 0) = P (x3 = 1|y = 1) = 1

4 . The full ROC curve was generated
using 10 thousand instances and is shown in Figure 2. The snapshots at the
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bottom of the figure show the ROC curve from 0.1 to 0.1001 (left), from 0.5
to 0.5001 (middle), and from 0.9 to 0.9001 (right), generated with 10 million
samples (with x and y axis scaled to make them equally sized). A line starting
in the left lower corner to the right upper corner is shown as well. Similar results
hold when the discrete attribute x3 is removed from the model (not shown).

4.2 Error Estimate

To get a better estimate of the error in the approximation, consider Figure 2
bottom middle. Judging from Figure 2 it appears to be a reasonable assumption
that within a sufficiently small bin, the probability of getting a positive or neg-
ative class is constant. With every positive class, the curve goes up, with every
negative class the curve goes sideways. So, the ROC curve within a bin can be
considered a one dimensional random walk with probability p of going up, and
1 − p of going down once we rotate the curve 45% (see Figure 3). Furthermore,
we know the start and end point of the random walk, namely starting at the
origin and ending for bin j at (b+j , b

−
j ).
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Fig. 3. Figure 2 bottom middle rotated, showing random walk. Expected deviation
from line is drawn as well.

The expected value of a one dimensional random walk with unit steps and
equal probability of positive and negative steps after k steps is

√
k. So, the

expected area (representing the error in the AUC estimate) after k steps is
bounded by

∑k
i=0

√
i ≈

∫ k

0

√
xdx = 2

3k
√
k. However, the steps in the ROC

curve are not of unit length, but only of size
√

1
2 due to the rotation, leaving an

expected area of
√

1
2 × 2

3k
√
k = 1

3k
√

2k after k steps. Now, due to symmetry,
the expected area due to the first half number of steps contained in a bin equals



Efficient AUC Learning Curve Calculation 187

the expected area in the second half. So a bin containing q = b+ + b− (b+ =
b−) outcomes has an expected error of 2 × 1

3
q
2

√
2 q

2 = 1
3q

√
q for a single bin.

Furthermore, though the probability of a positive or negative outcome remains
approximately constant within a bin, it changes from bin to bin. A bin with b+

positive classes and b− negative classes can be rescaled so that every positive
step is b−/(b+ + b−) and every negative step b+/(b+ + b−). Instead of a unit

length random walk, we get a
√

( b+

(b++b−) )
2 + ( b−

(b++b−) )
2 =

√
(b+)2+(b−)2
(b++b−)2 . So,

a bin with q = b+ + b− outcomes can expect to have its error bounded by

2 ×
√

(b+)2+(b−)2
(b++b−)2

1
3

q
2

√
2 q

2 = 1
3

√
(b+)2 + (b−)2

√
q (using

√
1

(b++b−)2 = 1
q ). The

complete set of bins thus can be calculated as
∑m

i=1
1
3

√
(b+i )2+(b−

i )2

#TP+#TN

√
b+i +b−

i

#TP+#TN .
Like for the maximum error, we see that the bin containing the most outcomes
contributes most to the expected error.

4.3 Empirical Evaluation of Approximation

Figure 4 shows the mean error of AUC estimates for 100 samples drawn from
the model P (y, x1, x2, x3) described above. The exact AUC was calculated as
described in Section 2. The top line shows the AUC estimate based on a sample
from the outcomes drawn from the model [1]. Though this approach does not
require visiting all outcomes, it does require sorting. The bottom line is the
average error obtained with the bin based approach. The maximum error found
is indicated with an upwards error bar. The minimum absolute error turned out
to be zero for the bin based approach and just above the mean bin based error
for the sample based approach (not shown to prevent cluttering the graphs).
The middle line is the maximum error estimate for the bin based approach.

Clearly, the bin based approach is superior over sampling in its error; the
maximum error is consistently below the error of the sampling based approach.
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Fig. 4. Absolute error in AUC estimate (on y-axis) for different numbers of
bins/samples (on x-axis). Top line is sampling based, middle line is maximum esti-
mate of error for bin based estimate, bottom line is bin based. Left, dataset with 100
instances, middle with 1000 instances, and right 10000 instances.



188 R.R. Bouckaert

�������

������

�����

����

���

�

�� �� �� ��� ��� ��� ����

�������

���

����������

�������

������

�����

����

���

�

�� �� �� ��� ��� ��� ����

�������

���

����������

�������

������

�����

����

���

�

�� �� �� ��� ��� ��� ����

�������

���

����������

Fig. 5. Error in AUC on letter and newsgroup data. Axis same as Figure 5. Left class
is A to O in letter, middle class is A in letter, right newsgroup.

Surprisingly, even with as little as ten bins, the error remains mostly below 1%,
quickly dropping off with increasing number of bins. For sufficiently large data
sets and 1000 bins, the estimate can become accurate up to the fifth digit. In-
creasing the number of outcomes decreases the error for the bin based approach,
but not for the sampling based approach. The maximum error is clearly a large
upper bound on the actual error with a factor of 10.

Unbalanced classes can cause many bins to be empty, and hence the error to
become larger. Figure 5 shows this effect with the UCI letter dataset trained with
naive Bayes. Left, the class is distinguishing between the letters A to O and the
remaining letters, which gives a reasonably balanced class. The error of the ap-
proximate approach behaves as for the simple data source. In the middle, the class
is recognizing A against all other letters, which gives an unbalanced class. The ap-
proximate approach does not increase performance with increasing number of bins
because most bins remain empty. To remedy this, the bin can be chosen based on a
log-log transform. The line ending lowest in the middle of Figure 5 represents the
error with bins chosen this way. The left figure shows that the transformation does
not affect the error too much in case the class is balanced. The graph on the right
shows an example with on the 20 newsgroups data, which has many attributes
(1000), causing almost all probabilities generated by naive Bayes to be very close
to zero and one. The transformation significantly reduces the error. In all cases,
the sample based approach is outperformed by the transformation.

5 Approximate Incremental AUC

If we know the approximate AUC at a given moment during the stream, we can
calculate the approximate AUC for the next point in the curve. Suppose the
next outcome is positive. Figure 6 shows how we need to adept the curve.

Let yj−1 (xj−1) be the number of true positives (negative) before the target
bin, and yj (xj) be the number of true positives (negative) before and including
the target bin. So, we have yj = yj−1 + b+j and xj = xj−1 + b−j where b+j (b−j )
is the number of positives (negatives) in the target bin. Then, after a similar
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derivation as in Section 3, we get

AUCn=AUCn−1
#TP n−1

#TP n
+

xm − xj

#TP n#TNn
+

(yj + yj−1 + 1)b−
j

2#TP n#TNn
− (yj + yj−1)b

−
j

2(#TP n − 1)#TNn

where b−j = xn
j − xn

j−1 = xn−1
j − xn−1

j−1 . And if cj is negative, we get

AUCn = AUCn−1
#TNn − 1

#TNn
+

(yj + yj−1 + 1)b−j
2#TP n#TNn

−
(yj + yj−1)(b−j − 1)
2#TP n(#TNn − 1)

where b−j = xn
j − xn

j−1 is the number of true negatives in bin j after the update.
To calculate AUCn we need to know yj and xj . This can be calculated by
yj =

∑j
i=0 b

+
i and xj =

∑j
i=0 b

−
i however, this is linear in m. We can improve

this at the cost of some memory as follows. Suppose that we evenly distribute
a anchor points over the m bins, and each anchor point we track the number of
positives and negative for between the anchor points. So, when a positive item
is added, we update the target bin, and also the anchor point containing the
target bin. When j = � ri

n � is the index of the target bin, then k = � j
a� is the

corresponding target anchor point.

xj

yn−1
j

yn
j

xj−1 xn xn
j xn−1

j+1 xn
j+1

yn
j

Fig. 6. Areas affected by updating the ROC curve with a positive class (left) and a
negative class (right)

Now, to calculate yj (and xj), we sum all bi to the nearest lower anchor, then
proceed adding the positives (negatives) in the previous anchors. Let a+

i and aj
i

be the number of positives and negatives kept in anchor ai and let ia be the
index of the bin associated with the anchor. Then we have

yj =
j∑

i=ia

b+i +
k∑

j=1

a+
i , xj =

j∑
i=ia

b−i +
k∑

j=1

a−i

The expected number of summations is the expected number of (j − ia) for the
bins and the expected number of k for the anchors. Assuming both are uniformly
distributed, we have E{j − ia} = 1

2
m
a and E{k} = 1

2a. So, together we expect
f(a) = 1

2
m
a + 1

2a summations instead of 1
2m. To minimize f(a) we take the

derivative and get − 1
2

m
a2 + 1

2 = 0 which gives a =
√
m. Then the expected

number of summations is f(
√

(m)) = 1
2

√
m + 1

2

√
m =

√
m. So, calculating the

next AUC becomes O(
√
m) instead of O(m).
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Two simple optimizations are possible;

– Instead of summing over bins to the first preceding anchor point, we can sum
to the closest anchor point. This halves the number of expected summations
over the bins. If the closest anchor point is a higher bin than the current bin,
we calculate yj as −

∑ia

i=j+1 jb
+
i −

∑k+1
j=1 a

+
i .

– We can keep track of the total number of positives and negatives and for
every anchor points over half the number of bins we sum over all following
anchors (instead of all preceding ones). This halves the expected number
of anchor points. To calculate the contribution at the anchor point, just
subtract the obtained sum from the total number of positives or negatives.
Note that the technique with the anchor points can be adapted to the exact
AUC calculation in Section 3.

6 Conclusions

This article presents a computationally efficient approach for calculating AUC
learning curves by incrementally updating the AUC with each new sample point.
Further, a method for approximating AUC was presented and both theoretically
and empirically supported to perform well. In particular, the estimate is better
than a sample based approach at very modest computational cost, which is
especially important for calculating learning curves for very large data sets.
Error estimates of the approximation can be calculated on the fly.

An issue for further research is the question how to efficiently combine a
number of ROC curves in order to create a single ROC curve from various
curves obtained from a cross validation run on the data as addressed in [7].
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Abstract. We use a Markov Chain Monte Carlo (MCMC) MML algo-
rithm to learn hybrid Bayesian networks from observational data. Hybrid
networks represent local structure, using conditional probability tables
(CPT), logit models, decision trees or hybrid models, i.e., combinations of
the three. We compare this method with alternative local structure learn-
ing algorithms using the MDL and BDe metrics. Results are presented
for both real and artificial data sets. Hybrid models compare favourably
to other local structure learners, allowing simple representations given
limited data combined with richer representations given massive data.

1 Introduction

There is a large literature on methods of learning Bayesian networks from ob-
served data. Much of that work has focused solely on learning network structure,
treating network parameterization as a separate process. However, some work
has been done on learning network structure and parameters simultaneously
and many algorithms exist for performing this task. Most techniques involve a
heuristic search through network space to find the optimal combination of di-
rected acyclic graph (DAG) and the set of associated conditional probability
tables (CPTs).

For discrete networks, CPTs are the most powerful representation of a child
node’s probability distribution. Any variety of interaction between parent states
may be expressed (where the parameters are entirely independent of each other);
likewise, any variety of functional dependence between parameters may be ex-
pressed, such as noisy-OR models. When, as in this last case, some parameters
are highly dependent upon others, this is described as local structure. The ex-
pressive power, and complexity, of CPTs is wasted in such cases, and so there is
value in finding simpler representations, such as modest-sized decision trees.

For example, consider Figure 1, which shows a CPT requiring 8 continuous
parameters; expressed in a decision tree form it requires only four. The benefit of
non-CPT models quickly becomes apparent as more parent variables are added.
The advantage of using local structures that are more economical than CPTs in
Bayesian networks has been clearly shown in [1,2] and elsewhere.

Here we apply CaMML (Causal discovery via MML) [3,4,5] to the learning of
local structure in Bayesian networks in an especially flexible way, using either
full CPTs, logit models or decision trees, or any combination of these determined

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 192–203, 2006.
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on a node-by-node basis (hybrid models). We compare our approach with Nir
Friedman’s implementation[1] of the Bayesian BDe metric[6] and the MDL[7]
metric, which were also applied to learning local structure using decision trees,
although without hybrid model learning.

A

B

C
0.9/0.1

0.8/0.2 0.3/0.7

0.2/0.8
0     0     1         0.9

0     1     1         0.3
1     0     0         0.2
1     0     1         0.2
1     1     0         0.2
1     1     1         0.2

0     1     0         0.8

0     0     1         0.9
A    B    C  P(x|A,B,C)

Fig. 1. Decision Tree and CPT example

Previous work in learning
local structure with MML used
logit models[2]. Here we ex-
tend CaMML to decision trees,
making it possible to com-
pare the results effectively
with local structure learn-
ing elsewhere. This requires
a new coding technique, dis-
tinct from that of [8], since the
decision trees involved in lo-
cal structure have unique con-

straints. The hybrid learning likewise extends earlier work, allowing all varieties
of local structure to be represented in forms suitable to their complexity. This
provides an effective means of automatically adapting representational complex-
ity to the amount of data available.

2 Metrics

Minimum Message Length (MML) inference is a method of estimating a fully
parameterized model, using Bayes’s Theorem: [9]

P (H&D) = P (H).P (D|H) = P (D).P (H |D)

for a hypothesis (e.g., a Bayesian network), H, and data, D, and on Shannon’s
law for optimal codes [10]

msgLen(E) = − logP (E)

requiring an event, E, to have a code of length − logP (E). Lengths can be
measured in bits (log base 2) or, if mathematically convenient, in nits (natural
logs). In any case,

msgLen(H&D) = msgLen(H) + msgLen(D|H)

Being Bayesian, MML requires an explicit prior distribution, P (H), on hy-
potheses. If the hypothesis space is discrete, a hypothesis has a non-zero proba-
bility and computing a message length is in principle straightforward, involving
a negative log probability and a negative log likelihood. If however a hypothesis
has one or more continuous parameters, it has no probability as such, rather
a probability density. MML requires that continuous parameters be stated to
optimal, finite precision. The latter point is subtle, allowing Bayes’s rule to be
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applied to continuous hypothesis spaces. MML inference is consistent and is
invariant under monotonic transformations of parameters.

MML uses an enumerable code-book of hypotheses previously agreed to by a
transmitter and a receiver. The transmitter sends data to the receiver in a two-
part message, sending a hypothesis, H , and then data coded on the assumption
that the hypothesis is true, D|H . The hypothesis H stands for a set of models
and thus gets a non-zero probability. There is a trade-off between the specificity
of the set (equivalently the complexity of H) versus the fit of H to expected data.
Note that not only continuous, but also discrete, parameters may be stated with
less than maximum precision; we will see how this is useful for Bayesian networks.

Strict MML is computationally infeasible for all but the simplest problems
[11], but practical, efficient approximations exist for many useful problems
[12,13,14]. The work described here relies on stochastic MML approximations [3].

Minimum description length (MDL) inference was developed as an alternative
to MML [15] and uses the same message length paradigm. MDL, however, favours
universal priors and the selection of a model class rather than a parameterized
model. A detailed comparison of MML and MDL has been given elsewhere by
Baxter and Oliver[16].

BDe has its roots in Bayesian statistics. Like MDL, BDe attempts to find a
model class rather than a parameterized model. BDe integrates over its prior on
continuous parameters, whereas MML tries to segment continuous parameters
into optimally sized regions and returns (a representative of) this region as an
estimate.

3 Bayesian Networks

A Bayesian network is a directed acyclic graph (DAG) over a set of variables.
Each node of the DAG represents a single variable. An arc commonly represents
a direct causal relationship between a parent and a child. A node specifies the re-
lationship between the node’s variable and its parents, if any; we use conditional
probability tables (CPTs), logit models and decision trees [8] for this.

An important concept when dealing with Bayesian nets is the ‘statistical
equivalence class’ (SEC) [17]. Two DAGs in the same equivalence class can be
parameterized to give an identical joint probability distribution; there is no way
to distinguish between the two using only observational data over the given
variables, although they may be distinguished given experimental data. Another
important concept is the ‘totally ordered model’ (TOM). A TOM consists of a
set of connections and a total ordering (permutation) of variables. Just as several
DAGs may be in one SEC, several TOMs may realize a single DAG. TOMs are
discussed further when introducing our MML coding scheme in §4.3.

4 Learning Global Structure

We briefly discuss the coding scheme for MDL and BDe and then build on these
to present our MML coding scheme.
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4.1 MDL Coding Scheme

We now summarize how Friedman encodes Bayesian networks using MDL. First
the network structure is encoded, then the parameters of the network, and finally
the data given the parameterized network. To encode the network structure, send
the number of parents each node possesses, followed by the selection of parents
out of all possible selections:

MDLH =
∑

i

(
log k + log

(
k

|π(i)|

))
where k is the number of nodes and π(i) is the parent set for node i. Friedman’s
code requires 1

2 log N nits per parameter to state a CPT (N is the sample size).
The data requires

MDLD = −
N∑

i=0

logP (Di)

Using this coding scheme and a heuristic search the DAG with the shortest
description length is accepted as the best model.

4.2 BDe Scheme

Heckerman et al.’s BDe metric [6], based on a previous Bayesian metric of Cooper
and Herskovits [18], has been augmented with decision trees by Friedman [1]
whose implementation is used for comparison in section 7. The suggested prior
is based on an edit distance from an expert supplied network. Friedman uses a
prior based on the MDL prior outlined above with P (H) ∝ 2MDLH .

Once the network structure has been stated, we must integrate

P (D|H) =
∫
P (D|θ,H)P (θ|H)dθ

where P (θ|H) is the prior parameter density and P (D|θ,H) is the probability
of the data given the parameterized network. Using a Dirichlet prior, the closed
form solution is:

P (D|H) =
∏

i

∏
pai

Γ (
∑

xi
N

′
xi|pai

)

Γ (
∑

xi
N

′
xi|pai

+ N(pai))
×
∏
xi

Γ (N
′
xi|pai

+ N(xi, pai))

Γ (N ′
xi|pai

)

where xi is a node instantiation, pai an instantiation of π(i), Γ (x) is the Gamma
function and N(·) counts the number of sample cases matching an instantiation.
Heckerman’s default “equivalent sample size”, N

′
= 5, is used.

4.3 MML Coding Scheme

Whereas many methods use a uniform prior over SECs or DAGs, CaMML uses
uniform priors over totally ordered models (TOMs). In essence, TOMs are DAGs
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with a consistent total order selected. A TOM can be thought of as a way of
realizing its DAG; in effect, TOMs specify distinct possible worlds in which the
DAG is true. We should prefer to employ non-informed, uniform (maximum
entropy) priors only as a last resort — i.e., when we arrive at the most primitive
level of description, in this case TOMs rather than DAGs or SECs. (For more
discussion of this approach see Korb and Nicholson, Chapter 8. [4].)

CaMML’s stochastic search algorithm (section 4.4) samples TOMs, but it
counts DAGs, so that each TOM contributes probability mass to its DAG. The
algorithm has the following stages. A TOM is sampled in the MCMC process.
The corresponding DAG is “cleaned” by deleting weak arcs whenever this reduces
the total message length. The clean DAG is counted, as is its SEC. Repeated
counting allows us to estimate the posterior distribution over the DAG and SEC
space.

When the sampling phase is over, SECs are also grouped in case the data does
not justify choosing between them, using a Kullback-Leibler (KL) divergence
test. As with lower level groupings, such a group may gain enough probability
mass to be preferred even when the single SEC might not.

The encoding of a single TOM has two parts: a list of arcs and a total ordering.
The arcs can be encoded in m× logPa +

(
k(k−1)

2 − m
)
× log(1−Pa) nits. Where

k is the number of nodes in the network, m is the number of arcs present and
Pa is the prior probability of arc presence (default 0.5). The cost to state the
total ordering is simply log k! nits. In addition to the TOM we must also use
log p(data|TOM) nits to express the data — see section 5. This scheme forms
the basis of an efficient code employing our prior beliefs about network structure.

4.4 The MCMC Search

An MCMC search algorithm allows us to approximate a posterior distribution
over DAGs and SECs by sampling TOM space. The algorithm used follows:

1. Simulated Annealing to find the best single TOM. This optimal TOM is
used to estimate Pa and provide a starting position for our sampling.

2. Attempt a mutation on the current TOM M transforming it into M ′

(a) Temporal: Swap the order of two neighbouring nodes in the total or-
dering. If an arc exists, reverse its direction.

(b) Skeletal: Select two nodes at random and toggle the existence of an arc
between them.

(c) DoubleSkeletal: Select three nodes at random, toggle the arcs from
the first two to the final (in the total ordering).

(d) ParentSwap: Select three nodes such that a → c but not b → c 1

and toggle the arcs ac and bc. This effectively removes one parent and
replaces it with another.

Mutations c and d are not strictly necessary since they are compositions of
the other mutations, but speed up the sampling process.

1 If not possible, choose a different mutation.
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3. Accept M ′ as the new sampled M if

logPMML(M) − logPMML(M ′)
temperature

> log U [0, 1]

else retain M . Sampling is conducted at temperature = 1.8. 2

4. Add a weight of expPMML − expPBestMML

temperature to the current TOM’s clean represen-
tative DAG and SECs accumulated weight. PBestMML is a common factor
to avoid underflow.

5. Loop to 2 until a set number of steps are complete.

Step 4 above refers to a TOM’s clean representative DAG and SEC; mutation
continues from the current “unclean” TOM at the next iteration.

5 Learning Local Structure

The coding scheme and the MCMC algorithm place few requirements on the
method used to represent local structure (i.e., parent-child relationships). The
present work uses CPTs, decision trees, logit and hybrid models. The later is
able to choose between other model types on a node-by-node basis. Here we
describe the addition of local structure to our MML metric; see Friedman [1] for
more detail on MDL and BDe.

5.1 CPTs

The CPT is the standard building block of Bayesian networks. If a child (vari-
able) takes one of S possible values (states), a multi-state distribution having
S − 1 parameters must be specified for each combination of parent values. Wal-
lace and Boulton [12] gave the MML calculations for the multi-state distribution.
The message length was shown to be equivalent to using an adaptive code for
the data with an extra “penalty” of a fraction of a nit, 1

2 log πe
6 ≈ 0.176 per

parameter; the consequence of using an estimate with optimum precision [13]:

mesglen =
|pa| × (|x| − 1)

2
log

πe

6
+

|pa|∑
pai

log

(
(N(pai) + |x| − 1)!

(|x| − 1)! ×
∏|x|

xi
(N(pai, xi)!)

)

where |pa| and |x| are the number of parent and child states respectively.

5.2 Decision Trees

To code decision trees we begin with Wallace and Patrick’s code [8]. Briefly,
each leaf or split node has an initial cost of 1 bit. Also stated for each split
2 A high temperature causes TOM space to be more widely traversed, low temperature

makes the sampling more likely to stay near the original model. A temperature of
1.8 was used throughout this work.
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is the variable being split; an attribute cannot be “reused” and so this costs
log k − depth nits. Each leaf must state a model for that node and also the data
given that model. Multinomial models are the natural choice here, as with CPTs.

In general, decision trees can ignore parents that are irrelevant by never split-
ting on them. However, in the context of local structure in a Bayesian network,
we require that all parents should be used, since the coding of the network struc-
ture implies it. To achieve this, we correct the message length and force our trees
to split on each parent at least once, other trees being disallowed. Selecting par-
ents is thus the responsibility of network topology discovery, rather than the
local node encoding.

Our strategy for reclaiming lost probability (from the disallowed trees) is
based on the number of trees with n split nodes, i.e., on the Catalan numbers

defined as cat(n) =
(

2n
n

)
÷ (n + 1). The prior probability of a given tree

structure with n splits can be calculated as pn = 2−(2n+1); by multiplying these
numbers we calculate the total proportion of prior allocated to models with n
splits. As can be seen in Table 1, this prior is skewed towards models with few
splits, as one would expect.

Table 1. Catalan numbers

n cat(n) 2−(2n+1) pncat(n) n
i=0 picat(i)

0 1 0.50000 0.50000 0.50000
1 1 0.12500 0.12500 0.62500
2 2 0.03125 0.06250 0.68750
3 5 0.00781 0.03906 0.72656
4 14 0.00195 0.02734 0.75391
5 42 0.00048 0.02051 0.77441
6 132 0.00012 0.01611 0.79053
7 429 0.00012 0.01309 0.80362
∞ ∞ 0 1

Table 2. Savings made(in bits): where n =
number of parents, min = minimum num-
ber of splits, max = maximum number of
splits, s = number of splits made

n min/max Ps<min Ps≥max Pinvalid saving
0 0 . . . 0 0.000 0.500 0.500 1.00
1 1 . . . 1 0.500 0.375 0.125 3.00
2 2 . . . 3 0.625 0.273 0.102 3.30
3 3 . . . 7 0.688 0.196 0.116 3.11
4 4 . . . 15 0.727 0.140 0.133 2.91
5 5 . . . 31 0.754 0.099 0.147 2.77

Taking the simplest example of a leaf with no parents, it is obvious that our
tree structure will be that of a single leaf. However, under our original prior 1 bit
is still required to express this structure. For a (binary) tree with 1 parent the
original structure cost would be 3 bits, one for each split and one for each leaf. In
general, it would be reasonable to pay this cost as a decision to split is actually
made, but in the present context the modified priors tell us that these splits are
always required, so the penalty should be removed. A slightly more complex case
arises for two or more parents where our priors allow between N and 2N splits
where N is the number of parents. An approximation of this saving is used for
n-ary variables.

To further illustrate, we take a tree with three binary parents. We are con-
strained to have at least three splits, and no more than seven splits. From Table 1
we see that trees with less than three splits use 0.688 and trees with more than
seven use 1−0.804 = 0.196 of our prior hypothesis space. So our original prior has
0.884 wasted on impossible hypotheses! By subtracting − log 1−0.884 = 3.11 bits
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from our message length we effectively redistribute the probability mass from
trees with an invalid number of splits to those with appropriate splits.

By examining the table of Catalans, Table 1, it is possible to calculate the
saving, as seen in Table 2. Using our true prior to calculate Decision Tree costs is
obviously a good thing to do, but it becomes especially important when dealing
with hybrid models so that CPTs and trees can compete fairly.

5.3 Logit

We follow Neil et al.[2] in supporting MML logit models of local structure. A
CPT treats each parameter independently. It is common, however, for there to
be local structure, with some parameters dependent upon others. A first order
logit model allows us to exploit this.

P (X = x|Z1 = z1,Z2 = z2, . . . Zn = zn) =
eai+biz1+ciz2 ...∑|X|

j=1 eaj+bjz1+cjz2 ...

When the effect of each parent is independent of the effects of other parents
(so joint parameters are not independent), we expect our logit model to give
a better representation of a distribution than a CPT would; given interacting
parents a CPT or DTree would be expected to perform better. To get the best
of both worlds, hybrid models are useful.

5.4 Hybrid Models

Hybrid models, as the name suggests, are combinations of two or more mod-
els of local structure; in this case we have combined CPTs, decision trees and
logit models. Previous work [2] combined CPTs and logit models with some
success.

We define a hybrid model as a model which can choose between competing
local models to give the best result. The search costs a decision tree, a logit and
a CPT, choosing the one with the lower MML cost. It is also necessary to add
log 3 nits to the node’s cost — treating models as being equally likely apriori.
This extra cost is not required for models with zero or one parent, as the CPT,
DTree and logit have equivalent expressive power, so a CPT is used.

6 Evaluation

Our results are defined in terms of KL divergence from a true model (when
known) or log probability on a test set (otherwise). Tests were also run on data
generated from artificial networks having varying degrees of “decision treeness”
in their local structure to show cases where CPTs should be favoured and where
decision trees should be favoured; hybrid models should perform well across
the whole spectrum. This degree is quantified by Pl: the number of leaves a
decision tree will possess is at least Pl × |pa|. Low values correspond to more
local structure. Our simple tree generation algorithm follows:
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1. Begin with an empty tree (single leaf)
2. Choose a leaf at random and split using any unused variables
3. If less than Pl × |pa| leaves exist, goto 2
4. For each variable has not been split on, choose a leaf and split on it.

In addition to the random networks we use the “insurance” network, which
consists of 27 variables with arity ranging from 2 to 5, and also the real datasets
listed in Table 3.

Error bars are shown at 1.96 standard errors (SE) from the mean. Ideally,
pairwise comparisons over all searches would have been used, but this becomes
unmanageable when comparing 8 unique metrics.

7 Results

Figure 2 shows results for artificial networks with varying degrees of local struc-
ture, i.e., varying Pl. The KL divergence of the inferred network from the true
network is plotted. Results are averaged over 100 trials. CaMML performs much
better than BDe and MDL, both with CPTs and DTrees. As expected, CaMML
DTrees do best when Pl is low and CPTs do better when Pl is high. The CPT-
DTree hybrid model does well across the range.

Logit models were excluded in this test, as their assumption of a non-inter-
active distribution is not met here and as such would perform poorly. An ex-
periment similar to this (although varying levels of first and second order effect
strength) compares CPTs, logits and CPT-logit hybrid models is found in Neil
et al[2]. That paper shows logit models outperforming CPTs when their assump-
tions are warranted and CPTs winning when they are not. Again, hybrid models
perform well throughout.
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Error bars at 1.96 SE.
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Figure 3 shows KL divergence results for the insurance network while vary-
ing the training sample size. Plots were adjusted by multiplying KL values by
N/ logN , as suggested in [1], keeping values approximately constant across the
graph by compensating for KL asymptoting to zero as N grows large. As in
Figure 2, MDL performs worse than MML and BDe across the board and as
such has been removed to reduce clutter.

It is clear that for both MML and BDe (and unshown MDL results) that
tree based learners often outperform CPT learners for this example. The dif-
ference is especially evident for large datasets. This result confirms Friedman’s
work.

Of more interest, however, is the comparison to logit based learners. Our
MML logit learner significantly outperforms all out non-logit learners for small
datasets (N < 1000) but performs much worse for large datasets. This is due to
logit models being able to approximate first order effects better than CPTs or
trees for small datasets, but being unable to express second (and higher) order
effects when enough data is given to reveal them. Our MML hybrid learner (using
CPT, tree and logit models) has the best of both worlds. It performs as well as
the logit model for small sample sizes, then roughly as well as the tree based
model for larger data sizes.
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Table 3. Real Datasets from UCI repository

name description k arity N
Zoo Animal attributes 17 2-7 101
ICU Intensive care unit 17 2-3 200
Flare Solar flares 13 2-7 323
Voting US congress votes 17 2-3 435

Popularity Childhood popularity. 11 2-9 478
kr-vs-kp Chess end games 37 2-3 3196

Mushroom Poison mushrooms 23 2-12 8124
Nursery Child care. 9 2-5 12960

Figure 4 shows results from several
real datasets summarized in Table 3.
Once again MDL performed badly
and is not shown. Eight datasets are
examined including the six used by
Neil [2] and two larger datasets where
we would expect decision trees to
do well.
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Comparing CPT and tree based learners (for MML and BDe) we see com-
parable results for small datasets, with tree learners performing significantly
better on larger datasets. To visually clarify results, all logP values have been
normalized by the worst scoring learner for each dataset.

In all but one of our datasets there is a clear winner between MML Tree and
logit models, with logit winning on small datasets, but loosing badly on large
datasets. Our hybrid model does well throughout having several significant wins
against each rival MML learner, but no significant losses.

In results not shown, all hybrid combinations of models were examined. That
is a “CPT-Logit”, “CPT-Tree” and “Tree-Logit”, in addition to the “CPT-Tree-
Logit” shown. It was evident that when our hybrid model contained a logit
component, it did well on small datasets and when it contained a tree component
it did well on large datasets. Hybrid learners with both options did well on small
and large datasets. Removing CPTs from the “CPT-Tree-Logit” learner has a
much smaller effect than removing either the tree or logit component.
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8 Conclusion

We have shown that trees, logit and hybrid models of local structure can be in-
troduced successfully into the CaMML search procedure. When jointly incorpo-
rated in hybrid model discovery, the result is a flexible learning procedure which
automatically accommodates data set sizes by preferring simple local structure
representations (e.g., logit models) given small data sets and by finding richer
representations (decision trees and/or CPTs) given large data sets. We also com-
pared these MML metrics with BDe and MDL metrics, finding that generally
BDe and CaMML do well, with MDL performing poorly.
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Abstract. A k-nearest-neighbor classifier expects the class conditional 
probabilities to be locally constant. In this paper, we use the local separability 
based on NWFE criterion to establish an effective metric for computing a new 
neighborhood. For each test pattern, the modified neighborhood shrinks in the 
direction with high separability around this pattern and extends further in the 
other direction. This new neighborhood can often provide improvement in 
classification performance. Therefore, any neighborhood-based classifier can be 
employed by using the modified neighborhood. Then the class conditional 
probabilities tend to be more homogeneous in the modified neighborhood.  

Keywords: pattern recognition, classifier, nearest neighbors, nonparametric 
weighted feature extraction. 

1   Introduction 

The k-nearest-neighbor (k-NN) classifier is a simple and appealing classifier. When a 
new sample arrives, k-NN finds the k neighbors nearest to the new sample from the 
training space based on some suitable similarity or distance metric. A common 
similarity function is based on the Euclidian distance between two data. k-NN is 
based on the assumption that locally the class posterior probabilities are 
approximately constant. However, when an unclassified sample point is near the 
decision boundary, the class conditional probability of the new sample is not 
approximately constant. Therefore, this new sample may probably be labeled 
incorrect [1]. 

During the past decade various choices of the more suited distance metric have 
been investigated to compute the neighborhood. The DANN (discriminant adaptive 
nearest neighborhood classification) metric, proposed by Hastie and Tibshirani [1] for 
the k-NN classification task is one of the well-known software packages using the 
separability of linear discriminant analysis (LDA). 
                                                           
* The work described in this paper was sponsored in part by the National Science Council 

under Grant NSC 95-2221-E-142-002. 
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In this paper, we create a new metric based on the separability from nonparametric 
weighted feature extraction (NWFE) [2, 3]. For each test pattern, the modified 
neighborhood shrinks in the direction with high separability and extends further in the 
other direction. In two dimension case, it is easy to image that we shrink an original 
neighborhood in direction approximately orthogonal to the decision boundary, and 
elongate it approximately parallel to the boundary. Then the class conditional 
probabilities tend to be more homogeneous in our method. 

The paper is organized as follows. We begin with a review of the nonparametric 
weighted feature extraction (NWFE) in Section 2. In Section 3, we present our k-
nearest neighbor classifier based on adaptive nonparametric separability. The special 
case using whole training samples of our method is studied in Section 4. The 
effectiveness of the proposed method is experimentally verified in Section 5. Finally, 
in the last section, we give the concluding comments. 

2   Nonparametric Weighted Feature Extraction 

The main ideals of the nonparametric weighted feature extraction (NWFE) are putting 
different weights on every sample to compute the "weighted means" and compute the 
distance between samples and their weighted means as their "closeness" to boundary, 
then defining nonparametric between-class and within-class scatter matrices which 
put large weights on the samples close to the boundary and de-emphasize those 
samples far from the boundary. The between-class scatter matrix NW

bS  and the within-

class scatter matrix NW
wS  of NWFE are defined as 
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in  denotes the training sample size of class i, )( )(i
kj xM  denotes the weighted mean of 

)(i
kx  in class j, L is the number of classes and ),(dist zx  be the Euclidean distance from 

x  to z . 
The goal of NWFE is to find a linear transformation pdRA ×∈ , dp ≤ , which 

maximizes the between-class scatter and minimizes the within-class scatter. The 
columns of A  are the optimal features by optimizing the following criterion, 

))(tr(maxarg 1 ASAASAA NW
b

TNW
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T

A

−=  (3) 
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This maximization is equivalent to find eigen-pairs ),( ii vλ , di ,,2,1=  , 

dλλλ ≥≥≥ 21
 for the generalized eigenvalue problem 

vSvS NW
w

NW
b λ=  (4) 

3   K-Nearest-Neighbor Classifier Based on Adaptive NWFE 
Separability 

In this section, a k-nearest-neighbor classifier based on adaptive nonparametric 
separability (kNN-ANS) is proposed. This technique is based on the exploitation 
of the results of the nonparametric weighted feature extraction (NWFE) 
performed on a set of Km patterns in a nearest neighborhood of unclassified 
pattern *x . Only using these Km patterns can emphasize the influence of the 
separability around *x . 

Suppose )*,( mKxR  is the set of these Km patterns around *x . The between-class 

scatter matrix *)(xS ANW
b

 and the within-class scatter matrix *)(xS ANW
w

 of NWFE are 

defined as 
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denotes the training sample size of class i, )( )(i
kj xM  denotes the weighted mean of )(i

kx  

in class j, L is the number of classes and ),(dist zx  be the Euclidean distance from 

x  to z . 
Let 
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Let dT xxx ℜ∈=Σ ,1 . Since },,,{ 21 dvvv  forms a new basis for dℜ , thus 

dd vxvxvxx +++= 2211
. So we have 
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i.e., }1|{ =Σxxx T  forms an ellipse and the lengths of axes are .2,,2,2
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From this result it is easy to find that the length of major axis with respect to 1v  (and 

dv ) is the shortest (and longest respectively). 

This distance measure between the unknown *x  and the training sample )(i
jx  is 

).*()*()*,( )()()( i
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j xxxxxxd −Σ−=  (8) 

The modification shrinks the neighborhood according to the degree of the separability 
around *x . We use this to find k nearest points within the points in the training set 
from the unknown observation *x  and assign the label of the unknown observation 
using the majority vote. 

Fig. 1 shows an example of our metric. There are two classes in two dimensions. 
The target point (shown as x) is chosen to be near the class boundary. The first panel 
shows the 5 nearest neighbors of x using the Euclidean distance. The second panel 
shows the same size neighborhood using our new weighted metric. Notice how the 
modified neighborhood shrinks in the direction (approximately orthogonal to the 
decision boundary which is around x) with high separability and extends further in the 
other direction. 

The value of Km must be reasonably large corresponding to the problem’s 
dimension d, since the initial neighborhood )*,( mKxR  is used to estimate the scatter 

matrices. Often a smaller number k of neighbors is preferable for the final 
classification rule. 
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Fig. 1. The first panel shows the spherical neighborhood containing 5 points. The second panel 
shows the ellipsoidal neighborhood found by the 5NN-ANS procedure, also containing 5 
points. The latter is elongated along the direction (approximately parallel to the decision 
boundary which is around x) of less separability and flattened orthogonal to it. 

These procedures are summarized in kNN-ANS Algorithm. 
 

kNN-ANS Algorithm 
Input: d- the problem’s dimension. 

 N- the number of training samples. 
 L- the number of pattern classes. 
 ),( ii jx - N ordered pairs, where ix  is the i-th training sample and ij  is 

its class number ( Lji ≤≤1  for all i). 
 k- the order of k-NN classifier. 
 *x - an incoming pattern. 
 Km- the number of )*,( mKxR . 

Output: l- the number of class into which *x  is classified. 
Step 1. Set ],,[ 1 N

T xxX =  and { }N

iii jxS 1),( == . 
Step 2. Compute *)(xS ANW

b
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Step 9. Set LiiICl ≤≤= 1)),(max(  and stop. 
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4   A Simplified Version of the KNN-ANS 

So far our technique outperforms enormously original k-NN but the shortcoming is 
"time consuming," in that for every unclassified pattern *x , it is necessary to be 
recomputed *)(xS ANW

b
, *)(xS ANW

w
, and all eigen-pairs of *)(*))(( 1 xSxS ANW

b
ANW

W
− . 

Sometimes using the separability of NWFE with whole training samples (i.e., the 
eigen-pairs of NW

b
NW

W SS 1)( − ) still has not bad performance. In particular, the ratio of the 

number of training samples to the dimension d is small. This method is denoted by 
kNN-NS, a special case of kNN-ANS with Km which is equal to the number of 
training samples. However, in kNN-NS, the weighted metric is the same for all 
unclassified patterns and so it can get over the problem of "time consuming." 

The kNN-NS can be summarized in the following steps: 

1. Compute the eigen-pairs ),( ii vλ , i=1,2,…,d of NW
b

NW
W SS 1)( − , where NW

bS  and NW
wS  

are the scatter matrices of NWFE with whole training samples. 
2. Establish T

dd
dTT vvvvvv

Λ
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=Σ λλλ

22
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11
1 , where dλλλ +++=Λ 21 . 

3. Do steps 4-9 in kNN-ANS Algorithm. 

Fig. 2 shows the main difference of kNN-ANS and kNN-NS. There are two classes, 
one of which almost surrounds the other in two dimensions. The first panel shows the 
"unit sphere," an ellipsoid using kNN-ANS metric around the unclassified samples which 
are chosen to be near the class boundary. The second panel shows the "unit sphere," an 
ellipsoid using kNN-NS metric on the same samples. The red lines in the first panel are 
the axes using the method kNN-ANS. We can image that the axes will change when the 
different unclassified sample is coming. The blue lines in the second panel are the axes 
using the method kNN-NS. It is easy to point that the axes are the same for all 
unclassified samples. Notice that the local class posterior probabilities around 
unclassified patterns in the first panel are approximately constant. As we will see in our 
experiments, kNN-ANS can often provide improvement in classification performance. 

 

  

Fig. 2. The first panel shows the "unit sphere," an ellipsoid using kNN-ANS metric around the 
unclassified samples which are chosen to be near the class boundary. The second panel shows 
the "unit sphere," an ellipsoid using kNN-NS metric on the same samples. The red lines in the 
first panel are the axes using the method kNN-ANS. The blue lines in the second panel are the 
axes using the method kNN-NS. 
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5   Experiment Design and Results 

The design of Experiment is to compare the multiclass classification performances of 
four classifiers: kNN-ANS, kNN-NS, k-NN, support vector classifier using cross-
validation (SVC-CV), and Parzen [4]. Two real data experiment results are displayed. 
One is the Fisher’s Iris data published by Fisher [5] and the other is the Washington, 
DC Mall image data [6]. At each experiment, 10 training and testing data sets are 
selected for computing the accuracies of algorithms. 

5.1   Fisher’s Iris Data 

The Iris flower data were originally published by Fisher [5], for examples in 
discriminant analysis and cluster analysis. Four parameters, including sepal length, 
sepal width, petal length, and petal width, were measured in millimeters on fifty iris 
specimens from each of three species, Iris setosa, Iris versicolor, and Iris virginica. 
One class (Iris setosa) is linearly separable from the two other; the latter (Iris 
versicolor and Iris virginica) are not linear separable from each other. So the set of 
data contains 140 examples with 4 dimensions and 3 classes. In every data set, we 
randomly choose 10 samples from every class to form the training data and the other 
40 samples in every class are assigned to the testing data. 

In this experiment, the grid method is used to determine Km. Six parameters, 5, 10, 
15, 20, 25, and 30, are used. Similarly, the k, the order of k-NN classifier, are set by 1, 
3, 5, 7, 9, 11, 13, 15, and 17. The results are displayed in Table 1. The red parts mean 
that the performances of our methods are better than original k-NN. The comparisons 
of our proposed methods and other classifiers are summarized in Table 2, where the 
results k-NN, kNN-ANS, and kNN-NS are chosen from Table 1 with the best 
accuracies, respectively. 

Tables 1 and 2 show the following. 

1. The results using modified metric are better than using the Euclidean distance. 
2. For decreasing degree of accuracies, our methods outperform k-NN when k is 

increasing. 
3. In this case, the differences of kNN-ANS and kNN-NS are not remarkable. 
4. Overall, kNN-ANS is a good and robust choice. 

Table 1. The classification accuracies using kNN-ANS and kNN-NS (Iris data) 

kNN-ANS k k-NN kNN-NS 
Km=5 Km=10 Km=15 Km=20 Km=25 Km=30 

1 0.931 0.945 0.931 0.942 0.938 0.941 0.940 0.945
3 0.946 0.963 0.939 0.954 0.958 0.962 0.963 0.963
5 0.940 0.961 0.946 0.963 0.957 0.960 0.961 0.961
7 0.930 0.968 0.942 0.962 0.965 0.968 0.968 0.968
9 0.926 0.966 0.938 0.960 0.960 0.968 0.967 0.966

11 0.913 0.960 0.942 0.963 0.963 0.963 0.963 0.960
13 0.904 0.960 0.943 0.964 0.962 0.963 0.964 0.960
15 0.883 0.959 0.941 0.962 0.959 0.961 0.960 0.959
17 0.868 0.958 0.929 0.958 0.955 0.961 0.959 0.958
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Table 2. The classification accuracies using kNN-ANS, kNN-NS, k-NN, SVC-CV, and Parzen 
(Iris data) 

kNN-ANS kNN-NS k-NN SVC-CV Parzen 
0.968 

k=7, Km=20 
0.968 
k=7 

0.946 
k=3 

0.951 0.941 

5.2   Washington, DC Mall Image Data 

The Washington, DC Mall image data [6] is used for this experiment. There are 7 
classes, 191 spectral bands in it, and 20, 40, 100 training samples in each class in this 
experiment. For investigating the influences of the ratio of the number of training 
samples to the dimension using our methods, every 5-th band, which begins from the 
first one, are selected for the 39 bands case. Table 3 shows classification accuracies of 
testing data using 20, 40, and 100 training samples with 39 bands in each class. This 
result indicates that the 1NN-ANS has the best performances. In addition, using 1NN-
ANS has more outstanding effect than using 1NN-NS, i.e., the use of an adaptive 
metric allows improving the accuracy of a fixed metric, thus confirming the influence 
of the shape and size of the neighborhood around unclassified pattern. 

Table 3. The classification accuracies using kNN-ANS, kNN-NS, k-NN, SVC-CV, and Parzen 
(DC Mall, 39 bands) 

 
1NN-ANS 1NN-NS 1-NN SVC-CV Parzen 

20 0.878 
Km=45

0.825 0.708 0.771 0.722 

40 0.908 
Km=50 

0.860 0.761 0.828 0.777 

100 0.942
Km=105 

0.895 0.818 0.893 0.832 

Table 4. Maximum, medium, minimum and standard deviation of the accuracy on the testing 
set using 1NN-ANS for varying values of the parameter Km (DC Mall, 39 bands) 

 Max Medium Min Std dev 

20 
0.878 
Km=45

0.856 
Km=80 

0.825 
Km=140 

40 
0.908 
Km=50 

0.885 
Km=160 

0.860 
Km=280 

0.017 

100 
0.942

Km=105 
0.917 

Km=345 
0.892 

Km=675 
0.016 

In order to evaluate the results with respect to the choice of Km, Table 4 shows the 
maximum, medium, minimum, and standard derivation of the accuracies attained in a 
number of experiments using 1NN-ANS. As it would be expected, when the value of 
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k is fixed, the choice of Km is very important. By the way, the maximum accuracies 
always occur at small Km. Oppositely, the minimum accuracies always occur at larger 
Km, i.e., it approximates kNN-NS. 

 

Fig. 3. A color IR image of a portion of the 
DC data set 

Fig. 4. The classified result of Fig. 3 with 39 
bands using 1NN-ANS (Km=10) classifier 

 

Fig. 5. The classified result of Fig. 3 with 39 
bands using 1NN-NS classifier 

Fig. 6. The classified result of Fig. 3 with 39 
bands using 1NN classifier 

 

Fig. 7. The classified result of Fig. 3 with 39 
bands using SVC-CV classifier 

Fig. 8. The classified result of Fig. 3 with 39 
bands using Parzen classifier 
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Fig. 3 shows a color IR image of a portion of the DC Mall area for reference. Fig. 4-8 
are the classification results of the portion of DC Mall image with 39 bands using 1NN-
ANS (Km=45), 1NN-NS, 1NN, SVC-CV, and Parzen classifiers with 20 training samples. 
Comparing Figure 10 and 11, we see that the performance of 1NN-ANS is similar to that 
of 1NN-NS, although the accuracy of 1NN-ANS is higher than that of 1NN-NS. 
Obviously, the results of1NN-ANS and 1NN-NS are better than those of other classifiers. 

6   Concluding Comments 

In this paper we proposed a new approach using k-nearest neighbor classification 
scheme based on adaptive separability metric of NWFE (kNN-ANS) and its special 
case kNN-NS. Real hyperspectral images and Iris data show that the average 
classification accuracy of applying kNN-ANS is better than those of applying other 
classifiers. Some findings are summarized in the following: 

1. All performances of kNN-ANS are the best. 
2. kNN-ANS and kNN-NS are more robust than traditional k-NN. 
3. The thematic maps of 1NN-ANS outperform those of other classifiers. 
4. From above experiences, it is valid that using the adaptive separability of NWFE 

estimates an effective metric for computing a new neighborhood. The modified 
neighborhood shrinks in the direction with high separability and extends further 
in the other direction. Then the class conditional probabilities tend to be more 
homogeneous. 

From the above findings, we may say that the use of kNN-ANS is more beneficial 
and yielding better results than other classifiers. 
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Abstract. Attribute subsetting is a meta-classification technique, based on 
learning multiple base-level classifiers on projections of the training data. In 
prior work with nearest-neighbour base classifiers, attribute subsetting was 
modified to learn only one classifier, then to selectively ignore attributes at 
classification time to generate multiple predictions. In this paper, the approach 
is generalized to any type of base classifier. This ‘virtual attribute subsetting’ 
requires a fast subset choice algorithm; one such algorithm is found and de-
scribed. In tests with three different base classifier types, virtual attribute sub-
setting is shown to yield some or all of the benefits of standard attribute subset-
ting while reducing training time and storage requirements. 

1   Introduction 

A large portion of machine learning research covers the field of ‘classifier learning’. 
Given a list of instances with known classes as training data, a classifier learning al-
gorithm creates a classifier which, given an instance with unknown class, attempts to 
predict that class. More recent classifier research includes ‘meta-classification’ algo-
rithms, which learn multiple classifiers and combine their output to yield classifica-
tions that are often more accurate than those of any of the individual classifiers used. 
Some common meta-classification techniques are bagging [1], boosting [2] and stack-
ing [3]. Attribute subsetting [4, 5] is another meta-classification technique, based on 
learning multiple base classifiers on different training sets. Each training set contains 
all the original training instances, but only a subset of the attributes. 

In [4], for the specific case of nearest-neighbour base classifiers, one copy of the 
training data was kept; at classification time, attributes in the instance to classify were 
selectively ignored. In this paper, the same approach is generalized: regardless of 
classifier type, only one base classifier is learnt, although multiple attribute subsets 
are still generated. At classification time the instance to be classified is copied, with 
one copy for each subset. The values of the attributes not appearing in the correspond-
ing subset are set to ‘unknown’, and the instance is passed to the single base classifier. 
The predictions from each instance copy are then combined for a final prediction. 
This form of attribute subsetting generates multiple classifications without learning 
multiple classifiers, so it is called ‘virtual attribute subsetting’. 

This paper describes existing work on standard attribute subsetting and classifica-
tion given instances with unknown attribute values, followed by an outline of the  
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virtual attribute subsetting algorithm. The choice of attribute subsets is significant, so 
four different attribute subset choice algorithms are considered. Results are then re-
ported from tests using virtual attribute subsetting with three different base classifier 
types: Naïve Bayes, decision trees and rule sets. It is shown to gain some or all of the 
improved accuracy of standard attribute subsetting, while reducing training time and 
storage requirements. The degree of benefit depends on the base classifier type. 

2   Previous Work 

The most relevant previous work, that on standard attribute subsetting, will now be 
discussed, after a description of the related and better known technique of bagging. 
Virtual attribute subsetting depends on its base classifier being able to classify in-
stances with missing values, so some methods used to achieve this are also covered. 

2.1   Bagging 

‘Bagging’, or ‘bootstrap aggregating’ [1], is an ensemble classification technique. 
Multiple training datasets, each with as many instances as the original training data, 
are built by sampling with replacement. A classifier is then learnt on each training 
dataset. When a new instance is classified, each classifier makes a prediction and the 
predictions are combined to give a final classification. (The training sets are known as 
‘bootstrap’ samples, hence ‘bootstrap aggregating’).  

2.2   Standard Attribute Subsetting 

Attribute subsetting is an ensemble classification technique with some similarities to 
bagging. Multiple training datasets are generated from the initial training data; each 
training set contains all the instances from the original data, but some attributes are 
removed. A classifier is then learnt on each training set. To classify a new instance, 
predictions from each classifier are combined to give a final classification.  

If the training data are stored in a table with each row representing an instance and 
each column containing attribute values, bagged training samples are built by select-
ing table rows, while attribute subsetted training samples are built by selecting table 
columns. Because of this similarity, the technique has been referred to as ‘attribute 
bagging’ [6] and ‘feature bagging’ [7], terms which are only technically accurate if 
the attributes are sampled with replacement. This has been tested [4], but did not sig-
nificantly affect accuracy.  

Attribute subsetting has been effective when the base classifiers are neural net-
works [8], decision trees [5, 6], nearest-neighbour classifiers [4] or conditional ran-
dom fields [7].  

2.3   Unknown Attributes in Classification 

Sometimes the instance provided to a classifier does not have a known value for every 
attribute. Many types of classifiers can handle such ‘missing values’, but their means 
of doing so differ. such classifiers are considered here.  
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Naïve Bayesian classifiers can easily handle missing values by omitting the term 
for that attribute when the probabilities are multiplied [9].  

Decision tree classifiers can deal with missing values at classification time in sev-
eral different ways [10]. In the specific case of C4.5, if a node in the tree depends on 
an attribute whose value is unknown, all subtrees of that node are checked and their 
class distribution summed [11].  

Many rule induction algorithms can handle missing values, but some, such as 
RIPPER, use rules which fail if they need a missing value [12]. Early tests showed that 
virtual attribute subsetting performs poorly with base classifiers of this type. A more 
promising rule set inductor is the PART algorithm, which trains decision nodes with 
the C4.5 decision tree learning algorithm [13].  

3   The Virtual Attribute Subsetting Algorithm 

Bay [4] applied attribute subsetting to a single nearest-neighbour base classifiers. The 
only training step for nearest-neighbour classifiers is reading the training data. At 
classification time, multiple nearest-neighbour measurements were made, each meas-
uring a subset of attributes. This saved training time and storage space, while return-
ing identical results to standard attribute subsetting.  

This approach can be generalized to other base classifiers, to create ‘virtual attrib-
ute subsetting’. At training time, a single base classifier is learnt on all of the training 
data and multiple subsets are generated. To classify an instance, one copy of the in-
stance is created for each subset. Each instance copy has the attributes missing from 
its subset set to value ‘unknown’. The instance copies are then passed to the base 
classifier, and its predictions are combined to give an overall prediction.  

For most base classifiers, virtual attribute subsetting may be less accurate than 
standard attribute subsetting, but will have used less training time and storage. Spe-
cifically, it only needs the time and space required by the single base classifier and the 
subsets; even the subset generation can be left to classification time if necessary. A 
side benefit is that, if a classifier has already been learnt, virtual attribute subsetting 
can be applied to it, if it can classify instances with missing attributes.  

Three parameters of a virtual attribute subsetting classifier may be varied: the sub-
sets, the type of base classifier, and the means of combining predictions.  

3.1   Subset Choice 

There are many ways to select multiple subsets of attributes. Some subsets were cho-
sen by hand, based on domain knowledge [7, 8]. Pseudorandom subsets have also 
been used, as in [5], where each subset contained 50% of the attributes. Pseudoran-
dom subsets may be optimized by introspective subset choice: a portion of the train-
ing data is set aside for evaluation, and only those subsets which lead to accurate clas-
sifiers on the evaluation data are used. Introspective subset choice may be based on 
learning the optimal proportion of attributes for each dataset [4], or by generating 
many subsets and only using those which lead to accurate classifiers [6].  
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Virtual attribute subsetting is intended to be a fast, generic technique. The subsets 
should not be based on domain knowledge (which is not generic) or introspective sub-
set choice (which is time-consuming). For this experiment, four types of pseudoran-
dom subset choice were tested: random, classifier balanced, attribute balanced and 
both balanced. Each subset generation algorithm receives three parameters: 

a, the number of attributes, 
s, the number of subsets to generate and 
p, the desired proportion of attributes per subset. 

3.1.1   Random Subsets 
This is the simplest algorithm. It iterates through the a×s attribute/subset pairs, ran-
domly selecting a×s×p attributes to include in the subsets.  

3.1.2   Classifier Balanced Subsets 
This algorithm chooses subsets such that each subset contains close to s×p attributes. 
Since s×p may not be an integer, it rounds some subsets up and some down to build 
an overall proportion as close to p as possible.  

3.1.3   Attribute Balanced Subsets 
This algorithm chooses subsets such that each attribute appears in close to a×p sub-
sets. Since a×p may not be an integer, it rounds some counts up and some down to 
build an overall proportion as close to p as possible.  

3.1.4   Both Balanced Subsets 
Creating subsets that are balanced both ways is slightly more difficult. The algorithm 
is illustrated by associating a line segment with each attribute. The length of each line 
segment is the number of further times that attribute needs to be added to a subset. It 
is described in pseudocode below and the process is illustrated in Figure 1. Note that 
this algorithm may create duplicated subsets; a version that created non-duplicated 
subsets was tested and had an insignificant effect on accuracy.  

 
Determine the number of times each attribute should ap-
pear; if achieving the correct proportion requires 
varied attribute counts (some must be rounded up and 
some rounded down), randomly distribute the counts 

For each subset: 
Randomly arrange the attributes in line 
selectorLength  number of subsets remaining 
selectorPos  random(0..selectorLength–1) 
While selectorPos lies adjacent to an attribute: 
Add that attribute to the subset 
selectorPos  selectorPos + selectorLength 

Reduce the lengths of the chosen attributes by 1 
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Step 1: Attribute lengths are calculated.   

 

Step 2: Attributes are arranged in random order.   

 

Step 3: The length of the attribute selector is the number of subsets remaining.  
(In this example, there are 5 subsets remaining.)  It starts at a random position 
0..selectorLength–1 units from the start of the first attribute.   

 

Step 4: Attributes are selected at steps the length of the attribute selector long.   

 

Step 5: The attributes that were selected have their lengths reduced by 1.   

 

Steps 2–5 are then repeated until all subsets have been generated. 

Fig. 1. Visualization of steps in both balanced attribute subset choice 

Sample subsets generated by all four subset choice algorithms are shown in Table 1. 

Table 1. Examples of subset generation algorithm output with a = 4, s = 5 and p = 0.7 

Ttl Ttl Ttl Ttl
0 1 1 1 3 0 1 1 1 3 1 0 1 1 3 1 0 1 1 3
0 1 1 1 3 1 1 0 1 3 0 1 0 1 2 1 1 1 0 3
1 1 0 1 3 0 1 0 1 2 1 1 1 0 3 1 1 0 1 3
0 1 0 0 1 1 1 1 0 3 0 0 1 1 2 0 1 1 1 3
1 1 1 1 4 1 1 1 0 3 1 1 1 1 4 0 0 1 1 2

Ttl 2 5 3 4 14 Ttl 3 5 3 3 14 Ttl 3 3 4 4 14 Ttl 3 3 4 4 14

No balancing Both balanced

S
ubsets

Attributes S
ubsets

Attribute balanced

S
ubsets

Attributes AttributesS
ubsets

Classifier balanced
Attributes

 

3.2   Base Classifiers 

The effect of virtual attribute subsetting will vary, depending upon the base classifier 
used. Three types of base classifiers were tested in this experiment: Naïve Bayes, 
C4.5 decision trees, and PART rule sets.  

Making an attribute value unknown makes Naïve Bayes ignore it as if it were not 
in the training data, so there should be no difference in output between standard and 
virtual attribute subsetting if both use Naïve Bayes as the base classifier.  

For C4.5 and PART base classifiers, virtual attribute subsetting is unlikely to match 
the accuracy of standard attribute subsetting, as the classifiers used for each subset 
will not be appropriately independent. However, virtual attribute subsetting may still 
be more accurate than a single base classifier.  

C D B AAttributes 

Attributes 
Selection 

C D A

C D B A

Attributes 
Selection 

C D B A

C D B AAttributes 

A B C DAttributes 
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3.3   Combining Predictions 

There are many ways to combine the predictions of multiple classifiers. The method 
chosen for virtual attribute subsetting was to sum and normalize the class probability 
distributions of the base classifiers to give an overall class probability distribution.  

4   Method 

All experiments were carried out in the Waikato Environment for Knowledge Analy-
sis (WEKA), a generic machine learning environment [14]. WEKA conversions of 31 
datasets from the UCI repository [15, 16] were selected for testing. The dataset names 
are listed in Table 8. Each test of a classifier on a dataset involved 10 repetitions of 
10-fold cross-validation.  

Both standard and virtual attribute subsetting have three adjustable settings: subset 
choice algorithm (‘no balancing’, ‘classifier balanced’, ‘attribute balanced’ or ‘both 
balanced’), attribute proportion (a floating point number from 0.0 to 1.0) and number 
of subsets (any positive integer). Preliminary tests showed that reasonable default set-
tings are balancing=‘both balanced’, attribute proportion=0.8 and subsets=10.  

The decision tree classifier used was ‘J4.8’, the WEKA implementation of C4.5. The 
rule set classifier was the WEKA implementation of PART. All base classifier settings 
were left at their defaults. For both J4.8 and PART, this meant pruning with a confi-
dence factor of 0.25 and requiring a minimum of two instances per leaf.  

5   Results 

A virtual attribute subsetting classifier with a given base classifier may be considered 
to succeed if it is more accurate than a single classifier with the same type and set-
tings: it has made an accuracy gain for no significant increase in storage space or 
training time. This is the main comparison made here; standard attribute subsetting re-
sults are also shown, as they provide a probable upper bound to accuracy.  

5.1   Naïve Bayes 

The ability of virtual attribute subsetting to yield exactly the same results as standard 
attribute subsetting when Naïve Bayes is the base classifier was verified, so the results 
shown apply to both standard and virtual attribute subsetting. Attribute subsetting 
only significantly improved the accuracy of a Naïve Bayesian classifier when attrib-
utes were balanced (Table 2). The best attribute proportion was 0.9 (Table 3).  

Table 2. Win/draw/loss analysis for standard/virtual attribute subsetting with varying subset 
choice algorithms compared with a single Naïve Bayesian classifier 

Subset 
algorithm No balancing

Classifier 
balanced

Attribute 
balanced

Both 
balanced

Wins 16 17 20 21
Draws 0 1 1 0

Losses 15 13 10 10
Wins-Losses 1 4 10 11  
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Table 3. Win/draw/loss analysis standard/virtual attribute subsetting with varying proportion 
compared with a single Naïve Bayesian classifier 

Proportion 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Wins 6 9 15 15 17 18 19 21 22

Draws 0 0 0 0 1 0 0 0 0
Losses 25 22 16 16 13 13 12 10 9

Wins-Losses -19 -13 -1 -1 4 5 7 11 13  

5.2   Decision Trees 

With J4.8 as the base classifier, standard attribute subsetting performed well with all 
subset algorithms, but virtual attribute subsetting was only effective when attributes 
were balanced and improved when both attributes and classifiers were balanced (Table 
4). Both attribute subsetting classifiers were most accurate with attribute proportions of 
0.8 or 0.9 (Table 5). The accuracies achieved with optimal settings are listed in Table 8.  

Three additional experiments with J4.8 were undertaken but not reported in detail. 
The number of subsets was varied from 2 to 40, with no significant improvement in 
virtual attribute subsetting once the number of subsets was at least 6. Unpruned deci-
sion trees were also tested; virtual attribute subsetting using unpruned J4.8 as the base 
classifier performed well against a single unpruned J4.8 classifier but poorly against a 
single pruned J4.8 classifier. Finally, measurement of decision tree size showed that 
neither method learnt consistently larger trees.  

Table 4. Wins–losses for standard/virtual attribute subsetting with varying subset choice algo-
rithms compared with a single J4.8 classifier 

Subset algorithm
No 

balancing
Classifier 
balanced

Attribute 
balanced

Both 
balanced

Standard attribute subsetting 19 22 23 20
Virtual attribute subsetting 3 3 8 12  

Table 5. Wins–losses for standard/virtual attribute subsetting with varying proportion com-
pared with a single J4.8 classifier 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-17 -11 1 10 18 20 21 20 23
-25 -25 -17 -9 -5 1 7 12 4

Standard attribute subsetting
Virtual attribute subsetting

Proportion

 

Table 6. Wins–losses for standard/virtual attribute subsetting with varying subset choice algo-
rithms compared with a single PART classifier 

Subset algorithm
No 

balancing
Classifier 
balanced

Attribute 
balanced

Both 
balanced

Standard attribute subsetting 26 23 29 29
Virtual attribute subsetting 0 4 15 13  
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5.3   Rule Learning 

Results for the PART algorithm are similar to those for J4.8. Standard attribute subset-
ting gave good results, while virtual attribute subsetting was only effective when the  
 

Table 7. Wins–losses for standard/virtual attribute subsetting with varying proportion com-
pared with a single PART classifier 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-25 -5 3 14 18 22 20 29 28
-29 -23 -17 -9 -5 -3 6 13 15

Standard attribute subsetting
Virtual attribute subsetting

Proportion

 

Table 8. Percentage accuracy over the 31 datasets for J4.8, PART and standard/virtual attribute 
subsetting using PART and J4.8 base classifiers; wins and losses are based on a simple accuracy 
comparison and were measured before these figures were truncated for presentation 

Single 
classifier

Single 
classifier

anneal 98.6 98.6 D 98.6 W 98.3 98.3 D 98.5 W
audiology 77.3 77.4 W 79.2 W 79.4 79.3 L 82.2 W

autos 81.8 81.9 W 83.4 W 75.1 75.1 W 81.7 W
balance-scale 77.8 78.3 W 78.2 W 83.2 83.5 W 86.1 W

horse-colic 85.2 85.2 W 85.2 D 84.4 84.7 W 85.4 W
credit-rating 85.6 85.6 W 85.7 W 84.4 84.5 W 86.7 W

german_credit 71.3 71.3 W 72.1 W 70.5 70.7 W 74.6 W
pima_diabetes 74.5 74.8 W 74.7 W 73.4 74.1 W 74.5 W

Glass 67.6 68.0 W 68.8 W 68.7 68.8 W 74.0 W
cleveland-heart 76.9 76.7 L 77.4 W 78.0 78.1 W 81.8 W
hungarian-heart 80.2 80.2 L 80.3 W 81.1 81.3 W 81.9 W

heart-statlog 78.1 78.4 W 78.9 W 77.3 77.3 D 81.2 W
hepatitis 79.2 79.3 W 79.7 W 79.8 79.9 W 82.7 W

hypothyroid 99.5 99.5 D 99.6 W 99.5 99.5 W 99.6 W
ionosphere 89.7 89.8 W 90.6 W 90.8 90.8 D 92.9 W

iris 94.7 94.7 D 94.7 D 94.2 94.2 D 94.6 W
kr-vs-kp 99.4 99.4 D 99.4 W 99.2 99.2 D 99.4 W

labor 78.6 78.6 D 78.6 D 77.7 77.7 D 79.1 W
lymphography 75.8 75.4 L 75.9 W 76.4 76.4 W 81.0 W

mushroom 100.0 100.0 L 100.0 D 100.0 100.0 D 100.0 D
primary-tumor 41.4 42.0 W 43.1 W 40.9 41.6 W 45.2 W

segment 96.8 96.8 W 97.0 W 96.6 96.6 L 97.9 W
sick 98.7 98.5 L 98.7 L 98.6 98.6 L 98.6 W

sonar 73.6 73.7 W 74.3 W 77.4 77.4 D 81.2 W
soybean 91.8 91.6 L 92.3 W 91.4 91.4 W 93.7 W

tic-tac-toe 85.6 86.4 W 87.3 W 93.6 93.6 W 95.8 W
vehicle 72.3 72.4 W 73.6 W 72.2 72.6 W 74.5 W

vote 96.6 96.6 D 96.6 D 96.0 96.0 D 96.6 W
vowel 80.2 80.3 W 82.2 W 77.7 77.7 W 91.6 W

waveform 75.3 76.8 W 78.1 W 77.6 78.9 W 84.2 W
zoo 92.6 92.6 D 92.6 D 93.4 93.4 D 93.4 D

Win/Draw/Loss
Wins-Losses

18/10/3 29/2/0

Dataset

12 23 15 29

PART

18/7/6 24/6/1

J4.8
Virtual 

attribute 
subsetting

Standard 
attribute 

subsetting

Virtual 
attribute 

subsetting

Standard 
attribute 

subsetting
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attributes were balanced. Balancing both attributes and classifiers did not cause fur-
ther improvements (Table 6). Of the attribute proportions tested, attribute subsetting 
using PART was most accurate with proportions of 0.8 or 0.9 (Table 7). The accuracies 
achieved with optimal settings are listed in Table 8.  

5.4   Training Time 

Since the training for virtual attribute subsetting is limited to building subsets and 
training one classifier on the original training data, it was expected to have similar 
training time to a single classifier. The standard attribute subsetting algorithm builds a 
classifier for each subset. Since the training data for each classifier have some attrib-
utes removed, the individual classifiers may take less time to learn than a single clas-
sifier (as there are less attributes to consider) or more time (as more steps may be 
needed to build an accurate classifier).  

To test this, the ratios of attribute subsetting training time to single classifier train-
ing time were measured. As expected, virtual attribute subsetting took comparable 
training time to a single classifier, while standard attribute subsetting needed at least 
six times longer than both a single classifier and virtual attribute subsetting.  

5.5   Accuracy Table 

The accuracies returned by the most accurate attribute subsetting and virtual attribute 
subsetting classifiers using J4.8 and PART base classifiers are shown in Table 8, along 
with their win/draw/loss totals.  

6   Conclusions and Further Work 

Compared to standard attribute subsetting using Naïve Bayes as the base classifier, 
virtual attribute subsetting produces the same classifications with reduced training 
time and storage. Virtual attribute subsetting also frequently increases the accuracy of 
C4.5 decision trees and PART rule sets for no significant increase in training time.  

The subset choice was found to be significant. Balancing attributes consistently 
improved accuracy; balancing attributes and subsets usually increased it further. More 
sophisticated subset choice algorithms may be better still.  

Virtual attribute subsetting may also help other base-level classifiers. Whether it 
does so depends upon how they handle unknown attribute values. It may also be pos-
sible to combine virtual attribute subsetting with other meta-classification techniques.  
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Abstract. Based on Clonal Selection Theory, Parallel Chaos Immune 
Evolutionary Programming (PCIEP) is presented. On the grounds of antigen-
antibody affinity, the original antibody population can be divided into two 
subgroups. Correspondingly, two new immune operators, Chaotic Clonal 
Operator (CCO) and Super Mutation Operator (SMO), are proposed. The 
former has strong search ability in the small space while the latter has better 
search ability in large space. Thus, combination searching local optimum with 
maintaining population diversity can be actualized by concurrently operating 
CCO and SMO. Compared with the Classical Evolutionary Programming 
(CEP) and Evolutionary Algorithms with Chaotic Mutations (EACM), 
experimental results show that PCIEP is of high efficiency and can effectively 
prevent premature convergence. Therefore, it can be employed to solve 
complicated machine learning problems.  

Keywords: Immune algorithm, chaos search, evolution programming, parallel 
evolution. 

1   Introduction 

Evolutionary Algorithm (EA) has been widely applied to solving NP complete 
problems, but its poor local search ability, low convergent speed and premature 
convergence limit the functions of algorithm. However, the immunology has become 
a source of inspiration to improve EA, and many immune operators have been 
presented on the basis of various immune mechanisms to better the performance of 
EA [1][2]. In the field of machine learning, multi-modal function optimization is very 
complicated because of frequent variable coupling. As a result, searching mechanism 
of the traditional Artificial Immune System Algorithm (AISA) is not perfect. It is of 
poor local search capacity and insufficient parallelism inherent, which restrains the 
improvement of searching efficiency [3][4][5]. 

In order to overcome the weakness of AISA, a novel immune algorithm, PCIEP, is 
put forward based on the clonal selection theory. According to difference of anti-
body-antigen affinity, original antibody population is divided into two subgroups, 
low-affinity one and high-affinity one. Correspondingly, two operators, Chaotic 
Clonal Operator (CCO) and Super Mutation Operator (SMO), are proposed. The 
former has strong search ability in the small space while the latter has better search 
ability in large space. Thus, combination searching local optimum with maintaining 
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population diversity can be actualized by concurrently operating CCO and SMO, 
which can enhance search efficiency of the algorithm.    

The remainder of this paper is organized as follows: in section 2, based on clonal 
selection theory, PCIEP is depicted; in section 3, experimental results of multi-modal 
function optimization are demonstrated; in section 4, conclusions are drawn. 

2   Parallel Chaos Immune Evolutionary Programming 

2.1   The Clonal Selection Theory  

Clonal Selection Theory was put forward by Burnet in 1958. Its main points are as 
follows: when biological immune system is exposed to invading antigen, B cells of 
high affinity with antigen-antibody are selected to proliferate, clone and hyper-mutate 
so that B cells with higher affinity in local scope can be searched; At the same time, 
phenomenon of receptor editing takes place among the B Cells with low antigen-
antibody affinity, so they can be mutated into some points far away from the original 
one in the shape space, which is conducive to search B cells with high affinity. Be-
sides, some B Cells are dead and replaced by the new ones generated from bone mar-
row to maintain the population diversity.  After many generations of evolution and 
selection, B cells with very high affinity are produced finally, which are further 
differentiated into plasma cells, generating a lot of antibodies having the same shape 
with receptors to annihilate the antigens [6][7]. 

2.2   Chaotic Clonal Operator  

In the study of parallel immune evolutionary algorithm, the commonly used method 
of population partition and manipulation of evolutionary operators is that several 
original populations are simultaneously adopted, or one original population is divided 
into several subgroups with the same scale, then evolutionary operators with similar 
functions are involved, and the optimal antibodies are produced by competition and 
communication among the subgroups [5][8][9]. 

In this paper, according to the antigen antibody affinity, a new method of 
population partition is proposed. The original population is divided into two 
subgroups, of which, one has high affinity above the average, and the other has sub-
average affinity. These two immune operators are complementary and adopted to 
obtain the optimal antibodies. 

The parallel operation mechanism of PCIEP is that Chaotic Clone Operator (CCO) 
is designed according to the phenomena of B Cell clonal expansion and hyper-
mutation, whereas Super Mutation Operator (SMO) is designed according to the 
phenomena of Receptor editing phenomenon. 

The current population kP is a N  dimension vector, and { }NK aaaP ,...,, 21= . Real 

coding method is adopted here, and antibody code length is L . After computing 
antibody affinity, antibody population is divided into two subgroups, kA  and kB , in 

accordance with CCO and SMO. Evolutionary process from kP  to 1+kP  will be shown 

in Fig. 1: 
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Fig. 1. Population evolution chart 

In the population kA , according to the affinity function )(∗f , an individual ia  will 

be divided into iq antibodies,
iiqii aaa ,...,, 21 , then new population kC will be produced. 

The steps of ECO are described as follows: 

Clone: kA is a M  dimension vector and the population size M  is decided by the 

original population size N together with λ [10]. Generally speaking, M  is: 

)( NIntM λ= , 10 ≤≤ λ . (1) 

In this paper, M is decided by a new method. kA is defined as follows: 

{ }NifafaA iik ∈≥= ,)(  (2) 

Where                              
=

=
N

l
lfN

f
1

1
, Nl ,,2,1 ⋅⋅⋅= . (3) 

According to the average affinity, the original population is divided into two 
subgroups by the formulas (2) and (3). 

In population kA , antibody ia  will be cloned into iq antibodies. iq  is defined as: 

)( ii PCIntq ∗= , Mi ,...,2,1= . (4) 

iq is adjusted to being adaptable according to C  and ip . MC > ,
=

=
M

i
iqC

1

. The 

constant C is a given integer related to the clonal size. )(∗Int rounds the elements of 

X to the integers nearest towards infinity and )(XInt  returns to be the smallest 

integer bigger than X . Here, ip , the probability of antibody ia , produces new 

antibodies, it is as: 

=

=
M

j
i jfifP

1

)()( , Mi ,...,2,1= . (5) 

After population clone, kC  replaces the population kA : 
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{ }''
2

'
1 ,...,, Mk AAAC = . (6) 

Where         { }
jjqjjj aaaA ,...,, 21

' = , Mj ,...,2,1= . 

Mutation: Three main rules of chaotic theory are randomness, exhaustive search and 
regularity of the chaotic sequence. Different from some stochastic optimization 
algorithms, chaos search has better search ability in small space [11]. Therefore, 
instead of the commonly used mutation operator of conventional evolutionary 
Programming (CEP), namely Gaussian mutation, chaotic mutation operator is adopted 
to seek the optimal solutions.  

In the population kC , the corresponding updating equation of positional parameters 

is given by: 

)1,0()()()('
iiii Kjjxjx σ+= . (7) 

Where )1,0(K is a chaos sequence located in [-2,2], whose mutation size is similar to 

that of standard Gauss operator. Here, one dimension Logistic map is adopted, whose 
equation is shown as follows: 

)1(1 nnn rrr −=+ λ , ]1,0[∈nr . (8) 

Where λ is a control parameter located in ]4,0[ , Logistic map is an irreversible map in 

]1,0[ . It can be proved, if λ is equal to 4, the system is in the state of chaos, nr is 

ergodic in ]1,0[ , )1,0(K can be obtained with nr enlarging and translating in ]1,0[ .  

Clonal selection: After mutation, kD  replaces kC . In the population kD , if there exist 

the following antibodies: 

},...2,1,)(max{ ''
iijiji qjafad == . (9) 

Then a new population '
kD replaces kD , and '

kD ={ id }, Mi ,...,2,1= .Then '
kD is 

incorporated into the original population kA to build the parent population. Q is set, 

which is the parameter of tournament scale. After the competition and exchanging 
information among the antibodies, a new offspring population is produced, 
then kE replaces kD . 

The Chaotic Clonal Operator (CCO) combines chaos search method with immune 
clonal operation in order to merge their advantages. CCO produces a series of 
antibodies similar to the original one. An optimal antibody is obtained through the 
competition and exchanging information among them. The nature of CCO is to search 
a neighborhood of the single antibody and then find an optimum in this neighborhood 
to replace the original single antibody. It is useful to improve the local search ability 
of CCO.   

2.3   Super Mutation Operator  

The fatter tail of the Cauchy distribution generates a greater probability of taking 
large steps, which could help in offered as a possible escaping local optima, and this 
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has been explanation for its enhanced performance [12]. In this paper, Super Mutation 
Operator will utilize improved Cauchy mutation to maintain the population diversity.  

All the antibodies of kB have sub-average affinity, kB is shown as follows: 

{ }ijk aB = Si ,...,2,1= , MNS −= , Lj ,...,2,1= . (10) 

S represents the population size of kB . Real coding method is adopted and L stands 

for the antibody encoding length. Here, ija is the thj component of the antibody ia , the 

corresponding positional parameter updating equations are given by: 

)1,0()()()( ''
iiii Cjjaja ⋅⋅+= λσ . (11) 

))1,0()1,0(exp()()( ''
iii CCjj ττσσ += . (12) 

Where )(' ja i , )( jai , )(' jiσ and )( jiσ  denote the thj component of the vector 

ia ' , ia , i
'σ and iσ , respectively. )1,0(C denotes a Cauchy random number centered at 

zero with a scale parameter of 1, )1,0(jC indicates that the random number is 

generated anew for each value of j . The factors τ and 'τ are set to 1/sqrt (2sqrt(n)) 

and l/(2sqrt(n)), respectively. λ is a self-adaptive parameter, it is defined as follows: 

−=
max

exp
f

fiλ . (13) 

Where if denotes the affinity function of antibody ia , maxf denotes the maximum 

affinity function of all the antibodies. It is obvious that the lower an antibody's 
affinity, the greater it's mutation degree, then a further solution space can be searched, 
which is helpful to maintain the population diversity. 

After the mutation and selection operation, kG replaces the population kB . kG is 

incorporated into the population kE , then kH is produced. After sorting on the grounds 

of the population affinity, kI replaces kH . In the population kI , new members 

produced randomly replace the antibodies with poor affinity.  The number of new 
members is )( NInt η  in which η  is in 0.1~0.15 and N stands for the population size. 

Accordingly, 1+kP replaces kP .  

2.4   Parallel Immune Evolutionary Programming 

Based on the Chaotic Clone Operator and the Super Mutation Operator, parallel chaos 
immune evolutionary programming algorithm is put forward. 

RRf M →: is the optimized object function. Without loss of generality, we 

consider the problem of the minimum of affinity function. The affinity function of 

antibody and antigen RI →Φ : , where mRI = is the individual space. N stands for 
the population size and M indicates the number of the optimized variables, so 
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{ }mxxxa ,,, 21 ⋅⋅⋅=  represents the details of the overall algorithm, which is shown as 

follows:  
0=K  

Initial: setting the parameters of CCO, such as mutation probability, meanwhile, 
setting the clonal size C ; setting the parameters of SMO, such as the death rate of the 
antibodies. At the same time, the Termination Criterion of the algorithm is given. 
Then the original antibody population is randomly generated, and the antibody 

{ })0(),...,0(),0( 210 NaaaP = is in the interval ]1,0[ . 

Domain Transform: iij ax ∈ can be scaled to ],[ jjij udx ∈  as follows: 

jijjjij dxdux +×−= )(  Mj ,,2,1 ⋅⋅⋅=  iij ax ∈ . (14) 

Then                                            { }imiii xxxa ,,, 21 ⋅⋅⋅=  (15) 

Calculating the affinity: { } { }))0((,)),0(()),0(())0((:)0( 21 naaapp Φ⋅⋅⋅ΦΦ=Φ   

If the Termination Criterion cannot be satisfied, the original Antibody Population 
can be updated. Then next circulation begins. 

While CCO is running, namely, kkkk EDCA →→→  

and SMO is running, namely, kkk GFB →→  

Incorporating the subgroup kE with kG , and then kH is obtained. 

Calculating the affinity: kH  

Producing new antibodies:  some random numbers are added to kH   

1+= kk  
End  

In fact, the optimum solution of the antibody population could not be bettered by 
applying restricted iterative number, constant iterative of several generations, or the 
compromise of these two methods. The definition of the Termination Criterion is 
different from the reference [13]. 

ε<−∗ bestff . (16) 

Where, ∗f is the optimum value of the object function, bestf is the best value of the 

in the current generation. When 10 << ∗f , 

∗∗ <− fff best ε . (17) 

3   Experimental Results 

In order to analysis the performance of the PCIEP, five standard testing functions are 
involved. The results are compared with that of Classical Evolutionary Programming 
(CEP) and Evolutionary Algorithms with Chaotic Mutations (EACM) [14]. 
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In order to compare the performance of these three algorithms, they are run 30 
times independently using the same initial populations. The initial populations are 
randomly produced and the real coding method is adopted. The population size of 
these three algorithms is 100. The tournament size, Q , is 10. When 8F and 9F are 

tested, N is 10 and the maximum generation is 15000.  
The performance comparison of CEP, EACM and PCIEP is shown in Table 1. 

‘Max Gen.’ denotes the maximal evolutionary generation. ‘Stuck’ denotes the number 
that the algorithm is stuck at a local optimum within 30 times. ‘Gen’ denotes the 
average generation. ‘Thresh’ denotes the threshold values of these three 
functions, 5F , 6F and 7F . 

It is obvious to see from Table 1 that PCIEP evaluates function value in the less 
generations compared with CEP and EACM, which indicates that the convergent 
speed of PCIEP is quicker. The reason is that parallel operation makes PCIEP search 
more large space within fewer generations. At the same time, it is clear to see that 
PCIEP rarely traps into the local optimal values. It means that the global searching 
ability of PCIEP is stronger than that of CEP and EACM.  

The optimization results of the functions are given in Table 2, including three 
items: average value, average error and standard deviation. When the multi-modal 
functions with serious coupling variables are optimized, the search performance of 
PCIEP is better than CEP and EACM. Experiment shows that the parallel operation of 
CCO and CMO is successful, and it is efficient enough to improve the local search 
ability of PCIEP and enlarge its searching space to maintain the population diversity. 

 

Table 1. The performance comparison of CEP, EACM and PCIEP 
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Table 2. The optimization results of CEP, EACM and PCIEP  

Func
-tion

F7

F5
F6

Global 
optimum

Average  value Average  error Standard deviation

1.001
0
0

1.001 0
1.053e-6 1.5792e-6

0

1.045e-4
1.163e-6

1.023e-4 3.909e-7
F8
F9

100 100 1.036e-3 6.536e-4
/ -4.356e-9 -2.235e-9 5.643e-4

CEP EACM PCIEP

1.001

1.135e-3
1.233e-5

98.85
-3.323e-5

1.001

1.565e-3
1.563e-5

97.83
-5.323e-2

CEP EACM PCIEP CEP EACM PCIEP

00 00

1.135e-3
1.233e-5

-3.323e-5

1.565e-3
1.563e-5

-5.323e-3

1.245e-5
1.233e-5

-1.123e-2

1.125e-5
1.163e-5

-1.146e-2
2.226e-2 1.486e-2 -1.106e-2-1.113e-2

 

Fig.2 and Fig.3 are the optimization results of 8F and 9F , which are the curves of 

theaverage function value versus evolutionary generations. As generations increase, a 
series of local optimums are obtained. Experiment shows that the number of local  
 

 

Fig. 2. The optimization results of 8F  

 

Fig. 3. The optimization results of 9F  
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optimums of PCIEP is more than that of CEP and EACM. It means that the 
population diversity of PCIEP is more effectively maintained, and also, the global 
search ability is improved. 

4   Conclusion 

Based on the clonal selection theory, two new immune operators, Chaotic Clone 
Operator and Super Mutation Operator are designed. Experiment shows that 
combination the excellent local search ability of CCO with the diversity preservation 
ability of SMO can improve the search efficiency. It is proved that parallel operation 
mechanism of CCO and SMO is successful. Parallel chaos immune evolutionary 
programming can effectively prevent premature convergence, and also, it can be 
adopted to solve complicated machine learning problems. 
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Abstract. Honeycombing is a disease pattern seen in High-Resolution
Computed Tomography which allows a confident diagnosis of a num-
ber of diseases involving fibrosis of the lung. An accurate quantification
of honeycombing allows radiologists to determine the progress of the
disease process. Previous techniques commonly applied a classifier over
the whole lung image to detect lung pathologies. This resulted in spu-
rious classifications of honeycombing in regions where the presence of
honeycombing was highly improbable. In this paper, we present a novel
technique which uses a seeded region growing algorithm to guide the
classifier to regions with potential honeycombing. We show that the pro-
posed technique improves the accuracy of the honeycombing detection.
The technique was tested using ten-fold cross validation on forty two
images over eight different patients. The proposed technique classified
regions of interests with an accuracy of 89.7%, sensitivity of 96.6% and
a specificity of 88.6%.

1 Introduction

High-Resolution Computed Tomography (HRCT) of the lung is a technique
which allows radiologists to view cross-sectional slices of the lung. HRCT scan-
ning involves a radiation source and a set of detectors. The radiation source
circles around the body and the detectors measure the attenuation level of
the radiation at each possible angle. These attenuation levels are measured in
Hounsfield Units (HU). These attenuation levels allow radiologists to recognise
abnormalities in the lung parenchyma.

Our aim is to build a system to automatically detect lung disease processes in
HRCT images. In this paper, we focus on the detection of honeycombing. Patho-
logically, honeycombing is defined by the presence of small air-containing cystic
spaces with thickened walls composed of dense fibrous tissue [1]. In HRCT, the
low-density cystic airspaces appear as roughly circular, dark patches; the denser
walls which surround these airspaces appear as white borders (see Fig. 1). The
characteristic “honeycombing” appearance is the result of these cystic airspaces

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 233–242, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. (Left) Lungs with honeycombing. Lungs have been outlined. (Right) Close-up
of region with honeycombing. Honeycombing region is outlined.

occurring in clusters. Honeycombing cysts occur predominantly in the periph-
ery of the lung (see Fig. 2). The periphery of the lung is defined as the region
approximately 1 cm–2 cm from the surface of the lung.

Various automated detection algorithms have been developed to detect hon-
eycombing. Uppaluri et al. [2] divided the lung into overlapping, square regions.
An adaptive multiple-feature method was used to assess twenty-two independent

Fig. 2. Approximate lung periphery outlined
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texture features to classify a tissue pattern in these square regions. The features
with the greatest ability to discriminate between the different patterns were
chosen and a Bayesian classifier is trained using the selected features. Similarly,
Uchiyama et al. [3] proposed a scheme in which the lung is segmented and di-
vided into many contiguous regions of interest (ROIs) with a size of 32×32.
Twelve features were calculated per ROI; six from the 32×32 matrix and six
from a 96×96 region. An Artificial Neural Network was used to classify the ROI.

In this paper, we present a novel technique which incorporates a seeded region
growing (SRG) algorithm to guide the system to ROIs which potentially have
honeycombing. We show that this classification scheme improves the accuracy
of the honeycombing detection.

In the next section we give a description of the proposed system. Experiment
results and discussions are given in Section 3, followed by the concluding remarks
in Section 4.

2 Method

In order to recognise honeycombing patterns, we adopt a machine learning ap-
proach in which the system builds a classifier from training examples labelled by
the domain expert. A diagram of the process is shown in Fig. 3. In this case, we
supply example HRCT images that have particular regions marked by a radiol-
ogist as being either honeycombing or non-honeycombing. From these regions,
we extract ROIs that are represented by a vector of features. We reduce the di-
mensionality of the feature space by selecting a subset of these features, using a
feature selection scheme to choose the most relevant features. In the final stage,
a classifier is built by a machine learning algorithm which uses the input feature
vectors to learn the decision boundary in feature space. New test samples are
classified using this classifier.

The novelty of the system is in the selective classification of ROIs. In many
systems [2,3], all ROIs within the lung region are classified. However, not all
regions have the same likelihood of showing honeycombing. In particular, the
central regions of the lung are less likely to have honeycombing. Honeycombing

Fig. 3. Process flow diagram for honeycombing detection
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cysts in the central region of the lung are predominantly adjacent to other hon-
eycombing cysts in the peripheral lung region. In Section 2.6, we describe how we
use this information to improve the performance of the honeycombing detection.

The following sections explain each of the processes to detect honeycombing
in detail.

2.1 Data Set

For the study, we collected scans from 8 different patients (7 of whom showed
honeycombing in the HRCT scan, and 1 without). We chose 42 images from
these scans that showed patterns representative of honeycombing and non-honey-
combing tissue. A radiologist was asked to mark some areas where honeycombing
appears on those images. Additional honeycombing regions were marked by the
first author. Non-honeycombing regions were also marked. From the marked
regions, ROIs of sizes, 7×7 pixels and 15×15 were extracted (see Fig. 4). Adjacent
ROIs overlapped such that the centres of adjacent ROIs are three pixels apart.
The final set contained 18407 labelled ROIs: 9467 ROIs were honeycombing and
8940 ROIs were non-honeycombing. These ROIs represent only a fraction of
all the ROIs in the lung to limit the number of regions. Using all the ROIs in
the lung would bias the non-honeycombing regions as there are generally more
non-honeycombing regions than honeycombing regions.

Fig. 4. Features are extracted from the 7 × 7 and 15 × 15 ROI. The classification is
applied to the 3 × 3 square.

2.2 Image Preprocessing

In our preprocessing step, we segment the lung to exclude pixels outside the lung.
We use the lung segmentation technique proposed by Papasoulis [4]. First, adap-
tive thresholding is used to segment the darker regions in the image which rep-
resents the air-filled lung. Morphological operators and active contour snakes [4]
are then used to include structures within the lung which have a high atten-
uation (and therefore appear brighter in HRCT images). The resulting lung
segmentation is shown in Fig. 5.

2.3 Feature Extraction

Having segmented the lung, we proceed to extract features from ROIs within
the lung image. In our feature extraction step, we use ROIs of multiple sizes:
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Fig. 5. (Left) Original image. (Right) Segmented lungs.

7×7 and 15×15 (see Fig. 4). This enables us to capture the characteristics of
small and larger honeycombing cysts. Our system utilises texture-based features
to discriminate between ROIs containing honeycombing and non-honeycombing.
We calculate both first order, second order texture features, and gray-level dif-
ference features for each ROI. The first order texture features measure the gray-
level distribution within the ROI. The specific features calculated are: mean HU,
variance, skewness, kurtosis, energy, and entropy.

The second order features describe the spatial distribution of the gray-levels
within these ROIs. To do this, a co-occurrence matrix is calculated, which spec-
ifies the frequency of a particular gray-level occurring near another gray-level.
The characteristics of this co-occurrence matrix are measured by the following
features: energy, entropy, contrast, homogeneity, correlation and inverse differ-
ence moment. The co-occurrences of the gray-levels for four different directions
are measured: 0 ◦, 45 ◦, 90 ◦, 135 ◦.

The gray-level difference features measure the distribution of the difference of
pairs of gray-levels within the ROI. A table of frequencies of gray level differences
are calculated. The features extracted are the descriptions of the gray-level differ-
ence distribution in the ROI: mean, variance, contrast, entropy, angular second
moment. The gray-level difference features for four different directions are also
measured.

In total, 63 features are extracted per ROI size: since we have two different
ROI sizes, our feature vector has 126 dimensions.

2.4 Feature Selection

With a feature vector of 126 dimensions, the classifier generated would be com-
putationally intractable. We reduce the dimensionality by selecting a subset of
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features which are the most discriminative in identifying honeycombing and non-
honeycombing regions.

In this study, we use two different feature selection schemes. The first feature
selection scheme is called, Correlation-based Feature Selection (CFS) [5]. CFS
uses a correlation-based heuristic to evaluate the worth of a subset of features. It
selects subsets of features that are highly correlated with the class, while having
low inter-correlation. A high correlation between attributes is not desirable as
the information provided by the attributes are redundant.

The second feature selection scheme is called Consistency Feature Selection
(ConsistencyFS) [6]. Ideally, instances with features of similar values should have
the same class label. This feature selection scheme evaluates the worth of a subset
of features by the level of consistency in the class values in the training set.

2.5 Classifier

We use the reduced vectors of features from the feature subset selection step to
build a classifier. Two classifiers were evaluated: Naive Bayes and the Weka J48
decision tree classifier [7].

The Naive Bayesian classifier is based on a probability model. The probability
of a class given a feature vector is determined using Bayes’ rule:

P (c|F ) =
P (F |c)P (c)

P (F )
(1)

where c is the class and F is the vector of features.
The class with the highest probability is assigned to the ROI. The Naive Bayes

classifier is known to be optimal when the features are independent, however, in
reality the classifier still works well without this assumption.

The Weka J48 decision tree classifier [7] is built by selecting features to par-
tition examples at each node in the tree. A feature is chosen if it results in the
highest information gain at that particular node. The information gain represents
the expected reduction in entropy from using a particular feature in the node.

2.6 Seeded Region Growing

In many systems (e.g. [2,3]), all ROIs within the lung are classified. However,
for diseases that show honeycombing, we observe that the process spreads from
the periphery of the lung. This information allows us to contain the area that
requires classification to be performed.

We incorporated a SRG algorithm in the system. In conventional SRG [8], a
region is added to a set if it is sufficiently similar to other regions in the set. In
our system, we use a SRG algorithm to guide a classifier to ROIs with potential
honeycombing. The regions that are grown by the SRG algorithm includes ROIs
that have already been classified, and ROIs that are yet to be classified. ROIs in
the periphery of the lung are set as the “seed points” for the SRG algorithm. To
determine the periphery of the lung, we use the lung region segmentation method
proposed by Zrimec et al. [9]. The ROIs are then classified by a classifier built
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in the step outlined in Section 2.5. When ROIs are classified as Honeycombing,
nearby unclassified ROIs are included in SRG regions for classification. The
algorithm stops, when there are no more ROIs available for classification. In
summary, the SRG algorithm guides the system to classify all ROIs that are
either in the periphery of the lung or in close proximity to other ROIs classified
as Honeycombing. The classification scheme incorporating the SRG algorithm is
shown in Fig. 6.

Guiding a Classifier Using Seeded Region Growing
Data: remaining rois
initialise all ROIs in the lung to non-honeycombing;1

initialise remaining rois with all the ROIs in the periphery of the lung;2

while remaining rois �= ∅ do3

Choose a ROI, roi, from remaining rois;4

classification ← classify(roi);5

if classification=Honeycombing then6

apply classification to roi;7

insert all unclassified ROIs within a threshold distance of roi in8

remaining rois;
end9

remove roi from remaining rois;10

end11

Fig. 6. Guiding a Classifier Using Seeded Region Growing

In Fig. 7, we show the steps of the proposed classification scheme. The classifier
was not required to classify the whole lung region.

3 Results and Discussions

In order to test the clinical viability of the system, we evaluate the performance
of our system over all the ROIs in lung region. We divided the forty-two HRCT
slices into ten groups. The marked ROIs (see Section 2.1) of nine of these groups
are used as training for our classifier. In the remaining group, we use all the ROIs
in the lung regions for testing. We ensure that all ROIs with honeycombing have
been marked; the unmarked ROIs are assumed to be non-honeycombing. This
process is repeated for all ten combinations of training and testing sets.

The number of ROIs used for testing varies for each fold, as the size of the
lung in each slice affects the number of ROIs that we extract. On average 9337
ROIs were used for testing (876 ROIs for honeycombing and 8461 ROIs for non-
honeycombing on average). The number of ROIs containing non-honeycombing
is significantly larger as most of the lung region does not show honeycombing.
The average of these results are shown in Tables 1 and 2 (of the Weka J48 and
Naive Bayes classifiers respectively). The accuracy measures the percentage of
ROIs that were classified correctly; sensitivity measures the proportion of ROIs
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Fig. 7. The seeded region growing algorithm used to guide the classifier in honey-
combing detection. Top row: (Left) Original image. (Right) Lung periphery outlined.
2nd and 3rd row: ROIs classified as honeycombing are in black. ROIs classified as non-
honeycombing are in white. Unclassified regions are in gray. Initially only ROIs in the
lung periphery were classified. Eventually, some ROIs in the non-peripheral lung region
were classified if the ROI was near other ROIs which have already been classified as
Honeycombing. In the final image (bottom right), large portions of the image were still
not required to be classified by the classifier.
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Table 1. Results of the Weka J48 classifier

Feature Selection Scheme CFS ConsistencyFS

Classifier Scheme Normal SRG-Guided Normal SRG-Guided

Accuracy 88.2% 89.7% 88.0% 89.6%
Sensitivity 96.7% 96.6% 97.3% 97.1%
Specificity 86.8% 88.6% 86.5% 88.4%

Table 2. Results of the Naive Bayesian classifier

Feature Selection Scheme CFS ConsistencyFS

Classifier Scheme Normal SRG-Guided Normal SRG-Guided

Accuracy 85.5% 87.2% 83.3% 85.1%
Sensitivity 97.5% 97.4% 97.0% 96.9%
Specificity 83.5% 85.5% 80.8% 83.1%

with honeycombing that were correctly classified; while specificity measures the
proportion of ROIs with non-honeycombing that were correctly classified.

In all four combinations of feature-selection and classifier, the use of a SRG
algorithm to guide the classifier improved the accuracy of the honeycombing de-
tection. The improvement in accuracy is attributed to a decrease in false positive
classifications (sometimes by over 2%). The increase in accuracy shows that the
technique is well suited for honeycombing detection. A paired t-test, shows the
improvement in accuracy to be statistically significant (p < 0.0001).

4 Conclusion

Honeycombing is an important disease pattern in HRCT which allows radiolo-
gists to make a diagnosis. The accurate quantification of honeycombing allows
radiologists to track the progress of the disease. Many reported systems apply
a classifier over the whole lung image. In contrast, we have proposed a novel
technique, which used a seeded region growing algorithm to guide a system to
regions with potential honeycombing. We implemented this classification scheme
in a system using a machine learning approach to automatically detect honey-
combing. Our system was able to detect honeycombing with a high degree of
accuracy, sensitivity and specificity. The improvement was evident using both
the Weka J48 decision tree classifier and the Naive Bayes classifier. We tested
the system with eight different patients over forty-two images with a high degree
of accuracy (89.7%) and sensitivity (96.6%). This empirically verifies that our
classification scheme is well-suited for the purpose of honeycombing detection.



242 J.S.J. Wong and T. Zrimec

Acknowledgements

We thank Min Sub Kim for his valuable comments on drafts of this paper. This
research was partially supported by the Australian Research Council through a
Linkage grant (2002-2004), with I-Med Network Ltd. and Philips Medical Sys-
tems as partners.

References

1. Webb, W.R., Müller, N.L., Naidich, D.P.: High-Resolution CT of the Lung. 3rd ed
edn. Lippincott Williams & Wilkins, Philadelphia (2001)

2. Uppaluri, R., Hoffman, E.A., Sonka, M., Hartley, P.G.: Computer Recognition of
Regional Lung Disease Patterns. American Journal of Respiratory and Critical Care
Medicine 160(2) (1999) 648–654

3. Uchiyama, Y., Katsuragawa, S., Abe, H., Shiraishi, J., Li, F., Li, Q., Zhang, C.T.,
Suzuki, K., Doi, K.: Quantitative computerized analysis of diffuse lung disease in
high-resolution computed tomography. Medical Physics 30(9) (2003) 2440–2454

4. Papasoulis, J.: LMIK — Anatomy and Lung Measurements using Active Contour
Snakes. Undergraduate thesis, Computer Science and Engineering, University of
New South Wales, Sydney, Australia (2003)

5. Hall, M.A.: Correlation-based feature selection for discrete and numeric class ma-
chine learning. In: ICML ’00: Proceedings of the Seventeenth International Confer-
ence on Machine Learning, San Francisco, CA, USA, Morgan Kaufmann Publishers
Inc. (2000) 359–366

6. Liu, H., Setiono, R.: A Probabilistic Approach to Feature Selection – A Filter
Solution. In: Proceedings of the 13th Intl. Conf. Machine Learning. (1996) 319–327

7. Witten, I.H., Frank, E.: Data Mining: Practical machine learning tools and tech-
niques. 2nd edition edn. Morgan Kaufmann, San Francisco (2005)

8. Adams, R., Bischof, L.: Seeded region growing. Pattern Analysis and Machine
Intelligence, IEEE Transactions on 16(6) (1994) 641–647

9. Zrimec, T., Busayarat, S., Wilson, P.: A 3D model of the human lung with lung
regions characterization. ICIP 2004 Proc. IEEE Int. Conf. on Image Processing 2
(2004) 1149–1152



Voting Massive Collections of Bayesian Network

Classifiers for Data Streams

Remco R. Bouckaert

Computer Science Department, University of Waikato, New Zealand
remco@cs.waikato.ac.nz

Abstract. We present a new method for voting exponential (in the num-
ber of attributes) size sets of Bayesian classifiers in polynomial time with
polynomial memory requirements. Training is linear in the number of in-
stances in the dataset and can be performed incrementally. This allows
the collection to learn from massive data streams. The method allows for
flexibility in balancing computational complexity, memory requirements
and classification performance. Unlike many other incremental Bayesian
methods, all statistics kept in memory are directly used in classification.

Experimental results show that the classifiers perform well on both
small and very large data sets, and that classification performance can
be weighed against computational and memory costs.

1 Introduction

Bayesian classifiers, such as naive Bayes [5] can deal with large amounts of data
with minimal memory requirements and often perform well. The assumption
underlying naive Bayes that all attributes are independent given the class value
often does not hold and by incorporating more dependencies, its performance
can be improved. Tree augmented naive Bayes (TAN) [3], super parent TAN
[6] and forest augmented naive Bayes [7] provide such methods. However, these
methods are not well suited for incremental learning since the structure of the
network cannot be fixed.

Averaged One-Dependence Estimators (AODE) [8] can be considered as vot-
ing of various Bayesian classifiers, one for each attribute in the data set. It per-
forms well on both small and large data sets and can be trained incrementally.
This raises the expectation that voting more Bayesian classifiers can improve
performance. In this article, we analyze how to vote a collection of forest aug-
mented naive Bayes (FAN) under some mild conditions. The number of FANs
is exponential in the number of attributes making it seemingly impossible to
use in a practical way. However, we show how to calculate the vote in quadratic
time instead of exponential. We also consider some other collections. The goal
of this paper is to design a classifier that is able to learn and classify from mas-
sive amounts of data, is able to incrementally update the classifier, show good
classification performance on both massive and small data sets, has a reasonable
memory requirement, and can be able to incorporate external information about
the model.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 243–252, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The following section introduces Bayesian classifiers formally. In Section 3, we
present Bayesian network classifiers for streams and explains how to perform cal-
culation efficiently. Section 4 presents some experimental results and discussion
and we conclude with some remarks and directions for further research.

2 Bayesian Network Classifiers

Given a set of attributes {X1, . . . , Xn} with values {x1, . . . , xn} we want to pre-
dict the value of a class variable Y taking one of k class values C = {y1, . . . , yk}.
We assume attributes and classes to be discrete. In order to do so, we train a clas-
sifier using a data set D, which is a set of m tuples {x1j , . . . , xnj , yj} (1 ≤ j ≤ m)
of values of attributes and a value of the class.

A Bayesian network B over a set of variables V consists of a network struc-
ture BS , which is a directed acyclic graph over V and a set of conditional
probability table BP , one table P (X |paX) for each variable in X ∈ V con-
ditioned on the variables that form the parent set paX in BS . A Bayesian
network defines a probability distribution over V by the product of the at-
tributes P (V ) =

∏
X∈V P (X |paX). A Bayesian network can be used as a clas-

sifier by training the network over the attributes and class variables on the
data and use the represented distribution using the following decision rule:
argmaxy∈CP (Y |X1, . . . , Xn) which, using Bayes rule, is the same as taking
argmaxy∈CP (Y,X1, . . . , Xn) which equals argmaxy∈C

∏
X∈{Y,X1,...,Xn}

P (X |paX). So, an instance {x1, . . . , xn} is classified by plugging in the values
in the Bayesian network and taking the class value with the highest probability
represented by the network.

In general, there are two learning tasks when training a Bayesian network:
learning the network structure, and learning the conditional probability tables.
Network structures can be fixed, as for naive Bayes, or learned based on de-
pendencies in the data, as for tree augmented naive Bayes. The conditional
probability tables are typically learned using an estimator based on the counts
in the data D. Throughout, we use the Laplace estimator which estimates the
probability of X taking value x given its parents taking values pax to be

P (x|pax) =
#(x, pax) + 1
#(pax) + |X |

where #(x, pax) is the count of instances in D where X takes value x and its
parents take values pax. Likewise #(pax) is the count of parents taking value
pax. We use |X | to denote the number of values that X can take. Note that
if the parent set of X is empty, we have by convention that #(pax) = 0 and
#(x, pax) is the count of X taking value x. One of the benefits of this estimator
is that we can keep the counts #(x, pax) and #(pax) in memory and easily
update them with each new incoming instance. So, updating the probability
tables incrementally is trivial.

In the remainder of this section, we consider some popular Bayesian classifiers
and explain how they relate to the Bayesian network classifier.
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Naive Bayes. The naive Bayes classifier [5] can be considered a Bayesian
network with a fixed network structure where every attribute Xi has the class as
its parent and there are no other edges in the network. Therefore, naive Bayes has
the benefit that no effort is required to learn the structure and the probability
tables can be updated online by keeping counts in memory.

Tree Augmented Naive Bayes. The disadvantage of the naive Bayes classifier
is that it assumes that all attributes are conditionally independent given the
class, while this often is not a realistic assumption. One way of introducing more
dependencies is to allow each (except one) attribute to have an extra parent from
among the other attributes. Thus, the graph among the attributes forms a tree,
hence the name tree augmented naive Bayes (TAN) [3]. The network structure is
typically learned by determining the maximum weight spanning tree where the
weight of links is calculated using information gain. This algorithm is quadratic
in the number of attributes. Also, it requires gathering of the counts #(x, pax)
and #pax, where pax takes values for each class and attribute Z with Z ∈
{X1, . . . , Xn}\X . So, we need to keep track of a lot of counts not ultimately used
in the classifier. Further, incremental updating requires retraining the network
structure, which is O(n2) in computational complexity.

Forest Augmented Naive Bayes. The TAN cannot distinguish between rele-
vant links in the final tree and irrelevant links. The forest augmented naive Bayes
(FAN) [7] is a network structure where each attribute has at most one extra at-
tribute (apart from the class) as parent, but it can as well have no other parent.
The benefit is that such a structure can be learned using a greedy approach with
a scoring based metric like Bayesian posterior probability, minimum description
length, Akaike information criterion, etc which provide a natural stopping cri-
terion for adding edges to the network. Still, since all possible edges need to be
considered, like for TANs many counts need to be kept in memory which are not
utilized in the probability tables.

Super Parent Classifier. The super parent classifier [6] selects one of the at-
tributes and calls this the super parent. Each of the other attributes get this
attribute and the class as its parent set while the super parent only has the
class as its parent. Determining which parent becomes the super parent requires
collecting many counts that are discarded as for TANs.

Averaged One Dependence Classifiers. AODE classifiers [8] uses the super
parent idea to build a collection of n Bayesian classifiers by letting each of the
attributes be super parent in one of the networks. The class is predicted by
taking the sum of the probabilistic votes of each of the networks. Clearly, the
benefit is that all counts are utilized and no effort is spent in learning network
structures.

3 Bayesian Network Classifiers for Data Streams

In the previous section, we shortly listed a number of popular Bayesian network
architectures. In this section, we set out to design a Bayesian classifier that can
deal with the following requirements;
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– be able to learn from massive amounts of data,
– be able to classify massive amounts of data,
– be able to incrementally update the classifier when more data becomes avail-

able,
– show good classification performance,
– have a reasonable memory requirement,
– be able to incorporate external information about the model.

Naive Bayes is a fast learner and classifier, but lacks in performance. TANs,
FANs and super parents require quadratic time in learning a network structure,
which makes incremental updating cumbersome. AODEs perform well in most
areas though classification time is quadratic in the number of attributes and it
lacks the ability of incorporating prior information. An algorithm that performs
well in terms of the first four requirements is the Hoeffding tree algorithm [2].
However, because it grows trees incrementally, it can require large amounts of
memory. Also, incorporating knowledge obtained from experts or prior experi-
ence is awkward. The Hoeffding criterion can be applied to Bayesian network
learning [4] thereby incrementally learning the network structure. Still, many
statistics need to be kept in memory thereby slowing down the number of in-
stances that can be processed per second. Also, single Bayesian networks tend
to be less accurate classifiers than ensembles like AODE.

This last general observation leads us to try to use a collection of a large
number of Bayesian networks. Consider the collections of FANs where the order
of attributes {X1, . . . , Xn} is fixed in such a way that an edge between two
attributes always goes from the lower ordered to the higher ordered, that is the
network can only contain edges Xi → Xj if i < j. Now consider the classifier
that sums over all such FANs

P (Y,X1, . . . , Xn) = C
∑

FAN

PFAN (Y,X1, . . . , Xn) (1)

where C is a normalizing constant. An attribute Xi can have i different parent
sets, namely only the class variable {Y } or the class with one of the previous at-
tributes {Y,X1}, . . . {Y,Xi−1}. So, in total there are n! such FANs to sum over.
Obviously, this is not a practical classifier for even a moderate number of at-
tributes. However, we show using induction that the sum (1) can be rewritten as

CP (Y )
n∏

i=1

(
P (Xi|Y ) +

i−1∑
j=1

P (Xi|C,Xj)
)

(2)

The induction is by the number of attributes. For a single attribute n = 1, there
is only one network structure and trivially Equations (1) and (2) are equal. For
n−1 ≥ 1 attributes, suppose that (1) and (2) are equal and we have n attributes.
Now observe that∑

FAN

PFAN (Y,X1, . . . , Xn) =
∑

FAN

P (Y )
n∏

i=1

P (Xi|paFAN
i )
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where paFAN
i is the parent set of Xi in the FAN. Xn can be taken outside the

product, giving

∑
FAN

P (Y )
n−1∏
i=1

P (Xi|paFAN
i )P (Xn|paFAN

n ) (3)

Now, observe that for every sub-forest over the first n−1 attributes there is one
network in the set FAN where Xn has no parents but Y , one where Xn has Y
and X1 as parent, one where Y and X2 are parents, etc, and one where Y and
Xn are parents. Let FAN ′ represent the set of all sub-forests over the first n−1
attributes. Then, we can rewrite Equation 3 as

( ∑
FAN ′

P (Y )
n−1∏
i=1

P (Xi|paFAN ′
i )

)
·
(
P (Xn|Y ) +

n−1∑
j=1

P (Xn|C,Xj)
)

and by our induction hypothesis
∑

FAN ′ P (Y )
∏n−1

i=1 P (Xi|paFAN ′
i ) is equal to

P (Y )
∏n−1

i=1

(
P (Xi|Y ) +

∑i−1
j=1 P (Xi|C,Xj)

)
, so the above equals

P (Y )
n−1∏
i=1

(
P (Xi|Y ) +

i−1∑
j=1

P (Xi|C,Xj)
)(

P (Xn|Y ) +
n−1∑
j=1

P (Xn|C,Xj)
)

which by taking the last part inside the product equals Equation (2).
Note that the calculation of (2) is only quadratic in the number of attributes.

So, we can sum over n! FANs in O(n2) time, which means we can perform clas-
sification efficiently. No network structure learning is required, just maintaining
counts #(Xi, Xj , C) and #(Xj , C) to calculate the probabilities in (2) is needed.
So, only a fixed amount of memory is quadratic in n required.

3.1 Collection Architectures

So far, we only considered the collection of all FANs for a given node ordering.
However, the same derivation as above can be done for any collection of parent
sets, giving rise to a choice of collection architectures. Let PAi be a set of in
parent sets PAi = {pai,1, . . . , pai,in} for node Xi such that all nodes in any
parent set Xj ∈ pa ∈ PAi is lower ordered than Xi (that is, j < i). Then, if we
have such a parent set for each attribute, we can sum over the collection of all
Bayesian networks with any combination of these parent sets. The distribution
(corresponding to Equation 2) is

P (Y,X1, . . . , Xn) = CP (Y )
n∏

i=1

∑
pai∈PAi

P (Xi|C, pai)

Note that inserting parent sets that do not contain the class node is not useful,
since for the purpose of classification the terms P (Xi|pai\{C}) are constant, so
these do not impact the class probabilities.
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Which collection architectures can be expected to result in well perform-
ing classifiers? The collection of all FANs we considered is essential the set
of all networks where each attribute has the class as parent and at most one
other (lower ordered) attribute. We abbreviate such FAN collection as FANC.
A natural extension is to consider all networks with the class plus at most
two other lower ordered attributes, and call this a two-parent collection or
TC for short. The number of parent sets grows quadratically with the number
of attributes, and the memory requirements for storing the conditional prob-
ability tables for P (Xi|C,Xj , Xk) grows cubic in the number of attributes.
So, it may be quite costly when the number of attributes is large. A reason-
able alternative is to identity one attribute as super parent and consider for
every attribute of the class, possibly the super parent and possibly one other
lower ordered attribute. We call this the super parent collection, or SPC for
short.

3.2 Practical Miscellany

We shortly discuss some pragmatic issues.

Missing values. When there are attributes with missing values we can easily
take these attributes out of the network by just ignoring the terms containing
the attributes. So, terms P (Xi|Y,Xj) and P (Xi|Y ) where Xi or Xj are missing
in the instance are simply removed from Equation 2.
Non-discrete attributes. Though the above technique works for non-discrete at-
tributes as well, efficient representation of such attributes requires some care.
For the sake of simplicity, we concentrate on discrete variables.
Prior knowledge. In the FANC implementation of Equation 2 each term has the
same weight. When there is strong evidence that some attributes, say Xi and Xj

(j > i) are highly related given Y , the term P (Xj |Y,Xi) can be given a higher
weight in (2) than the other terms. Alternatively, the parent set collection can
be tuned such that all parent sets of Xi contains Xj .
Attribute ordering. In preliminary experiments, we found that the order of at-
tributes had moderate impact on the performance of the FANC classifier. This
issue is open for further research.
Super parent selection. In our experiments we found that the choice of the super
parent has considerable impact on the performance. Selecting the super parent
based on classification accuracy on the training set would give many draws. In our
experiments, taking the sum of class probabilities (i.e.

∑m
i=1 P (yi|x1i, . . . xni))

as selecting criteria led to few draws and well performing classifiers. We call
this SPC variant SPCr. This appears to work well for small datasets in batch
learning, but is harder to implement incrementally for large datasets.

The following table gives an overview of the memory requirements, training
time on a data set and test time of an instance with a representing the maximum
number of values of attributes.
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NB TAN AODE FANC SPC SPCr TC
Memory O(ma) O(ma2) O(m2a2) O(m2a2) O(m2a3) O(m2a3) O(m3a3)
Train time O(nm) O(nm2) O(nm2) O(nm2) O(nm2) O(nm3) O(nm3)
Test time O(m) O(m) O(m2) O(m2) O(m2) O(m2) O(m3)

4 Empirical Results

We evaluate the Bayesian classifiers both for small and large datasets to get an
impression of its performance in a range of circumstances, both in batch mode
and in incremental mode. All experiments were performed using Weka [9] on a
PC with a 2.8GHz CPU and 1 GB memory.

4.1 Small Data Sets

Batch mode experiments were performed with naive Bayes, TAN, AODE, FANC,
SPC, SPCr and TC using ten times repeated ten fold cross validation on 28
UCI data sets1. All datasets are discretized using three bins, but missing values
were not filled in, except for TAN, which uses the most common value instead
of missing values. We judged the various algorithms on classification accuracy,
train time, test time and memory requirements. Due to space limitations, we
cannot present the results of these experiments extensively, but give a summary
of our findings.

We confirmed results from [3] and [8] that classification performance of TAN
and AODE is better than naive Bayes and that AODE tends to perform simi-
lar to TAN but with lower train time. Further, of the collections (FANC, SPC,
SPCr and TC) classified all consistently better than naive Bayes, except for the
labor dataset, which is due to the small number of instances (just 57 in total).
Better performance comes from being able to capture more dependencies, while
diminished performance for very small datasets is caused by the increased vari-
ance in parameter estimation since for the collections a much larger number of
parameters need to be established. Training and testing times as well as memory
requirements are consistently larger than naive Bayes. Compared with TAN and
AODE, FANC classification performs is about the same, SPC and TC slightly
better and SPCr considerably better overall. This is illustrated in Table 1 on the
right, which shows the classification performance of AODE (x-axis) versus SPCr
(y-axis). Points over the x=y-line favor SPCr and below AODE. The significant
outlier under the line is labor, but the most other sets show a difference in favor
of SPCr. Table 1 on the left gives a summary of our findings and allows for
selecting a Bayesian classifier that fits the requirements of a particular learning
situation.
1 anneal, balance scale, breast cancer, wisconsin breast cancer, horse colic, credit-

rating, german credit, pima diabetes, glass, cleveland heart-disease, hungarian
heart-disease, heart-statlog, hepatitis, hypothyroid, ionosphere, iris, kr-vs-kp, labor,
lymphography, primary-tumor, segment, sonar, soybean, vehicle, vote, vowel, wave-
form, zoo.
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In short, though SPCr classification performance is the best overall, this comes
at a cost of training time. If memory is not a restriction, TC performs best; but
if it is, SPC tends to perform quite well.

Table 1. A quick rough overview of some relevant properties of the various algorithms
giving a guideline on which algorithm is appropriate for a particular situation
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4.2 Large Data Sets

We randomly generated models over 20 binary variables (a class and 19 binary
attributes), a naive Bayes (19 edges), a TAN (37 edges) and Bayesian net aug-
mented naive Bayes (BAN) model (50 edges) representing increasingly complex
concepts. From each model a dataset of 10 million instances was generated.
Figure 1 shows the learning curve for each of the models for various learning
algorithms. Since the curve is rather flat fairly quickly, Figure 2 shows the curve
for the first hundred thousand instances as well.
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Fig. 1. Mean accuracy of various variants on streams of synthetic data with 10 million
instances. The x-axis shows the number of instances used for training, the y-axis is
accuracy. Left, sourced from naive Bayes, in the middle sourced from a TAN and right
sourced from a BAN.

For the naive Bayes data source, all algorithms perform very similar. For the
TAN data source, naive Bayes is consistently outperformed by the other algo-
rithms and SPC and TC outperforms the other algorithms. For the BAN data
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Fig. 2. Mean accuracy of various variants on streams of synthetic data. The x-axis
shows the number of instances used for training, the y-axis is accuracy. Left, sourced
from naive Bayes, sourced from TAN in the middle and right, sourced from BAN.
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Fig. 3. Difference of accuracy when ten noisy attributes are added

source results are similar to the TAN data source, except that TC outperforms
SPC. This leads to two conclusions; the collections perform well on large data
sets and with increasing complexity of the concept to be learned increasingly
complex collections help in performance.

We investigated sensitivity to noise by adding 10 binary attributes with no
dependencies to any of the other attributes. Figure 3 shows the degradation in
performance for the various algorithms. Naive Bayes is least affected, but the
other do not degrade that much leaving naive Bayes still the worst performer.
AODE is most affected while FANC, TC and SPC are in between. It appears
that working with large collections of classifiers decreases sensitivity to irrelevant
attributes. We also investigated the performance degradation due to adding 5%
noise to the attributes and inserting 5% missing values (not shown due to space
limitations) but found that all algorithms were affected similarly.

5 Conclusions

Voting with massive collections of Bayesian networks was shown to be feasible
in polynomial time and these collections perform well both on small and large
data sets. Since the training time is linear in the data set size and learning of
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its parameters is naturally suited to incremental updating, these collections can
be applied to data streams with millions of instances. With increasing complex-
ity of the concept to be learned increasingly complex collections were found to
help in performance but cost in memory and classification time. This allows for
balancing between collection performance and computational complexity.

Preliminary experimental results on FAN collections indicate that improve-
ment of performance is possible by ordering attributes. For each attribute the
order was based on the sum over all other attributes of the information gain
given the class and other attribute. Also, some preliminary results of selection
of a proper super parent in a super parent collection (for instance through train-
ing set performance) can improve the classification performance of a collection.
However, in both these situations, it is not clear how to adapt the algorithm
without sacrificing much memory or computational cost. Both these are issues
we hope to address more comprehensively in the future.

Specification of alternative collection architectures and identification of their
properties are interesting areas to explore further. For example, limiting the num-
ber of potential parents to the first k attributes in a FAN collection. Preliminary
results showed that for the UCI data sets performance did not increase much
after limiting the number of parents to the the first six attributes in the data
set opening the way for computationally more efficient collection architectures.
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Abstract. In many recognition tasks, a simple discrete class label is not suffi-
cient and ranking of the classes is desirable; in others, a numeric score that 
represents the confidence of class membership for multiple classes is also re-
quired. Differential diagnosis in medical domains and terrain classification in 
surveying are prime examples. The Minimum Distance Classifier is a well-
known, simple and efficient scheme for producing multi-class probabilities. 
However, when features contribute unequally to the classification, noisy and ir-
relevant features can distort the distance function. We enhance the minimum 
distance classifier with feature weights leading to the Feature Weighted Mini-
mum Distance classifier. We empirically compare minimum distance classifier 
and its enhanced feature weighted version with a number of standard classifiers. 
We also present preliminary results on medical images with acceptable per-
formance and better interpretability.  

1   Introduction 

Machine vision is a challenging domain for the application of machine learning. Vi-
sion systems are increasingly used in the fields of navigation, medicine and defence 
applications. The core tasks of such systems include detection, recognition and classi-
fication of future observations, based on a learned model. To be useful in critical ap-
plications (where automated systems often serve as a second opinion), the recognition 
rates must have high accuracy. In such situations, it is not sufficient to obtain a single 
decision label or a mere ranking of decisions. The experts require information on the 
likelihood of other labels, represented as a numerical score, in order to reconsider op-
tions. We may denote this score as an estimate of class membership probability or as 
a measure of confidence in the prediction, and use these terms synonymously. 

There exist many other situations where a confidence measure is likely to be use-
ful. One such example is in multistage processing. As outputs of one level are fed as 
inputs to another, a hard decision made at each level may result in early rejection of 
potential candidates. Instead, soft decisions at each level would facilitate a final deci-
sion based on all such confidence measures. Confidence measures also appear in the 
field of information fusion, where information from multiple sources is combined af-
ter being weighted by their reliability. They are also used to model uncertainty and 
imprecision, and are useful where cost-sensitive decisions are needed. 
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Our focus is on lung diseases detection using High Resolution Computed Tomo-
graphy (HRCT) images. Here, pixels represent body tissue and may display the ap-
pearance of a number of abnormal overlapping patterns. As in any biological process, 
there is no clear-cut separation of regions, and huge variations are usually observed. 
This makes automated recognition a very difficult task. We are building a multistage 
hierarchical vision system, where soft decisions are made at each level.  

In our application, there are thousands of pixels in the training dataset, and while in 
use, millions of pixels must be classified within a reasonable time. Therefore, a sim-
ple, computationally efficient classifier capable of producing confidence values is re-
quired.  The Minimum distance classifier (MDC), also known as nearest centroid 
method, meets this requirement [1]. Class centroids are the only parameters learned 
during the training phase. During the testing phase, the distance from a test sample to 
the class centroids is all that is needed to produce both a class label and a confidence. 
This classifier has been successfully used on high dimensional and complex gene  
expression micro-array data [2]. When features contribute unequally towards classifi-
cation, it is well known that noisy and irrelevant features can distort the distance func-
tion. Feature weights can be used to improve the contribution of dominant features 
and reduce the disproportionate effect of weaker ones [3]. We call this the feature 
weighted Minimum Distance classifier (fwMDC).   

In this paper, we empirically compare a number of standard classifiers with both 
the MDC and the enhanced fwMDC. We evaluate them on prediction accuracy, per-
formance on ranking and spread of probabilities, for their suitability in vision sys-
tems. In section 2 we review the classifiers that we have considered for comparison 
and in section 3, we discuss the MDC. Section 4 explains the experimental setup, and 
results on benchmark datasets are presented in section 5. Section 6 has preliminary re-
sults on HRCT data. We conclude with a summary and future directions in section 7. 

2   Related Work 

Theoretically, any classifier that produces a numerical output may be used to obtain a 
confidence measure. However, it is well known that while classifiers do produce accu-
rate ranking based on such scores, these do not serve well as probability estimates. Re-
cently there has been increasing interest in augmenting many popular classification 
schemes to improve their probability estimates. However many of these are designed to 
improve the prediction accuracy or ranking, rather than the true probability estimates.  

We selected some popular classifiers from four categories namely, Bayesian, Deci-
sion Trees, Lazy Learners and Ensembles in our study. 

Classifiers based on Bayesian decision theory have proven to be very effective. 
Naïve Bayes is a simple and efficient classifier and has excellent performance. Even 
though it produces poor probability estimates [4], it is found to perform well in rank-
ing [5]. Naïve Bayes is a confident classifier and the posterior probabilities tend to 
clump towards the two extremes of 0 and 1, especially when the attributes are posi-
tively correlated. Zadrozny and Elkan [6] have proposed binning of examples based 
on their scores and estimating probability as the fraction of training examples in a bin 
that belongs to the predicted class. The authors show that even though this increases 
the accuracy of prediction, resolution is reduced. Others have tried to accommodate 
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attribute dependencies, leading to augmented naïve Bayesian networks [7]. However 
learning an optimal structure for such networks is a difficult task. 

Decision tree (C4.5) offers a simple, intuitive and effective learning method and is 
widely used in classification tasks [8]. However, they perform poorly with regard to 
probability estimates and ranking [9].  Many improvements have been made to en-
hance the class probability estimates. Provost and Domingos [10] recommend turning 
off error based pruning and smoothing the estimation with Laplace correction and call 
this method C4.4. However, this unpruned tree can become very large and complex. 
Kohavi created a hybrid decision tree by embedding a naïve Bayes classifier at each 
leaf node [11]. Margineantu and Dietterich [12] propose bagged lazy option trees. 
They grow the tree upon seeing a test example much like the nearest neighbour classi-
fier. This dynamic behaviour makes them computationally expensive during the test-
ing phase. Ling and Yan [13] use the weighted average of probability estimates from 
all leaves of the tree and show that this method outperforms C4.4 for ranking. 

Instance based learners such as k-nearest neighbour classifier (kNN) simply store 
the training examples and predict the class label and probability estimates based on 
the training examples nearest to the test example. Delany et al [14] have used the dis-
tances to nearest like and unlike neighbours as the confidence metric. However kNN 
is computationally very expensive.  

In ensemble learning, a voted classifier is built by combining decisions of a group 
of classifiers [15]. We considered Bagging and Boosting with C4.4 as the base classi-
fier, which are probably the most well known ensemble learners. Bagged trees have 
performed well over many other probability estimation trees for ranking [13]. Classi-
fiers such as support vector machines and neural nets also produce numerical outputs, 
however they are not easily interpretable.  

Poor probability estimates provided by classifiers that perform well in ranking can 
be improved with calibration. Zardonzy and Elkan [16] and Niculescu-Mizil and Ca-
ruana [17] have suggested some calibration techniques. The effectiveness of such 
measures is still debated and their extension to multi-class problems is not trivial. 

3   Minimum Distance Classifier 

The Bayesian decision rule for minimum-error-rate classification can be written as  

)}(ln)({lnmaxarg kkkl cpcxpC +=                         (1) 

which assigns class label Cl to be class k that has maximum posterior probability for a 
feature vector x [1]. If the class-conditional densities are assumed to be multivariate 
normal ),( kkN Σμ with equal prior probabilities, equation (1) can be written as 

)}(){(minarg 1
k

T
kkl xxC μμ −Σ−= −                        (2) 

where μ is the class mean of the feature vector, Σ is the covariance matrix and T is the 

transpose operator on a matrix. The term )()( 1
k

T
k xx μμ −Σ− − in equation (2) is the 

squared Mahalanobis distance between x and μ .  

When Σ is an identity matrix (implying mutual independence among variables), the 
squared Mahalanobis distance is simply the squared Euclidean distance given by 
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2

1

2 )(
=

−=
d

i
kiik xd μ                    (3)  

where d is the dimension of the feature vector, and xi is the ith feature. The decision 
rule in equation (2) can now be written as 

}
1

{maxarg
k

kl d
C =                    (4)  

The resulting decision rule classifies an instance based on its Euclidean distance to 
class centroids in feature space. This yields the very simple and computationally ef-
fective classifier known as the Minimum Distance classifier. To moderate the contri-
bution of less-relevant features to the distance, feature weights can be introduced into 
the distance function in equation (3). The feature weighted distance term is given by 

2

1

2 )(
=

−=
d

i
kiiik xwd μ     (5)  

where wi is the feature weight for the ith feature. The decision rule in equation (4) with 
the modified distance term in equation (5) yields the feature weighted minimum dis-
tance classifier (fwMDC). Various feature weighting methods are found in the litera-
ture [3, 18] and are usually chosen such that  

0≥iw and 1
1

=
=

d

i
iw      

 In our implementation, we use the normalised scores produced by ReliefF [19] algo-
rithm for feature weights. The feature-weighted distance as defined above can be used 
as confidence measures. 

4   Experimental Setup 

We used 11 datasets summarised in Table 1 from the UCI repository [20] and the 10 
classifiers listed in Table 2. We implemented MDC and fwMDC in Weka [21]. We 
used the Weka implementation for the other learners. Since the two minimum dis-
tance classifiers currently handle only numerical attributes, datasets with numerical 
attributes alone were chosen after removing any attributes that were unique for every 
instance (eg. the attribute ‘ID’ in Wisconsin Diagnostic Breast Cancer (Wis_BC_Diag 
dataset). The results of the experiments are discussed in the next section.  

5   Results 

We evaluated the classifiers on the datasets by conducting 10-fold cross-validation 
that was repeated 10 times. We also conducted paired t-test at 95% confidence level 
with Naïve Bayes as the base classifier. The prediction accuracies are shown in Ta-
ble 3 along with the outputs of the paired t-test, where ‘^’ denotes a statistically better 
performance and ‘v’ denotes worse performance. The classifiers are ordered left to 
right in the decreasing order, based on their average prediction accuracy.  

Most training datasets only contain class labels; information on the rank or the 
class membership probabilities is usually unknown. Area under the ROC (Receiver 
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Table 1. UCI Datasets Table 2. Classifiers 

 

 

Table 3. Prediction Accuracy 

Data 
sets 

Bagged 
C4.4 

Boosted 
C4.4 

NBTree C4.5 C4.4 kNN 
Naïve
Bayes

MDC 
fw- 

MDC 

ecoli 
84.27  
(0.94)v 

83.33  
(1.20)v 

82.26  
(0.97)v

82.33  
(0.7)v 

81.20  
(1.05)v

80.62  
(0.57)v

85.77 
(0.88)

84.12 
(0.36)v 

81.99 
(0.54)v 

glass 
74.34  
(2.29)^ 

75.89  
(1.92)^ 

71.19 
(2.18)^

67.56  
(2.06)^

67.64 
(2.45)^

70.30 
(1.25)^

47.75
(1.79)

43.41 
(1.97)v 

36.48 
(2.22)v 

iris 
94.4  
(0.64)v 

93.87  
(0.61)v 

93.8  
(0.77)v

94.73  
(0.8)v 

93.93  
(0.58)v

95.40 
(0.38)  

95.53
(0.45)

92.33 
(0.96)v 

96.00 
(0.00)  

iono- 
sphere 

92.19  
(0.66)^ 

92.42  
(1.26)^ 

89.12  
(1.14)^

89.74  
(1.44)^

89.88  
(1.15)^

87.10 
(0.49)^

82.17
(0.49)

74.07 
(0.57)v 

75.16 
(0.64)v 

liver 
72.15  
(1.32)^ 

67.96  
(1.91)^ 

65.12  
(1.31)^

65.84 
(1.71)^

65.63  
(2.05)^

62.22 
(1.15)^

54.89
(1.14)

58.18 
(1.35)^ 

56.24 
(1.20)  

pima 
75.71  
(1.06)  

73.03  
(1.39)v 

75.24  
(0.98)  

74.49 
(0.91)v

73.98  
(1.04)v

70.62 
(0.84)v

75.75
(0.44)

72.95 
(0.29)v 

73.57 
(0.37)v 

wis- 
bc_d 

95.24  
(0.52)^ 

95.5  
(0.89)^ 

93.89  
(1.09)  

93.27 
(0.95)  

93.15  
(1.02)  

95.64 
(0.28)^

93.31
(0.17)

93.75 
(0.19)^ 

94.87 
(0.18)^ 

wis- 
bc_p 

78.55  
(1.48)^ 

75.98  
(2.32)^ 

73.55  
(2.28)^

72.59  
(2.73)^

72.08  
(2.86)^

70.68 
(1.75)^

67.29
(1.14)

65.04 
(0.85)v 

63.86  
(0.87)v 

wine 
95.28  
(1.19)v 

93.77  
(1.07)v 

96.62  
(1.17)  

93.2 
(1.38)v

92.70  
(1.35)v

95.12 
(0.39)v

97.46 
(0.47)

96.12 
(0.60)v 

92.85 
(0.37)v 

yeast 
59.69  
(0.93)^ 

57.27  
(1.28)  

57.49  
(0.63)  

56.61 
(0.89)v

53.00  
(1.00)v

52.61 
(0.31)v

57.99 
(0.44)

50.62 
(0.23)v 

49.05 
(0.30)v 

seg- 
ment 

96.73 
(0.21)^ 

97.63  
(0.14)^ 

94.17  
(0.38)^

95.71 
(0.37)^

96.06  
(0.25)^

96.33 
(0.23)^

81.12 
(0.17)

83.91 
(0.16)^ 

84.75 
(0.15)^ 

Average 
83.5  
(1.02)  

82.42 
(1.27)  

81.13  
(1.17)  

80.55 
(1.27)  

79.93  
(1.35)  

79.69 
(0.69)  

76.28 
(0.69)

74.05 
(0.68)  

73.17 
(0.62)  

Operating Characteristics) curve, abbreviated as AUC, can be used to compare the 
quality of ranking [22]. A classifier with AUC score of 1 is said to rank the instances 
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perfectly (i.e. the positive instances are consistently ranked above negative instances). 
For calculating multi-class AUC, we have adopted the simpler method proposed by 
Domingos and Provost [23]. Here, per-class AUC is calculated by considering in-
stances belonging to one class at a time as positive examples and all other classes as 
negative examples. The per-class AUCs, denoted as AUC(ci) for class ci, are then 
combined by weighting each by its prior class probability p(ci) as shown below: 

∈

×=
Cc

iitotal

i

cpcAUCAUC )()(  

For a more rigorous method to derive multi-class AUC, the M-Measure proposed 
by Hand and Till [24] may be used. The ranking performance is shown in Table 4 and 
is generated by averaging AUC scores from 10 x 10-fold cross-validation runs. 

A classifier that produces excellent results for ranking need not produce good esti-
mates of class membership probabilities. For example, estimates of 0.49 and 0.51  
respectively for two classes can produce the correct ranking even if the actual probabili-
ties are 0.30 and 0.70. Since class membership probabilities are usually unknown, it is 
difficult to compare probability estimates of classifiers. One of the commonly used met-
rics is the Mean Square Error (MSE) also known as the Brier Score [25] given by: 

Table 4. Area under ROC curve 

Data 
set 

Bagged  
C4.4 

Boosted 
 4.4 

Naïve
Bayes

NB 
Tree 

fw- 
MDC

MDC C4.4 IBk C4.5 

ecoli 
0.95 
(0.00) 

0.94 
(0.00) 

0.96 
(0.00)

0.94 
(0.00)

0.95 
(0.00)

0.95 
(0.00)

0.93 
(0.01)

0.88 
(0.00)

0.90 
(0.01) 

glass 
1.00 
(0.02) 

1.00 
(0.02) 

0.91 
(0.01)

1.00 
(0.02)

0.90 
(0.00)

0.92 
(0.01)

0.98 
(0.02)

0.96 
(0.01)

0.95 
(0.02) 

iris 
0.94 
(0.01) 

0.93 
(0.01) 

0.95 
(0.00)

0.95 
(0.01)

0.96 
(0.00)

0.95 
(0.00)

0.93 
(0.00)

0.95 
(0.00)

0.94 
(0.00) 

iono- 
sphere

0.97 
(0.00) 

0.95 
(0.01) 

0.93 
(0.00)

0.92 
(0.01)

0.86 
(0.00)

0.86 
(0.00)

0.94 
(0.01)

0.97 
(0.00)

0.90 
(0.02) 

pima 
0.82 
(0.01) 

0.77 
(0.02) 

0.81 
(0.00)

0.80 
(0.01)

0.80 
(0.00)

0.79 
(0.00)

0.79 
(0.01)

0.72 
(0.01)

0.76 
(0.01) 

liver 
0.74 
(0.02) 

0.72 
(0.01) 

0.63 
(0.01)

0.62 
(0.02)

0.61 
(0.01)

0.63 
(0.01)

0.67 
(0.02)

0.65 
(0.01)

0.66 
(0.02) 

wis- 
bc_d 

0.98 
(0.00) 

0.98 
(0.00) 

0.98 
(0.00)

0.95 
(0.00)

0.99 
(0.00)

0.98 
(0.00)

0.96 
(0.00)

0.95 
(0.00)

0.93 
(0.01) 

wis- 
bc_p 

0.69 
(0.03) 

0.69 
(0.02) 

0.65 
(0.01)

0.61 
(0.04)

0.73 
(0.00)

0.67 
(0.01)

0.60 
(0.05)

0.55 
(0.02)

0.56 
(0.05) 

wine 
0.99 
(0.00) 

0.98 
(0.01) 

1.00 
(0.00)

1.00 
(0.00)

0.99 
(0.00)

1.00 
(0.00)

0.95 
(0.01)

1.00 
(0.00)

0.95 
(0.01) 

yeast 
0.80 
(0.00) 

0.78 
(0.00) 

0.80 
(0.00)

0.79 
(0.00)

0.75 
(0.00)

0.77 
(0.00)

0.74 
(0.01)

0.70 
(0.00)

0.72 
(0.01) 

seg- 
ment 

1.00 
(0.00) 

1.02 
(0.00) 

0.99 
(0.00)

1.00 
(0.00)

0.98 
(0.00)

0.99 
(0.00)

1.00 
(0.00)

1.00 
(0.00)

1.00 
(0.00) 

Ave- 
rage 

0.90 
(0.01) 

0.89 
(0.01) 

0.87 
(0.00)

0.87 
(0.01)

0.87 
(0.00)

0.86 
(0.00)

0.86 
(0.01)

0.85 
(0.01)

0.84 
(0.02) 
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n
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i∈

−=  

where, n = number of instances, )( xcp i
= 1 if the nth instance has a class label of ci , 0 

otherwise and )(ˆ xcp i
is the predicted membership probability for class ci. 

The probability estimates can be subjectively compared using the histogram of the 
estimated scores. Reliability diagrams [26] can be used in binary class problems.  
Table 5 gives the MSE scores and Figure 1 shows the histograms for Bagged C4.4 
which had the best average performance in Table 4, and also for naïve Bayes, 
fwMDC and MDC for comparison. 

5.1   Discussion 

From the prediction accuracy measures, it can be seen that all the other classifiers 
outperform fwMDC. This is to be expected, given the unrealistic assumptions made 
by fwMDC about the independence of attributes and the distribution of class condi-
tional densities. The AUC scores however show that fwMDC is outperformed only by 
more sophisticated meta and hybrid learners apart from Naïve Bayes. MSE scores are 
poor for fwMDC, however, the calculation of MSE is itself biased towards classifiers 
that produce unrealistic probability estimates of 0 and 1 due to assumptions made on 
actual probabilities. This is evident from the performance on the Iris dataset on which 
fwMDC outperforms every other classifier in predicting the class labels and still has 
the highest MSE. The histograms in Fig. 1 show that fwMDC produces probability es-
timates that have a better spread.  

Despite these shortcomings, fwMDC has certain advantages, especially for vision 
systems. 

1. Simplicity and Computational Efficiency: The learned model is simply a set of fea-
ture vectors representing the centroid of each class, whereas learners such as C4.4 
produce a tree with 800 nodes on the yeast dataset. The classification is based on a 
distance measure, which is efficient to compute. 

2. Intuitiveness: The distance measure can be seen as a measure of similarity. This 
property can be very useful in medical domains where the experts are familiar with 
‘case based reasoning’ to explain the decisions. 

3. No irrelevant features: No feature selection scheme is needed before the classifica-
tion stage, as the effects of less relevant features are compensated for by their 
lower feature weights. Unlike the machine learning field, where correlated features 
are removed because they do not aid in classification and tend to produce compli-
cated models, medical experts see the presence of one or more correlated features 
as adding further confidence to the decision. This feature is mimicked in the 
fwMDC classification scheme, which increases the confidence of the decision in 
the presence of more dominant features. Similarly, the presence of rare features, 
which are usually seen as irrelevant, are not ignored. 

4. Usable confidence measures for multi-stage processing: As seen from the probabil-
ity histograms (Fig 1), unlike most other learners, fwMDC histograms show better 
spread. This is useful in multi-stage processing, since confidence scores that are 
close to 0 or 1 tend to produce results that are equivalent to hard classification. 
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Table 5. Mean Squared Error 

Dataset 
Bagged 
C4.4 

NB 
Tree 

Boosted 
 C4.4 

C4.4 C4.5 
Naïve 
Bayes 

kNN MDC 
fW- 
MDC 

ecoli 0.33 0.35 0.41 0.39 0.38 0.31 0.48 0.40 0.60 

glass 0.51 0.54 0.58 0.69 0.70 0.89 0.70 0.69 0.74 

iris 0.09 0.10 0.11 0.11 0.11 0.07 0.09 0.13 0.15 

ionosphere 0.13 0.20 0.16 0.18 0.20 0.33 0.28 0.36 0.42 

liver 0.40 0.47 0.56 0.49 0.54 0.52 0.74 0.49 0.50 

pima 0.33 0.35 0.51 0.37 0.39 0.36 0.59 0.39 0.41 

diag 0.09 0.13 0.10 0.13 0.14 0.14 0.11 0.15 0.20 

prog 0.32 0.37 0.45 0.43 0.48 0.56 0.59 0.46 0.46 

wine 0.13 0.10 0.15 0.17 0.18 0.09 0.14 0.23 0.36 

yeast 0.65 0.58 0.82 0.86 0.74 0.59 0.97 0.72 0.79 

segment 0.10 0.13 0.08 0.12 0.11 0.38 0.11 0.42 0.54 

Average 0.28 0.30 0.36 0.36 0.36 0.39 0.44 0.40 0.47 

 

 
Datasets ecoli glass iris ionosphere pima 
liver wis-bc_d wis-bc_p wine yeast segment 

Bagged C4.4 
0

200

400

600

800

1000

1200

1400

1600

1800

2000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

200

400

600

800

1000

1200

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

350

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

0

20

40
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100

120

140

160

180

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

350

400

450

500

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0
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80
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

350

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

2000

4000

6000

8000

10000

12000

14000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

Naïve Bayes 
0
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2500

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

1000

2000

3000

4000

5000
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7000

8000

9000
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

fwMDC 
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

20

40

60

80

100

120

140

160
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MDC 
0

200

400

600

800

1000

1200

1400

1600

1800

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

100

200

300

400

500

600

700

800

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

20

40

60

80

100

120

140

160

180

200

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

350

400

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

0

50

100

150

200

250

300

350

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

50

100

150

200

250

300

350

400

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

20

40

60

80

100

120

140

160

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

20

40

60

80

100

120

140

160

180

200

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  0

1000

2000

3000

4000

5000

6000

7000

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1  

Fig. 1. Histogram of probability estimates 
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6   Application to Vision Systems 

We applied the fwMDC on HRCT images to distinguish between five patterns namely 
Emphysema, Normal, Ground glass opacity (GGO), Honeycombing and Vasculature. 
We extracted 7 features - mean value of pixel intensity, and 6 levels of the wavelet 
transform in a 3 x 3 neighbourhood. The training set had 140,000 instances. We 
evaluated the effectiveness of fwMDC by observing the confidence assigned to pixels 
with known class label (Table 6). The confidence values reflect the similarity and 
overlap among patterns well known to radiologists. To visually assess the results, we 
assigned the label with maximum confidence to each pixel. Fig 2 shows each pixel 
classified into one of 5 classes and the results agree with expert marking. We ran 
10x10 randomised cross-validation experiments on a subsampled (without replace-
ment) dataset of 2500 instances (500 per class) derived from the above training set. 
The results are summarised in Table 7. Even though the prediction accuracy of MDC 
and fwMDC are poorer compared to that of Naïve Bayes, the AUC scores are very 
close. However, the average time taken to classify an instance is an order-of-
magnitude better than the Naïve Bayes, and the histograms again show that the class 
probabilities are not clumped towards zero and one. These latter qualities indicate the 
suitability of minimum distance classifiers for multi-level vision tasks. 

Table 6. Confidence values; Pixels of interest – central pixel in the 3x3 neighbourhood 

Class Pixel Confidence Values (rounded) 

GGO 
 

Honeycombing = 0.18, Emphysema = 0.16, Normal = 0.18, 
GGO = 0.27, Vasculature = 0.20 

Vascula-
ture 

 

Honeycombing = 0.21, Emphysema = 0.16, Normal = 0.17, 
GGO = 0.21, Vasculature = 0.24 

Emphy-
sema 

 

Honeycombing = 0.20, Emphysema = 0.24, Normal = 0.21, 
GGO = 0.17, Vasculature = 0.18  

Normal 
 

Honeycombing = 0.14, Emphysema = 0.24, Normal = 0.37, 
GGO = 0.14, Vasculature = 0.11 

Honey-
combing 

 

Honeycombing = 0.23, Emphysema = 0.18, Normal = 0.21, 
GGO = 0.17, Vasculature = 0.19 

 

  

 
 
Legend: 
Pink – GGO 
Green – Normal 
Blue – Vasculature 
Red – Emphysema 
Yellow – Honeycombing 

(a) Original Image (dominant 
abnormal region marked) 

(b) Predicted Labels 

Fig. 2. HRCT Data 
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Table 7. Performance on HRCT data 

 Bagged C4.4 Naïve Bayes fwMDC MDC 

Accuracy % 75.02(0.31) 71.64(0.11) 69.20(0.11) 68.96(0.16) 

Time per Instance (ms) 0.11 0.14 0.02 0.03 

AUC 0.93 (0.00) 0.91  (0.00) 0.90  (0.00) 0.90  (0.00) 

MSE 0.33 0.44 0.47 0.64 
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7   Concluding Remarks 

In this paper we have empirically evaluated the feature weighted minimum distance 
classifier on a number of measures, in order to benchmark its performance against 
some of the well-known classifiers. Experiments have shown that the fwMDC has ac-
ceptable performance and is suitable for computationally heavy multi-stage vision 
tasks due to its simplicity and intuitiveness. We have used fwMDC to classify lung 
pixels into 5 classes and the results are consistent with expert opinion. 
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Abstract. Recent literature has revealed that the decision boundary of
a Support Vector Machine (SVM) classifier skews towards the minority
class for imbalanced data, resulting in high misclassification rate for mi-
nority samples. In this paper, we present a novel strategy for SVM in
class imbalanced scenario. In particular, we focus on orienting the trained
decision boundary of SVM so that a good margin between the decision
boundary and each of the classes is maintained, and also classification
performance is improved for imbalanced data. In contrast to existing
strategies that introduce additional parameters, the values of which are
determined through empirical search involving multiple SVM training,
our strategy corrects the skew of the learned SVM model automatically
irrespective of the choice of learning parameters without multiple SVM
training. We compare our strategy with SVM and SMOTE, a widely ac-
cepted strategy for imbalanced data, applied to SVM on five well known
imbalanced datasets. Our strategy demonstrates improved classification
performance for imbalanced data and is less sensitive to the selection of
SVM learning parameters.

Keywords: class imbalance, support vector machine, SMOTE, z-SVM.

1 Introduction

Support Vector Machine (SVM) classifier [1,2] has found popularity in a wide
range of classification tasks due to its improved performance in binary classifi-
cation scenario [3,4,5,6]. Given a dataset, SVM aims at finding the discriminat-
ing hyperplane that maintains an optimal margin from the boundary examples
called support vectors. An SVM, thus, focusses on improving generalization on
training data. A number of recent works, however, have highlighted that the
orientation of the decision boundary for an SVM trained with imbalanced data,
is skewed towards the minority class, and as such, the prediction accuracy of
minority class is low compared to that of the majority ones. Strategies like SVM
ensemble trained at varying sampling rate [7,8], SVM with different cost [9] and
SMOTE (Synthetic Minority Oversampling Technique) [10,11] have, therefore,
been investigated to improve the minority classification accuracy for imbalanced
data. A concern regarding the use of these strategies in practical applications is
the necessity to pre-select a good value of the parameters that are introduced in
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the standard SVM learning scheme. Due to the lack of defined guideline on how
to select these parameters for imbalanced data, users are required to perform
empirical search for the best value of the parameters through multiple training
of SVM. Also, it is not much clear as to how a particular value of these parame-
ters affect the SVM hyperplane and the generalization capability of the learned
model.

We present in this paper, a novel strategy that addresses the aforementioned
issue. In particular, we focus on post adjusting the learned decision boundary
of an SVM model so that it maintains a good margin from the data of both
the classes, and thereby, improves classification performance in imbalanced data
domain. In contrast to the existing approaches, our strategy does not require
any parameter pre-selection and auto-adjusts the decision hyperplane based on
training data. The rest of this paper is organized as follows. In Section 2, we
briefly focus on the theory of support vector learning scheme. Then in Section 3,
we discuss the effect of class imbalance and existing techniques to address class
imbalance for SVM. Section 4, introduces our proposed scheme followed by some
experimental results and comparative discussion in Section 5.

2 Support Vector Machine (SVM)

SVM [1,12] is a discriminant based classifier that focusses on finding the optimal
separating hyperplane between class samples by finding the solution for the
following quadratic optimization problem:

minw,bJ(w, b) =
1
2
‖w‖2 + C

∑
ξi (1)

s.t.

yi(w.xi + b) ≥ 1 − ξi

ξi ≥ 0

where, (X = {xi},Y = {yi}) denotes the set of feature vectors and set of class
labels, respectively for the training dataset. w is the weight vector for learned
decision hyperplane and b is the model bias. ξi are the slack variables that, in
geometric perspective, indicates how far a particular instance is from its correct
side of the decision boundary and is non-zero for examples violating the con-
straint yi(w.xi + b) ≥ 1. The parameter C is a trade-off between maximization
of margin and minimization of error, with higher value of C focussing more on
minimizing error. With concern that data could be linearly inseparable, SVM
exploits the use of kernel functions [1,12] to compute dot product in a mapped
high dimensional space and the learning task comprises finding the solution for
the following dual problem of (1):

maxαL(α) =
∑

αi −
1
2

∑
αiαjyiyjK(xi,xj) (2)

s.t.∑
αiyi = 0
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0 ≤ αi ≤ C

where K (.,.) is the kernel function, αi are the Lagrangian multiplicative con-
stants associated with each training data point. At the optimal point for (2),
either αi = 0 or 0 < αi < C or αi = C. The input vectors for which αi > 0, are
termed as support vectors. These are the only important information from the
perspective of classification, as they define the decision boundary, while the rest
of the inputs may be ignored. The optimal decision boundary is expressed as,

w =
∑

αiyiφ(xi) (3)

where φ is a mapping function such that K(xi,xj) = φ(xi).φ(xj).
For classification of a given test instance x, SVM uses the following decision

function:
f(x) =

∑
xiεSV

αiyiK(x,xi) + b (4)

where, SV is the set of support vectors. The value of f(x) denotes the distance
of the test instance from the discriminating hyperplane, while the sign indicates
the class label (either positive or negative).

3 Class Imbalance and Support Vector Machine

Even though the problem of class imbalance has been well known to machine
learning research community for a number of years, the study of its effect on SVM
learning is relatively recent. It has been pointed out that heavily skewed class
distribution causes the solution to (1) or (2), be dominated by the majority
class [9,7,11]. We regard in the rest of the paper, the positive class to be the
minority class for a binary classification task. As outlined in (1), SVM focuses
on maximizing the margin between examples of opposite classes with a penalty
for errors. For imbalanced training data, the penalty introduced in the objective
function (1) for the relatively small number of positive samples is outweighed
by that introduced by the large number of negative samples. As a consequence,
the minimization problem in (1) focusses more on maximizing margin from the
majority samples, resulting in a decision hyper-plane more skewed towards the
minority class.

To cope with this skew, Veropoulos et. al. [9] suggested setting different penal-
ties for misclassification of the classes. But there is no defined indication, as to
what values should be preselected as the penalty parameters and the choice is
totally empirical. The alternative to this strategy, as has been investigated in
literature, is SMOTE (Synthetic Minority Oversampling Technique) [10,11]. The
strategy comprises of oversampling the minority class by introducing artificial
minority samples based on interpolation between a given minority sample and
its nearest minority class neighbours. SMOTE has gained popularity in solving
imbalance problem due to its performance. However, this strategy is also de-
pendent on the proper determination of the user dependent parameter, which
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in this case is the percentage of oversampling. Also, SMOTE generates noisy
artificial data causing high rate of false alarms [8]. Some of the other interest-
ing approaches, that have been suggested, are alignment of kernel boundary by
conformal transformation (KBA) [13] and SVM ensembles [7,8]. KBA requires
several iterative retraining of an SVM and therefore is excessively expensive
in terms of computation time. SVM ensemble combines the output of a set of
SVM trained at different sampling ratios of positive and negative examples. But
performance of this strategy is also dependent on sampling parameters.

4 Proposed Approach

We present in this section a strategy, that focuses on improving classification
performance for imbalanced data by auto-adjusting the hyperplane and reducing
skew towards the minority class.

4.1 Mathematical Formulation

The learned weight vector equation of (3) can be re-written as:

w =
∑

αpypφ(xp) + αnynφ(xn) (5)

and the classification decision equation of (4) can be re-written as:

f(x) =
∑

xpεSV;yp>0

αpypK(x,xp) +
∑

xnεSV;yn<0

αnynK(x,xn) + b (6)

where, xp and xn are positive and negative support vectors in a learned SVM
model. αp, yp and αn, yn are the associated Lagrange multipliers and corre-
sponding labels respectively. As equation (6) illustrates, classification depends
on a number of factors: the Lagrange multiplication constants associated with
positive and negative support vectors, the kernel function and also the number
of positive and negative support vectors. For imbalanced training data, these
factors are more biased toward negative (majority) class, causing the tendency
to classify an unknown instance as negative.

To reduce the bias of a trained SVM to majority class for imbalanced data,
we introduce a multiplicative weight, z, associated with each of the positive class
support vectors. We thus reformulate equation (6) as:

f(x, z) = z
∑

xpεSV;yp>0

αpypK(x,xp) +
∑

xnεSV;yn<0

αnynK(x,xn) + b (7)

This may be viewed as weighting the αp-s such that minority classification is
improved. Also, as equation (5) illustrates, the weight vector of a learned SVM
model may be expressed as a linear combination of the positive and negative
support vectors. Weighting the αp-s shifts the weight vector from learned position
to another position that is further away from the positive class, thereby reducing
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the skew towards minority class. Thus the introduced multiplicative weight z is,
in effect, a correction of the originally learned boundary of SVM to cope with
class imbalance. Technique to determine the appropriate value of z automatically,
is presented in next section.

4.2 The Gmean Measure and Determination of z

We focus on setting z to the value that shifts the hyperplane to a position
such that the geometric mean (gmean) of the accuracy of positive and negative
samples, is maximized for the training data.

The gmean measure [14] is defined as: gmean =
√
acc+ ∗ acc−, where acc+

and acc− are the classification rate for positive class (sensitivity) and negative
class samples respectively. The gmean measure has already been used in a num-
ber of research works [11,13] as a performance measure for imbalanced data. Our
use of gmean in this context, however, is focussed on shifting trained decision
boundary to a well-balanced position to improve classification in imbalanced
data scenario. As gmean penalizes heavily the misclassification of small class
(eg.,failing to recognize a few minority examples reduces acc+ drastically) , ad-
justing the SVM learning according to this measure, in effect, auto-incorporates
the class imbalance information for training an SVM.

Returning to our discussion on setting a proper value of z, if we gradually
increase the value of z from 0 to some positive value, M , in (7), and use the new
model to classify data, the new model will classify everything as negative for
z = 0 and classify everything as positive for z = M . Since gmean is a function of
accuracy of both classes, it’s value will increase from 0 (at some point z = zl) to
some maximum value (at z = z∗) and drop to 0 again (at z = zh). The problem
is an unconstrained optimization problem of single variable z and is stated in (8).

maxzJ(z) =

√∑
xuεX;yu>0 I(yuf(xu, z))

P
.

∑
xvεX;yv<0 I(yvf(xv, z))

N
(8)

where, (X ,Y ) denotes the set of of training vectors. P and N are the total
number of positive and negative training vectors respectively. I(yf(x, z)) is a
function such that it has value 1 if yf(x, z) ≥ 0 and value 0, otherwise. (xu, yu)
and (xv, yv) are the set of positive and negative training vectors respectively. The
term

∑
xuεX;yu>0 I(yuf(xu, z)) calculates the number of positive class training

samples correctly classified. Similarly the term
∑

xvεX;yv<0 I(yvf(xv, z)) indi-
cates the same of negative class training samples. Overall, the function J(z)
formulates the gmean measure on the training set.

A univariate unconstrained optimization technique is used to determine the
optimal z = z∗. For our strategy, we have applied Golden section search algo-
rithm [15] for the optimization process. The derived z∗ value is used to make
classification decision according to (7). We call our approach z-SVM.
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4.3 Runtime Complexity

The runtime complexity of our approach is computed as follows. The runtime
complexity of an SVM algorithm depends on the the number of training points
and the kernel computation involved in quadratic optimization. Hence for train-
ing set of size N , the complexity of SVM learning is O(N3), with some practical
software approximating it close to O(N2) [16]. For the extra processing involved
in our approach, the overhead is only due to the number of gmean evaluations.
For each of these evaluations, the time complexity involved is O(N2) due to
kernel evaluation for each of the data points. For the search strategy, the total
number of gmean evaluations with respect to training size is O(1). Hence the
total runtime complexity of z-SVM, derived from an SVM trained using O(N2)
complexity algorithm, is O(N2).

5 Experiments and Results

5.1 Experimental Settings

We investigated the effect of incorporating the z-SVM strategy on a learned
SVM model using five well known UCI datasets, as presented in Table 1. The
original dataset files have been processed as in [13]. A 10-fold cross validation
was used for each of the datasets.

As performance measure, we have used gmean and sensitivity (minority class
recognition accuracy). We have not considered Area under ROC (AUC) [17]. Our
experiments show that for highly imbalanced datasets, even when the sensitivity
is 0, AUC value is considerably high. For instance, an SVM trained on highly
imbalanced dataset as abalone, yeast and car, results in AUC values 0.6765,
0.8573 and 0.9889 respectively, while the corresponding sensitivity values are 0.
This is because AUC is more focussed on how a classifier relatively ranks the
positive and negative class, rather than what label is predicted for a particular
test data. Hence for deterministic classifier like SVM, AUC calculated using the
decision score of SVM model [17] can be high even when the actual prediction
performance is low, especially for minority class. As such we focussed on the use
of gmean and sensitivity as performance measure.

5.2 Effect of z-SVM on Decision Boundary

To investigate the effect our algorithm on decision boundary, we trained SVM
model for each of the five datasets.We then applied z-SVM on these models.
Fig. 1 indicates average distance of the positive (filled up bars) and negative
(blank bars) training samples from the learned boundary. It is evident that, for
highly imbalanced data (abalone, car, yeast), the trained positive examples fall
on average on the wrong side of the hyper-plane, implying that in test environ-
ment, that model is more likely to misclassify positive samples. Also, the average
distance of decision hyperplane from positive examples is relatively much less
than that of negative examples, implying the skew of hyperplane towards the
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Table 1. Five UCI datasets with extreme imbalance to moderate imbalance

Data set Total Positive Negative
(%Pos.) (%Neg.)

abalone 4177 32 4145
(0.77%) (99.23%)

yeast 1484 51 1433
(3.44%) (96.56%)

car 1728 69 1659
(3.99%) (96.01%)

euthyroid 2000 238 1762
(11.90%) (88.10%)

segmentation 210 30 180
(14.29%) (85.71%)

(a) SVM (b) z-SVM

Fig. 1. Average distance of examples from the trained hyperplane for (a) SVM and
(b) z-SVM derived from SVM. White bar and shaded bar indicate the distance for
negative and positive classes respectively, with positive class being the minority.

positive (minority) class. The z-SVM algorithm attempts to reduce the skew in
learned decision boundary by keeping a relatively balanced margin between the
decision hyperplane and class points. Comparison of Fig. 1(a) and (b) illustrates
that z-SVM has been successful in overcoming the error in training by shifting
the decision boundary away from positive class and thus increasing the margin
of hyperplane from positive class data. The better positioning of the hyperplane
in z-SVM means a test sample is more likely to be classified correctly than that
in SVM.

5.3 Performance of z-SVM

In Table 2, we present the effect of our strategy on the performance of SVM
trained with with Radial Basis kernel and γ = 1 (K(x1, x2) = exp(−γ||x1−x2||2)).
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Table 2 indicates that z-SVM improves the prediction capability of a stan-
dard SVM in terms of gmean and sensitivity, indicating a good classification
performance on imbalanced data. Incorporation of z-SVM allows the model to
recognize minority samples, even when the original model fails to recognize any
minority sample (as is the case for abalone, yeast and car dataset). A comparison
with SMOTE employing 100% oversampling rate (Table 2) shows that z-SVM,
derived from standard SVM, performs much better than SMOTE in terms of
gmean and sensitivity when the dataset is highly imbalanced, while showing
slight improvement or comparable results on moderately imbalanced data. The
results imply that, for any degree of imbalance in dataset, z-SVM performs better
or at least comparable to SMOTE.

Table 2. Performance comparison for different SVM based techniques with Radial
Basis kernel and γ=1. Oversampling rate,N=100% for SMOTE.

Data Scheme Gmean Sens.

SVM 0.0000 0.0000
abalone SMOTE 0.0000 0.0000

z-SVM 0.6202 0.6267
SVM 0.0000 0.0000

yeast SMOTE 0.0000 0.0000
z-SVM 0.7281 0.6667
SVM 0.0000 0.0000

car SMOTE 0.3486 0.1833
z-SVM 0.9361 0.9167
SVM 0.7259 0.5417

euthyroid SMOTE 0.8930 0.8306
z-SVM 0.9042 0.8686
SVM 0.9266 0.8667

segmentation SMOTE 0.9759 0.9667
z-SVM 0.9759 0.9667

We also investigated the effect of varying oversampling rate (N=100% to
1000%) on SMOTE and z-SVM derived from SMOTE’s model. Fig.2 presents
the values of gmean and sensitivity, averaged over all five datasets, corresponding
to each oversampling rate. Results show that z-SVM outperforms SMOTE over
the whole range of oversampling rate.

We also investigated the effect of varying kernel parameters on the perfor-
mance of SVM. Fig. 3 shows the performance of SVM with kernel parameters
at γ = 0.1, 0.2, 0.4, 0.6, 0.8 and 1.0, averaged over all five datasets, along with
z-SVM applied to SVM’s models. As illustrated, while there is considerable vari-
ation in the performance of SVM, the performance of z-SVM is less drastic and
remains better over the full range. This shows that z-SVM is relatively less sen-
sitive to user specified kernel parameters.
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(a) gmean (b) sensitivity

Fig. 2. Average (a) gmean and (b) sensitivity, for change of N for SMOTE and z-SVM
over five UCI datasets

(a) gmean (b) sensitivity

Fig. 3. Average (a) gmean and (b) sensitivity, for change of γ for SVM over five UCI
datasets

6 Conclusion

In this paper we presented a new strategy to improve prediction accuracy of SVM
for imbalanced data. The proposed strategy reduces the skewness of the decision
boundary towards the minority class and automatically orients the boundary so
that a good margin is maintained for each class, which yields better recognition
performance for imbalanced data. In contrast to existing schemes like SMOTE
which requires multiple training of SVM to select appropriate parameters for
good performance, our scheme eliminates such need and is less sensitive to the
selection of learning parameters, no matter the base models are derived from
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SVM or SMOTE. Future research will be directed towards further alignment of
SVM boundary considering individual support vector and spatial distribution of
its neighborhood.
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Abstract. The brood size plays an important role in the brood recom-
bination crossover method in genetic programming. However, there has
not been any thorough investigation on the brood size and the meth-
ods for setting this size have not been effectively examined. This paper
investigates a number of new developments of brood size in the brood
recombination crossover method in GP. We first investigate the effect
of different fixed brood sizes, then construct three dynamic models for
setting the brood size. These developments are examined and compared
with the standard crossover operator on three object classification prob-
lems of increasing difficulty. The results suggest that the brood recombi-
nation methods with all the new developments outperforms the standard
crossover operator for all the problems. As the brood size increases, the
system effective performance can be improved. When it exceeds a certain
point, however, the effective performance will not be improved and the
system will become less efficient. Investigation of three dynamic models
for the brood size reveals that a good variable brood size which is dy-
namically set with the number of generations can further improve the
system performance over the fixed brood sizes.

1 Introduction

Classification tasks arise in a very wide range of applications, such as detect-
ing faces from video images, recognising words in streams of speech, diagnosing
medical conditions from the output of medical tests, and detecting fraudulent
credit card fraud transactions [1,2,3,4]. In many cases, people (possibly highly
trained experts) are able to perform the classification task well, but either there
is a shortage of such experts, or the cost of people is too high. Given the amount
of data that needs to be classified, automatic computer based classification pro-
grams/systems are of immense social and economic value.

A classification program must correctly map an input vector describing an
instance (e.g. an object) to one of a small set of class labels. Writing classification
programs that have sufficient accuracy and reliability is usually very difficult
and often infeasible: human programmers often cannot identify all the subtle
conditions needed to distinguish between all instances of different classes.

Derived from genetic algorithms and evolutionary programming [5,6], Genetic
programming (GP) is a relatively recent and fast developing approach to auto-
matic programming [7,8,9]. In GP, solutions to a problem can be represented
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in different forms but are usually interpreted as computer programs. Darwinian
principles of natural selection and recombination are used to evolve a population
of programs towards an effective solution to specific problems. The flexibility and
expressiveness of computer program representation, combined with the powerful
capabilities of evolutionary search, make GP an exciting new method to solve a
great variety of problems. A strength of this approach is that evolved programs
can be much more flexible than the highly constrained, parameterised models
used in other techniques such as neural networks and support vector machines.

Since the early 1990s, there has been a number of reports on applying GP
techniques to a range of object recognition problems such as shape classifica-
tion, face identification, and medical diagnosis [10,11,12,13,14,15,16,17]. While
showing promise, current GP techniques are limited and frequently do not give
satisfactory results on difficult classification tasks. While there are many prob-
lems in the current GP techniques that often lead to unacceptable programs in
a reasonable time frame, one main problem is that the crossover operator is not
sufficiently powerful to generate good solutions.

The crossover genetic operator has been considered a centre storm of GP
[18]. In the current crossover operator, two sub-programs (crossover points) are
randomly chosen from two parent programs, and two new programs are generated
by simply swapping them. However, the totally random choice is clearly unable
to guarantee the best choice. Furthermore, this often destroys the good “building
blocks” (sub-programs which are good for that task) in evolved programs.

To improve the standard crossover operator and preserve potential good build-
ing blocks, Tackett [19] introduced the “brood recombination” method. In this
method, a “brood” N was created for each crossover operation and the opera-
tion was repeated N times to produce 2N child programs, but only the best two
children were kept and all others were killed. In this way, better child programs
will survive and be put into the next generation while the population size will
remain constant.

Clearly, the brood size plays an important role in the brood recombination
crossover method in genetic programming. While a brood size of four is com-
monly used in the method as in [19], a larger size might result in better per-
formance but if the size is too large, there might be some negative effects. This
size might also be task dependent and related to the evolutionary process para-
meters such as the number of generations and program size. However, there has
not been any clear investigation on effects of the brood size, and the methods
for setting this size have not been effectively examined.

1.1 Goals

The goal of this paper is to further analyse the brood size for the brood recom-
bination crossover method in terms of effect of a fixed brood size and a variable
size. To do this, the brood recombination crossover with different brood sizes
will be compared with the standard crossover operator in GP on three object
classification problems of increasing difficulty to measure the effectiveness and
efficiency. Specifically, we are interested in the following issues:
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– whether increasing the brood size can result in better performance,
– whether there exists a diversity point for the brood size in the situation that

a larger size does not improve the system performance, and
– whether a variable size is better than a fixed size, and
– to find a effective heuristic for setting the brood size.

1.2 Organisation

The remainder of this paper is organised as follows. Section 2 gives a brief
overview of the brood recombination crossover method and describes the ex-
periment configurations. Section 3 investigates the use and effect of fixed brood
sizes. Section 4 describes the analysis of a variable brood size compared with the
fixed size and the basic GP approach. Finally, we draws conclusions in section 5.

2 Brood Recombination and Experiment Configuration

2.1 Brood Recombination Overview

The main objective of the brood recombination crossover method is to reduce
the destructive effect of crossover and preserve good potential building blocks.
The rationale behind this method is that many animal species produce far more
offspring than are expected to live. Although there are many different mecha-
nisms, the excess offspring die. So should GP crossover. A simple illustration of
the method is shown in figure 1.

. .

Evaluate  Fitness,
Selected the best two
Individuals

Four Crossover

Operations

. . . .

. . . . . . . .

. .. .. .. .

. .

Fig. 1. The brood recombination crossover method

In this method, a “brood” N was created for each crossover operation. The
standard crossover operation was repeated N times on the two same parent
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programs selected from the population and 2N child programs are generated.
These child programs are then evaluated and their fitness ranked. The two pro-
grams with the best fitness are considered the “real” children of the parents and
retained, but other children are discarded.

From the effectiveness point of view, this method improves the standard
crossover from two-fold. Firstly, it reduces the effect of disrupting potential build-
ing blocks of the standard crossover operator through multiple trials of searching
for good crossover points. Secondly, it actually adds a kind of hill-climbing search
into the genetic beam search in GP.

Clearly, the brood size is a key parameter in this approach. However, Tackett
[19] did not make further investigation and analysis on this parameter, which is
the main focus of this paper.

2.2 Experiment Configuration

Image Data Sets. Experiments were conducted on three different image data
sets providing object classification problems of increasing difficulty. Sample im-
ages for each data set are shown in figure 2.

(a) (b) (c)

Fig. 2. Sample images in datasets: (a) Shape; (b) Coins; (c) Texture

The first data set (shape, figure 2a) was generated to give well defined objects
against a reasonably noisy background. The pixels of the objects were produced
using a Gaussian generator with different means and variances for each class.
Four classes of 600 small objects (150 for each class) were cut out from the
images and used to form the classification data set. The four classes are: dark
circles, grey squares, light circles and noisy background.

The second set of images (coin, figure 2b) contains scanned 10 cent New
Zealand coins. The coins were located in different places with different orienta-
tions and appeared in different sides (head and tail). The background was also
cluttered. Three classes of 500 objects were cut out from the large images to
form the data set. The three classes are: head, tail and background. Among the
500 cutouts, there are 160 cutouts for head, 160 cutouts for tail and 180 cutouts
for background respectively. Compared with the shape data set, the classification
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problem in this data set is harder. Although these objects are still regular, the
problem is quite hard due to the noisy background and the low resolution.

The third set of images (figure 2c) contains four different kinds of texture
images, which are taken by a camera under the natural light. The images are
taken from a web-based image database held by SIPI of USC [20]. The four
texture classes are named woollen cloth, wood grain, raffia and herringbone weave
respectively. Because they are quite similar in many aspects, this classification
task is expected to be more difficult than that in the coin data set. There are
900 sample cutouts from four large images, and each class has 225 samples. This
dataset is referred to as texture.

For all the three data sets, the objects were equally split into three separate
data sets: one third for the training set used directly for learning the genetic
program classifiers, one third for the validation set for controlling overfitting,
and one third for the test set for measuring the performance of the learned
program classifiers.

Terminal Set and Function Set. For image recognition tasks, terminals cor-
respond to image features. In this approach, we use four simple pixel statistics
extracted from each data set as terminals. Given an object cutout image, the
four pixel statistics, mean, standard deviation, skewness, and kurtosis, are calcu-
lated as features. Since the ranges of these four feature terminal values are quite
different, we scale them into the range [-1, 1] based on all object image examples
to be classified. While these features are not the best for these particular prob-
lems, our goal is to investigate the brood size rather than finding good features
for a particular task, which is beyond the scope of this paper.

In addition to the feature terminals, we also used a constant terminal for all
the three tasks. To be consistent with the feature terminals, we also set the range
of these constant terminals to [-1, 1].

The function set consists of the four standard arithmetic and a conditional
operations:

FuncSet = {+,−, ∗, /, if} (1)

The +, −, and ∗ operators have their usual meanings — addition, subtraction
and multiplication, while / represents “protected” division which is the usual
division operator except that a divide by zero gives a result of zero. Each of
these functions takes two arguments. The if function takes three arguments.
The first argument, which can be any expression, constitutes the condition. If
the first argument is negative, the if function returns its second argument;
otherwise, it returns the third argument.

Fitness Function. We used classification accuracy on the training set of object
images as the fitness function. The classification accuracy of a genetic program
classifier refers to the number of object images that are correctly classified by the
genetic program classifier as a proportion of the total number of object images
in the training set. According to this design, the best fitness is 100%, meaning
that all object images have been correctly recognised.

The output of a genetic program in the GP system is a floating point number.
In this approach, we used a variant version of the program classification map
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[17] to translate the single output value of a genetic program into a set of class
labels.

Parameters and Termination Criteria. The parameter values used in this
approach are shown in table 1. These values are determined based on empiri-
cal search. The evolutionary process is terminated when the number of genera-
tions reaches the pre-defined number, max generations, or when the classification
problem has been solved on the training set or the accuracy on the validation
set starts falling down, in which case the evolution was terminated earlier.

Table 1. Main parameter values for the three data sets

Parameter Shape Coin Texture Parameter Shape Coin Texture

Pop. Size 300 500 500 Crossover rate: 50% 50% 50%
Initial Max. Depth 5 5 5 Mutation rate: 30% 30% 30%
Max. Depth 5 6 8 Reproduction rate 20% 20% 20%
Max generations 50 50 50 Brood size see later

In the approach, we used the tree-structure to represent genetic programs
[8]. The ramped half-and-half method was used for generating programs in the
initial population and for the mutation operator [7]. The proportional selection
mechanism and the reproduction, crossover and mutation operators [9] were used
in the learning and evolutionary process.

To compare the results with different brood sizes and the standard crossover
operator, we use the classification accuracy, training time and the number of
generations to measure the performances of these methods. For each experiment,
we run 80 times and the average results are presented in the following sections.

3 Investigation of Fixed Brood Sizes

To investigate the effect of the brood size in the brood recombination crossover
method, we did experiments on the three data sets using different fixed brood
sizes with 2, 4, 6, 8, and 10 respectively. The average results on the test set of the
GP system with these brood sizes together with the standard crossover operator
(N = 1) are presented in table 2. The first line of the table shows that for
the shape data set on the 80 runs, the GP system with the standard crossover
operator (N = 1) used 8.59 generations and 0.09 second for the evolutionary
process on average and achieved an average classification accuracy of 96.16% on
the test set.

As shown in table 2, for all brood sizes investigated here, the brood recombina-
tion crossover method achieved better classification accuracy than the standard
crossover operator for all the data sets. Although the number of generations used
in the evolutionary process for the brood recombination method was smaller than
the standard crossover operator, the actual training time was increased. This is
mainly because the number of real evaluations in each generation in the brood
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Table 2. Results of brood recombination crossover with fixed different brood sizes

Dataset Brood size N Generation Time(s) Accuracy(%)

1 8.59 0.09 96.16%
2 5.26 0.10 98.25%
3 3.48 0.10 98.25%

Shape 6 3.01 0.11 98.12%
8 2.66 0.12 98.44%
10 2.30 0.13 98.03%

1 28.64 1.78 90.37%
2 21.88 2.50 92.42%
4 19.70 3.07 93.08%

Coin 6 17.59 3.53 92.82%
8 15.85 3.89 93.08%
10 15.94 4.49 92.80%

1 29.99 1.83 72.45%
2 26.01 3.31 76.68%
4 21.82 4.23 76.46%

Texture 6 23.69 6.09 79.82%
8 20.00 6.12 80.71%
10 17.80 6.50 78.13%

recombination method was increased. These results further confirmed Tackett’s
conclusions [19].

The results also show that different brood sizes resulted in different results.
For the object classification problems investigated here, it seems that a brood
size of 4–8 could be a good starting point.

Further Analysis. Further inspection of the results reveals that as the brood
size increases at a certain number (4 or 8 for different data sets), the classification
accuracy is increased. When the brood size exceeds this number, the accuracy
achieved starts falling down. These results suggests that there exists such a brood
size that could lead to the best performance for a particular task. We refer to
this number as the brood-diversity point.

In the biological world, the chromosomes for a particular species are usually
quite long and the crossover can occur in multiple genes in different positions.
Accordingly, a huge number of crossover points can be provided, which allows a
large size of brood to produce distinguished child chromosomes.

In most GP systems, however, the program size is limited to the parameter,
maximum program size. In addition, the GP crossover only choose a single point
and swap the subtrees in the parent programs. Accordingly, when the brood size
increases to a certain number, the probability of the crossover operation on the
same two parent programs to produce redundant programs will be extremely
high. In other words, when the brood size exceeds the brood-diversity point,
the brood recombination crossover operator will not only be unable to produce
distinguished child programs, but also have to take longer time for more evalua-
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tions. This will result in a longer training time with non-improved even slightly
worse performance in effectiveness due to possibility of pre-mature convergence.

Clearly, the brood-diversity point is related to the maximum program size.
In general, the larger the program size, the bigger the brood size effectively
allowed. When setting the brood size, one should consider the threshold number
of crossover points that the two parent programs with the maximum program
size can provide. We expect that this heuristic can help users to choose the brood
size when using the brood recombination method in GP.

4 Investigation of Variable Brood Sizes

Since the genetic programs can have a different size and the program size varies
with the number of generations in the evolutionary process, this section inves-
tigate a different approach from the last section — a variable brood size with
respect to the number of generations.

According to the GP building block analysis [7], the GP crossover operator
will generally preserve small building blocks and construct larger building blocks
in the first stage of evolution, but is very likely to tear the larger building blocks
apart in the later stage. Accordingly, we can allow the brood size to grow as
evolution proceeds in order to protect the larger building blocks.

To meet these requirements, we proposed three ways to dynamically grow the
brood size, as shown in equations 2, 3 and 4, respectively, where N is the brood
size and gen is the number of generations.

N1(gen) = round(0.14 × gen) + 1 (2)

N2(gen) = round(0.0028 × gen2) + 1 (3)

N3(gen) = round(0.98 × √
gen) + 1 (4)

The main consideration for the three formulas is as follows. In the previous
experiment, the results suggest that the maximum brood-diversity point for the
three data set is 8. Since the maximum number of generations in this approach
is 50, we allow the brood size gradually increases to this number as evolution
proceeds closely to generation 50. Notice that the growing speed of the three
methods for the brood size is different.

To investigate whether dynamic variable brood size is better than the fixed
size and the standard crossover approach, we examined them on the three data
sets. The average results are shown in table 3.

According to tables 3, the classification accuracies achieved by brood recom-
bination method with the three variable models for the brood size were better
than the standard crossover. Inspection of table 2 reveals that these results were
also better than that with almost all of the fixed brood sizes. In addition, the
evolutionary training times for the variable brood sizes were also shorter than
those for the fixed sizes. These results suggest that in the brood recombination
method, a variable brood size which is dynamically set with the increase of the
number of generations can further improve the system performance.
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Table 3. Results of brood recombination with variable brood sizes and the basic
approach. (A1: the basic approach with standard crossover; A2: the linear variable
model — equation 2; A3: the squared variable model — equation 3; A4: the squared
root model — equation 4).

Data set Shape Coin Texture

Approach A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

Generation 8.59 4.40 4.54 4.99 28.64 20.59 20.59 15.85 29.99 21.93 21.31 23.24

Time (s) 0.09 0.10 0.11 0.10 0.09 2.50 3.14 3.24 1.83 3.31 4.25 4.12

Accuracy(%)96.16 98.62 99.03 98.63 90.37 93.08 93.54 93.21 72.45 80.05 81.34 80.16

Inspection of the three variable models for the brood size reveals that the
squared variable model (equation 3) achieved the best results for all the three
data sets. The other two models achieved similar results but it is not clear which
one is better than the other on these data sets. This might be because the squared
variable model is closer to the building block disruption trend in evolution, but
further investigation is needed in the future.

5 Conclusions

The goal of this paper was to investigate the effect of brood size in the brood
recombination crossover method in GP for object classification problems. The
goal was successfully achieved by testing five different fixed brood sizes and
designing three variable models for the brood size. The brood recombination
methods with these new developments were examined and compared with the
standard crossover operator on three object classification problems of increasing
difficulty. The experiment results suggest that the brood recombination method
with all these new developments achieved better classification performance than
the standard crossover operator while the evolutionary training time was in-
creased.

The results also suggest that different brood sizes usually result in different
performances. As the brood size increases by the brood-diversity point, the system
effective performance can be improved. When the brood size exceeds this point,
however, the effective performance will not be improved and the system will
become more inefficient. Our research suggests that the brood size is related to
the number of generations, the program size and specific tasks.

Investigation of three dynamic models for setting the brood size reveals that
a variable brood size which is dynamically set with the number of generations
can further improve the system performance over the use of fixed brood sizes.
In particular, the squared variable model achieved the best performance for the
three data sets examined here.

Although developed for object classification problems, this approach could be
expected to be applied to even more general problems.

This work reveals that the brood size is closely related to the maximum pro-
gram size parameter. We will investigate the relationship between the brood size
and the program size together with the number of generations in the future.
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Abstract. Cognitive modeling methodologies form the groundwork of signifi-
cant studies in cognitive science. In this work a prototype computational model, 
called IPSOM, is introduced, which charts the spatial cognitive human behav-
iour in completing interlocking puzzles. IPSOM is a neural network of the class 
of self-organizing maps, and has been implemented using an artificial data set 
that consists of synthesized patterns of puzzle completion. The results show that 
the model is particularly successful in depicting valid cognitive behavioural pat-
terns with a very high degree of confidence. Based on IPSOM’s performance 
and structure, it is argued that a scaled-up version of this model could readily be 
used in representing real-life puzzle-completion patterns. 

Keywords: Self-Organizing Map, Kohonen Map, Cognitive Modeling of Hu-
man Behaviour, Neural Network Applications. 

1   Introduction 

The domain of modelling cognitive behaviour encompasses a wide range of applica-
tions, and has significant implications in related fields of study including artificial in-
telligence, computer science, cognitive science, and computational neuroscience [1, 2, 
3, 4]. Relative to previous research [5], the incentive for this work was to introduce a 
computational tool that could contribute towards cataloguing and classifying the vast 
repertoire of human cognitive behaviour in a particular family of activities. The focus 
here is on tasks, which contain a significant spatial-reasoning component; specifi-
cally, the completion of interlocking puzzles (Jigsaw puzzles). 

A major challenge in modeling the way that humans complete interlocking puzzles 
is managing the large human behavioural space; in this case, the set of all possible 
ways, in which a human would complete a given puzzle. An important consideration 
here is finding a method that could process such an immense space at reasonable 
speed. Such a requirement can be met in using a class of artificial neural networks 
known as Kohonen maps, self-organizing feature maps, or, simply, self-organizing 
maps (SOM) [6, 7]. The latter biologically inspired computational method is capable 
of data compression, and although resists formal analysis it has been empirically 
shown to be reliable and efficient; Cottrell [8], and Haykin [9] offer a detailed account 
on SOM’s technical aspects and features. 
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The proposed SOM-based model provides a way of revealing existing spatial be-
havioural patterns in completing an interlocking puzzle via unsupervised learning. In 
all but the trivial cases the behavioural space that characterizes certain groups of indi-
viduals for the given cognitive task is generally much less than the vast space of all 
possibilities (n! for an n-piece puzzle) but still prohibitively large. Effectively, it can 
be compressed via neural self-organization into an easily manageable set of behav-
ioural patterns in the form of a cognitive map that represents statistically dominant 
cognitive strategies in dealing with the given task. It is expected that the resulting map 
would be a close approximation of the behavioural space (Fig. 1). 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Significant space reduction can be achieved via training a SOM network using a repre-
sentative data set drawn from the behavioural space 

A prototype model, called IPSOM (Interlocking Puzzle Self-Organizing Map), has 
been constructed and evaluated using synthetic data (i.e. artificial data). The latter was 
a critical step since synthetic data enabled the process of determining the model’s ef-
fectiveness and measuring its efficiency. 

1.1   Paper Overview 

In sections 2 and 3 the architecture of IPSOM and the structure of the synthetic data 
set are presented, respectively. Section 4 discusses the implementation and mathe-
matical aspects of the model. In section 5 the results obtained from the model are pre-
sented, and IPSOM’s performance is analyzed. The concluding section 6 is devoted to 
certain considerations that need to be taken into account when exposing IPSOM to 
real-life data. 

2   Structure and Configuration of IPSOM 

IPSOM is configured to model the case of a person being presented with a 20-piece 
interlocking puzzle on a 4-by-5 puzzle board. Each location on the puzzle board is  
encoded with a unique position value (Fig. 2.a). The constant difference between con-
secutive position values is 0.050, which is the position matrix resolution. Given a  
certain value, the maximum tolerance in clearly determining a position on the puzzle 
board is less than 0.025, which is the discrimination threshold. 

(M) Self-organizing  map 

(T) Representative data set 

(B) Cognitive behavioural space

(S) Space of all possibilities

dim S > dim B > dim T > dim M 
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IPSOM is principally accommodated in a 6-by-6 lattice that hosts the resulting map 
of the model after the SOM training (Fig. 2.b). Conceptually, this map is a  
two-dimensional lattice that contains a number of valid cognitive behavioural pat-
terns, each of which is represented as a 20-unit vector that holds position values. Each 
vector in the map potentially represents a statistically dominant way (i.e. ways that 
humans frequently use) of completing the given 20-piece puzzle, where each puzzle 
piece in the vector is denoted by its position value on the puzzle board. The order of 
the puzzle completion is the order that the puzzle pieces are arranged in the vector 
(e.g., the first piece placed on the puzzle board has its position value placed in the first 
slot of the vector.) The size of IPSOM’s two-dimensional lattice is independent of the 
size of the position matrix (and, consequently, of the puzzle board), and depends on 
the number of cognitive behavioural patterns that IPSOM is expected to represent. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. (a) The position matrix contains position values for all the puzzle pieces on the puzzle 
board. For example, the top left corner puzzle piece (puzzle coordinates (1, 1)) has a position 
value of 0.025, and the puzzle piece with position value 0.775 belongs to the bottom left corner 
of the puzzle (puzzle coordinates (4, 1)). (b) IPSOM’s map structure is according to the Koho-
nen SOM model (note: the 20-unit input connects to all the neurons in the map). 

3   The Synthetic Data Set 

The IPSOM neural network was trained using a data set that consisted of synthetic 
data; four patterns, namely H, V, PH, and PV, were designed (Fig. 3) and presented to 
the network in a pseudo-random fashion repeatedly in order for the latter to converge 
to a stable state. 

The design principle behind the selected patterns is based on simplicity, clustering, 
and periphery control. The working guidelines were to construct a small number of 
patterns that are straightforward, to utilize the concept of topological clustering (i.e. 
avoid continuous random jumping from one place to another when completing a puz-
zle), and occasionally to give priority to the basic puzzle-solving strategy of determin-
ing the puzzle board periphery during the puzzle completion task. The selected  
patterns were favoured over random patterns because they are easily recognizable, 
and relate to real-life strategies. 

 1 2 3 4 5 

1 0.025 0.075 0.125 0.175 0.225

2 0.275 0.325 0.375 0.425 0.475

3 0.525 0.575 0.625 0.675 0.725

4 0.775 0.825 0.875 0.925 0.975

 (a) (b)

… 
Input  

Map 
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Fig. 3. An illustration of the data set synthetic patterns. For each pattern a radar-graph depicts 
the order of puzzle completion: the radial axis shows position value, and the angular axis shows 
the (discrete) filling sequence numbers. E.g., H vector pattern: [0.025, 0.075, 0125, 0175, 0225, 
0275, …, 0.975]. By connecting the points on the graph a distinct visual pattern is formed. At-
tached to each graph, a puzzle board depicts the puzzle completion in a conventional way. 

4   Implementation 

The IPSOM model has been implemented in ANSI C, and it is based on a static data 
structure framework that primarily consists of arrays and global variables. Specifi-
cally, the self-organizing map is a three-dimensional lattice that holds the synaptic 
weight vectors of the neural network. The first two dimensions represent the coordi-
nates needed to refer to a specific neuron in the lattice. The third dimension is used 
for holding the synaptic weight vector of that neuron. 
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The data generator uses the position matrix as a base for creating instances (i.e. in-
put vectors) of the training set during the SOM training. Each input vector spawned 
by the generator is a one-dimensional numerical array that contains position values in 
accordance with one of the synthetic training set patterns. The training set is balanced 
and exhibits no bias towards any of the patterns. 

The mathematical and algorithmic form of the SOM neural network used is accord-
ing to Haykin [9], and is outlined here for the sake of comprehensibility together with 
IPSOM network parameter customization. The IPSOM training process consists of 
four conceptual parts: lattice initialization, neuron competition, neuron cooperation, 
and synaptic adaptation. During initialization the position matrix is created, and the 
neuron weights within the lattice are set to a value that ensures a non-biased initial 
state for the SOM; this is achieved by using a pseudo-random number generator that 
spawns values within the interval of the position matrix value set. 

Competition, cooperation, and synaptic adaptation are sequenced within a loop that 
constitutes the SOM main training loop. Competition among neurons within the net-
work lattice occurs every time a new feature (i.e. input vector) is introduced to the 
neural network. The winning neuron i with lattice index i(x) of each competition satis-
fies the Euclidean minimization equation 

i(x) = arg min
j

|| x − w j || ,      j = 1, 2, …, l  (1)  

where x is the feature vector, w is the weight vector of the winning neuron, and l is the 
number of neurons in the lattice. 

Each time a winning neuron has been determined the training goes through the co-
operation part, in which the neighbourhood of that neuron is specified and all neurons 
within it are considered excited. The topological neighbourhood of the winning neu-
ron i is specified by the translation invariant Gaussian function 

h j,i(x ) (n) = exp(−
d j,i(x)

2

2 ⋅σ 2 (n)
) ,     n = 0, 1, 2, …, t     (2) 

where j denotes an excited neuron, and n refers to the current iteration of the main 
training loop. The value t was set to 250000, which –due to the training set size– in 
effect translates to 62500 epochs. The neighbourhood function h is based on the lat-
eral distance d between the winning neuron i and an excited neuron j, which is ex-
pressed by the equation 

d j,i
2 =|| rj − ri ||2  (3) 

where vector r defines the position of j and i neuron, respectively. 
The width σ of the neighbourhood function h is a temporal function with exponential 
decay, which is specified by the equation 

σ (n) = σ 0 ⋅ exp(− n

τ1

) ,     n = 0, 1, 2, …, t (4) 

where σ0 is the initial width of h, and τ1 is a temporal constant. The temporal constant 
was set according to the formula 
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τ1 = t

logσ 0

 . (5) 

The value of σ0 was initially set to be equal to the radius of the lattice but the results 
were not satisfactory; it was finally set to 1.2. 

In the last part of the main training loop the network goes through a synaptic adap-
tation process, in which the synaptic weights of the neurons within the neighbourhood 
of the winning neuron are updated in relation to the feature vector. The updated 
weight vector w (n + 1) of each excited neuron j is computed by the equation 

w j (n +1) = w j (n) + η(n) ⋅ h j,i(x ) (n) ⋅ (x − w j (n))  (6) 

where x is the feature vector, and w(n) denotes the old weight vector. IPSOM uses 
stochastic approximation, which is realized by the time-varying learning rate η with 
exponential decay as depicted in the equation 

η(n) = ηo ⋅ exp(− n

τ 2

),     n = 0, 1, 2, …, t (7) 

where η0 denotes the initial learning rate, and τ2 is a temporal constant. The initial 
learning rate was set to 1 since smaller values rendered the network unable to reach a 
small approximation error. 

The main training loop is executed until the network converges to a stable state at a 
rate largely dictated by the parameter values presented in this section. After the SOM 
training has been completed a numerical map is produced that presents the synaptic 
weights of the whole network in the topology that the neurons exhibit within the net-
work lattice. 

5   Discussion and Evaluation 

IPSOM’s resulting numerical map (Fig. 4.a) hosts 36 topologically ordered neurons, 
each of which holds a synaptic weight vector. The map successfully represents all 
four patterns of the training set with variable level of accuracy. Optimal representa-
tion of a pattern resides in a primary core neuron, and to a slightly lesser degree in a 
core neuron. Each vector in the map was visualized and matched against the training 
data set visual patterns; the best matching pattern was used as a reference in order to 
calculate the mean absolute error (MAE), based on the L1-Norm, of the current vec-
tor as follows 

MAE = v jk − pik

k=1

c 

 
 
 

 

 
 
 ÷ d ,     d = dim w = dim p (8) 

where the jth vector v is matched against the ith pattern p, and d denotes the dimen-
sionality of the vector and, thus of the pattern (since the input vectors have the same 
structure and size with the synaptic weight vectors). The MAE measure shows the de-
viation of the neuron from its reference pattern, and indicates the strength of the rep-
resentation (Fig 4.b). It is a measure that produces values compatible with the position 
value range. Standard neurons achieve an effective representation of a pattern  
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although their MAE is significantly higher than a primary core neuron’s. Weak neu-
rons have approximately a ten times higher MAE than standard neurons but still 
match a data set synthetic pattern visually. As MAE approaches 0.1, which is four 
times the value of the discrimination threshold, the neuron’s representational acuity 
degrades to one of an undecided neuron. 

1 2 3 4 5 6

1 V V V- PV- PV PV

2 V V V- PV- PV- PH

3 V V ~ PH- PH PH

4 V V- ~ PH- PH- PH

5 ~ H- H- H- H- PH-

6 H H H H H H-

X Primary Core neuron: Optimal pattern representation

X Core neuron: Excellent pattern representation

X Standard neuron: Good pattern representation

 X- Weak neuron: Poor pattern representation

 ~ Undecided neuron: Transitional pattern

(a)   

0.000 – 0.017

0.017 – 0.034

0.034 – 0.051

0.051 – 0.068

0.068 – 0.085

0.085 – 0.102

0.102 – 0.119

MMAE key

(b)

1 2 3 4 5 6

2

1

4
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Fig. 4. (a) IPSOM model’s resulting map using visual-numerical pattern matching. Each neu-
ron in the map has been visually matched with one of the data set patterns (X: V, PV, H, or PH; 
as in Fig. 3), and a numerical follow-up determined its representational strength. (b) A graphi-
cal illustration of the map using the representational mean absolute error of each neuron. 

The map produced by the IPSOM neural network using the synthetic data set ex-
hibits all the properties of self-organizing maps [9]. Specifically, the map’s set of syn-
aptic weights provides an excellent representation of the input space since it contains 
the complete set of input patterns from the training set. It also exhibits a valid topo-
logical ordering of the synthetic patterns with well-defined regions for each pattern in 
the map. In addition, the map reflects the statistical distribution idiosyncrasies (den-
sity) on the input space since all four patterns are equally well represented. Finally, 
the map satisfies the feature selection property since it holds the complete set of fea-
tures that are needed in order to approximate the input space. 

It might be thought that the trained SOM does not satisfy the density matching 
property, based on the observation that although the PV synthetic pattern was empha-
sized during training just as much as H, V, and PH it occupies a relatively small area 
compared to the rest of the patterns in the map (Fig. 4.a). A closer look on the PV vis-
ual pattern (Fig. 3) reveals that PV is a pattern that, unlike the rest, assumes a non-
curved shape in the last 5 positions. Furthermore, and most importantly, it differs 
from its sister pattern PH in only four positions (16 through 19), and substantially in 
only three (16, 17, 19). Based solely on visual matching the neurons with coordinates 
(3, 4) and (2, 6) match the PV pattern more than the PH one; however, at these  
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locations the neuron’s MAE is lower when representing PH than representing PV, 
thus the latter two neurons were assigned to the PH pattern instead (Fig 4.a). As a re-
sult, PV seems to be slightly underrepresented in the map. 

A quantitative analysis of the primary core neurons reveals the high level of confi-
dence with which the map depicts the synthetic patterns, and consequently illustrates 
the validity of the initial assumption regarding the function, effectiveness and effi-
ciency of IPSOM (Fig. 5). 
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Fig. 5. The relative position value error in representing the four patterns of the training set at 
the primary core neurons 

Specifically, the mean absolute error is very well suppressed and reaches only 28% 
of the discrimination threshold. Pattern V, and pattern PH are represented with 0 
MAE. Pattern PV is represented with 0.007 MAE, whereas two position values in the 
synaptic weight vector of the neuron exceed the discrimination threshold but are lo-
cated well within the position matrix resolution zone. Finally, pattern H is represented 
with 0.002 MAE. 

6   Concluding Remarks 

For the case of synthetic data IPSOM demonstrates high performance, and ease of use 
in determining the pre-designed patterns of the training set. Extending the model to 
handle real data poses certain considerations towards ensuring equally reliable results. 
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Unlike synthetic data sets, empirical training sets, which consist of real data, contain 
patterns that reflect the numerous subtle variations of human behaviour. It is expected 
that the size of the SOM lattice will, thus, need to be expanded to accommodate all 
statistically dominant patterns and create enough room for smooth transitions between 
primary core nodes; the presence of undecided neurons that host transitional patterns 
needs to be facilitated. Accordingly, the training algorithm could be adjusted to use a 
slightly larger initial width of the topological neighbourhood function in order to en-
courage the formation of more transitional neurons in the resulting map (Fig. 6). 
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Fig. 6. Combined illustration of map’s first-row neurons after two separate SOM training ses-
sions of IPSOM for different initial neighbourhood widths (all other network parameters identi-
cal). A larger initial neighbourhood width, σ0=1.8 (right diagram), facilitates the representation 
of transition between patterns unlike a smaller one, σ0=1.0 (left diagram), where the neurons 
are tightly grouped into two patterns with no transitional members. 

The idea is that transitional neurons can be used both as a guide to determine valid 
patterns of the input space, and to exclude outliers. However, the use of a very large 
topological neighbourhood is not prudent since it can severely degrade the approxi-
mation of the input space [10]. Similarly, setting the initial neighbourhood width to be 
equal to the radius of the lattice [9] did not yield satisfactory results during the early 
stages of IPSOM training. 

Furthermore, the map’s representational sensitivity must be maintained to an opti-
mal level. Although it was not observed with IPSOM, it has been established that 
standard SOM formation can suffer from degraded density matching [9, 11], thus 
SOM alternatives or modifications could be considered in order to ensure a statisti-
cally faithful distribution of patterns without bias as in the case of the SOM with con-
science [12]. Finally, alternative SOM algorithms with dynamic map dimensionality 
as in Marsland et al. [13] can be used to accommodate input spaces that are character-
ized by a widely varying number of patterns; fast forming SOMs [14] could be em-
ployed to tackle exceedingly large data sets; and more careful weight initialization 
[15] might be considered to improve performance even further. 
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Abstract. Emerging Patterns (EPs) are a data mining model that is
useful as a means of discovering distinctions inherently present amongst
a collection of datasets. However, current EP mining algorithms do not
handle attributes whose values are asscociated with taxonomies (is-a hi-
erarchies). Current EP mining techniques are restricted to using only
the leaf-level attribute-values in a taxonomy. In this paper, we formally
introduce the problem of mining generalised emerging patterns. Given a
large data set, where some attributes are hierarchical, we find emerging
patterns that consist of items at any level of the taxonomies. Generalised
EPs are more concise and interpretable when used to describe some dis-
tinctive characteristics of a class of data. They are also considered to
be more expressive because they include items at higher levels of the
hierarchies, which have larger supports than items at the leaf level. We
formulate the problem of mining generalised EPs, and present an al-
gorithm for this task. We demonstrate that the discovered generalised
patterns, which contain items at higher levels in the hierarchies, have
greater support than traditional leaf-level EPs according to our experi-
mental results based on ten benchmark datasets.

1 Introduction

An important problem in data mining is how to characterise the differences
between two data sets. A widely used approach to this problem is to find emerging
patterns (EPs), which can be used to describe significant changes between two
data sets [4]. EPs are conjunctions of simple conditions representing a particular
class of records. Emerging patterns have strong discriminating power and are
thus very useful for describing the contrasts that exist between two classes of
data. A key advantage of emerging patterns is that since they are basically
conjunctions of simple conditions, they are very easy to understand.

In many application domains, taxonomies (is-a hierarchies) are available for
attribute values. For example, an attribute corresponding to a geographical lo-
cation can be represented at many levels of detail, such as city, state or country.
Until now, emerging patterns have only been capable of representing contrasts
between datasets whose attributes are non-hierarchical. The patterns discovered
have been at the lowest level of representation. This can lead to a large number
of similar patterns being discovered, involving attribute values that are distinct,
yet semantically related, e.g., cities that are all part of the same state. This

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 295–304, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



296 X. Qian, J. Bailey, and C. Leckie

creates two problems. First the support of each such pattern in isolation will be
less than the support of the group of related patterns. Second, a large group of
similar patterns is more difficult for an expert to understand and verify, com-
pared to a single, more general pattern. Therefore, our motivation has been to
develop an algorithm to mine generalised emerging patterns, which has the ca-
pability of dealing with data sets whose attribute values are associated with is-a
taxonomies, such that the contrasts discovered will contain information not only
from the lowest-level but also from any other levels in the hierarchy.

In this paper, we introduce a new knowledge pattern, called generalised emerg-
ing patterns. With the introduction of the concept of generalised EPs, we now
allow a much larger and semantically extended pattern base by associating mem-
bership hierarchies with some attributes in a dataset. Quantitative data such as
age or income can have meaningful attribute hierarchies achieved by aggregating
base values into increasing, non-overlapping ranges. For example, dates of birth
can be generalised to month and year of birth.

A critical challenge in this problem is that attribute hierarchies greatly ex-
pand the size of the space of potential EPs that could be mined. Patterns can
now express a mixed level of concept aggregation realized by using combinations
of values across different levels in the hierarchy. These patterns have improved
expressiveness, potential usefulness and understandability for decision makers
over traditional EPs. The resultant multi-dimensional generalised EPs are more
concise and interpretable. If we are given a large number of leaf-level EPs, we
might prefer having fewer, but more expressive EPs that have stronger discrim-
inating power when used to describe distinctive characteristics of a class of data
objects. However, the pattern space is greatly expanded after including attribute
values from higher levels in the hierarchy. This makes the efficient computation
of generalised EPs an important research challenge.

There are three main contributions of this research. First, we introduce the
concept of generalised emerging patterns and formulate the problem of mining
generalised emerging patterns. Second, we develop an algorithm for mining these
patterns, and analyse the behaviour of the mining method over a variety of
real-life datasets. Third, we analyse the compactness and expressiveness of the
discovered generalised EPs in comparison with traditional non-hierarchical EPs.

2 Background and Related Work

In this section we present basic definitions which are used throughout this paper.
All definitions in this section are adapted from [7]. A dataset is a collection of
data objects of the form (a1, a2, ..., an) following the schema (A1, A2, ..., An)
where each of the objects is called an instance and A1, A2, ..., An are called
attributes. Each data object in the dataset is also labelled by a class label
C ∈ {C1, C2, ..., Ck} which indicates the class to which the data object belongs.

An item is a pair of the form (attribute-name, attribute-value). A set of items
is called an itemset (or a pattern). We say any instance S contains an itemset
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X , if X ⊆ S. The support of an itemset X in a dataset D, denoted as supD(X),
is CountD(X)/|D|, where CountD(X) is the number of instances inD containing
X , and |D| is the total number of instances in D.

We follow the definition of Emerging Patterns used in [4],[3],[2],[6], also known
as Jumping Emerging Patterns. An EP is an itemset whose support increases
abruptly from zero in one data set (known as the negative data set), to non-zero
in another data set (known as the positive data set) - the ratio of support-
increase being infinite. An itemset X is said to be an Emerging Pattern (EP)
from D1 to D2 if supD1(X) = 0 and supD2(X) > 0. An EP X is said to be
minimal if there does not exist another EP Y such that Y ⊂ X .

A related field is the problem of mining association rules. The aim of mining
association rules is to find all rules that satisfy a user-specified minimum sup-
port and minimum confidence [9],[11],[12]. The concept of generalised association
rules first appeared in [10]. The problem of mining generalised association rules
was defined informally as – given a set of transactions and a taxonomy, find
association rules where the items may be from any level of the taxonomy. The
approach taken by [10] was to first add all ancestors of each item in a trans-
action T , so that an extended transaction T ′ is obtained. After extending all
transactions, any non-generalised association rule mining algorithm could then
be applied to the extended transactions. Work presented in [5] further improved
efficiency by imposing a lexicographic order on the itemsets such that rightmost
Depth-First-Search could be used. In more recent work [8], “more-general-than”
hierarchies were associated with each attribute in a large dataset. This is more
closely related to our research, since in the context of mining emerging patterns,
attributes are often multivalued and are independent from any other attributes
in the data set. Their algorithm, GenTree [8], uses a tree structure which rep-
resents the multi-dimensional generalisation relations among all data tuples in
a relational dataset over a set of hierarchical attributes.

Current techniques of mining EPs do not handle hierarchical attributes. More-
over, the techniques of dealing with taxonomy structures in the context of as-
sociation rule mining cannot be applied directly to EP mining. A key difference
is that while association rule learning requires search for high support rules in
a single data set, EPs must satisfy the additional constraint of low support in
the negative data set. This additional constraint creates the need for an efficient
algorithm to prune candidate generalisations that match the negative data set.
Therefore, the aim of our research is to address the problem of mining emerg-
ing patterns for data sets whose attributes are associated with hierarchies. This
problem is formally described in the next section.

3 Generalised Emerging Patterns

The type of datasets we consider have a set of attributes, one or more of which
is associated with a taxonomy which represents is-a relations on its attribute-
values. Figure 1 shows an example of two such attribute taxonomies.
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Fig. 1. Examples of taxonomic hierarchies

A generalised emerging pattern is an itemset whose support increases
from zero in one class of data, to non-zero in another class, and consists of items
from any level of the taxonomy associated with the corresponding attributes.

Given a data setD1 of positive instances and data setD2 of negative instances,
there are many different EPs that can be found. An EP space is defined as the
set of all EPs with repsect to D1 and D2 [9]. It has been shown that the EP
space can be concisely represented by two bounds 〈L,R〉 [9]. The left bound L
contains the most general EPs, and the right bound R contains the most specific
EPs, where an itemset X is said to be more general than another itemset Y if
X ⊂ Y .

Note that in the case of generalised EPs, the pattern space has been greatly
expanded since items are not only restricted to leaves of the taxonomies. Our
aim is to find the most general EPs from a class of data. The traditional ap-
proach is to take the collection from the left bound of the border representation
because the concept of generality is equivalent to the concept of minimality (or
most expressive). However, with the introduction of non-leaf-level items in the
patterns, the word general here no longer implies minimal only, it also implies the
highest-level possible in the hierarchy. Therefore an extended generalisation mea-
sure must be introduced to allow comparison of two patterns and decide whether
or not one is considered more general than the other in both dimensions.

The existence of hierarchies on attribute-values now enables us to compare
one item with another within the same attribute domain. We say that one item
X is more general than another item Y if and only if X ∈ ancestors(Y ). In our
small example above, item A1 is considered more general than a2. Considering
the fact that hierarchies exist on individual attributes, only items from the same
attribute are comparable. Therefore, only EPs consisting of items from the same
combinations of attributes are are allowed to be compared with each other.
For example, {A1, c1} and {b2, c1} are not comparable because they have items
from different attributes. However, {A1, c1} and {a3, c2} are considered to be
comparable. We refer to pattern X = {x1, x2, ..., xm} as a generalisation of
pattern Y = {y1, y2, ..., ym} if xi ∈ ancestors(yi) for at least one i (i = 1 to m);
and xk = yk for k = 1 to m where k �= i. X is also said to be more general
than Y . Y is referred to as a specialisation of (or more specific than) X .
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3.1 Problem Description

Given a set of instances D, our aim is to mine the most general set of generalised
EPs which contain items from any level of the taxonomies and have infinite
growth rate from one class to all others.

Considering a generalised pattern X , if any of its specialisations is supported
by the positive instances, X itself is then supported by the positive instances.
Likewise, if any of its specialisatons is supported by the negative instances, X
itself is then supported by the negative instances. Therefore, all legal generalised
emerging patterns must have the following properties: (1) At least one of its
specialisations must have non-zero support in the positive class; (2) None of its
specialisations should have non-zero support in the negative class.

The set of most general EPs that could be mined with respect to a set of
positive instances and a set of negative instances should satisfiy the properties
of completeness and conciseness.

– Completeness: The set of most general EPs mined, S, can be used as the
left bound of the border representation such that < S,R > represents all
generalised EPs in a set.

– Conciseness: The set S is in its most concise form because any pattern
which is either a subset or a generalisation of some EP in the set is not an
EP anymore.

4 Algorithms for Mining Generalised EPs

Let us consider the problem of mining generalised EPs in terms of the problem
of mining traditional EPs. A set of EPs mined from a dataset can be represented
using a border representation < L,R >, where the left bound L is the set of
minimal EPs, while the right bound R is the set of most specific EPs. Since
we intend to discover the most general set of generalised EPs, we can therefore
post-process on the left bound to obtain a more general set L′ such that the new
border < L′,R > represents the complete set of generalised emerging patterns
in a dataset. In this generalised case, a pattern is considered an EP if:

– it is a superset or a specialisation or a specialisation of a superset of a certain
EP in L′ and

– it has a leaf-level specialisation that is a subset of an EP in R

Hence, the problem of discovering the most general generalised EPs can be
decomposed into three subproblems:

1. Mine the set of non-hierarchical EPs from the dataset using an existing
mining algorithm

2. Enumerate all possible generalised patterns based on the set L of minimal
EPs (the left bound)

3. Prune all generalised patterns that are not legal emerging patterns
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Since existing EP mining techniques can be used for subproblem 1, our algo-
rithm has been developed to address subproblems 2 and 3.

4.1 Algorithm GTree

Let us motivate our algorithm by first considering a brute-force approach to
mining generalised EPs. The brute-force approach is to take each EP from the
collection and enumerate all possible generalised patterns using ancestors of the
items this EP contains. For each generalised pattern, check through the negative
instances to see whether it is supported in the negative class and delete it if
it has non-zero support in the negative class. All generalised patterns that do
not have support in the negative class are considered as legal generalised EPs.
Before each generalised EP is added to the final set, it must be checked against
the EPs that are already in the set to make sure that it is removed if it is a
specialisation of any existing patterns or the specialisations of it are removed if
it is considered more general than any existing patterns.

We have added several important optimisations to the Brute-Force algorithm
to develop an algorithm called GTree. In this algorithm, the enumeration of
generalised patterns is now achieved through building a set enumeration tree
for each input non-hierarchical EP. There are several important optimisations
introduced by this approach. First, fewer passes are needed over the negative
class data, since only one pass over the negative instances is required for each
tree, instead of for each generalised pattern. In addition, taxonomic information
can improve pruning efficiency. When an item is pruned, its corresponding gen-
eralisations are also pruned, since all generalisations will also be supported by
the negative class. Let us now examine the GTree algorithm in detail.

4.2 GTree Construction

A GTree is a set-enumeration tree constructed from a set of leaf-level EPs in the
left bound L. The tree represents all possible generalised patterns that can be
enumerated from the leaf-level EPs. The tree has a root, which does not contain
any value. The height of the tree is the length of the EP. Each path from root to
leaf represents one possible generalised pattern. There is an imposed ordering on
the tree, such that paths from left to right are patterns from the most specific
to the most general.

Before constructing the tree, we first divide the set of non-hierarchical EPs
into a number of groups (G1 to Gk) according to the combination of attributes
in each pattern, such that each group should only contain patterns with items
from the same combination of attributes. For each group, we then construct one
tree for all EPs in that group. For example, consider a dataset where {a1, b2} and
{a1, b3} are both non-hierarchical EPs. Each of these EPs will result in the same
generalisation tree. Consequently, these patterns should be grouped together, so
that a single tree can be constructed for both patterns, and then pruning on the
negative patterns need occur only once.
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The formal algorithm for constructing a tree is outlined as follows:

Given E = {input non-hierarchical minimal EPs}
for each group of EPs Gk ∈ L do

Tree r ← buildTree( Gk )

buildTree( group G )
initialise empty tree with root node r
for each EP pj ∈ G do

insertPattern( r, pj , 1 )
return tree r;

Let p[l] denote the Lth item in pattern p
e.g., if p = (a1, b1), p[1] = a1, p[2] = b1

assign ordering of values in attribute l and their generalisations,
most specific to most general

insertPattern( node n, pattern p, l )
for each item i ∈ p[l] ∪ generalisations(p[l])

if ( i �∈ n.children ) then
insert i in n.children according to ordering of attribute l

find node ni ∈ n.children that corresponds to item i
insertPattern( ni, p, ++l );

As an example, consider a group of EPs from {a1, b1}, {a2, b2}, {a3, b3},
{a3, b4}, {a4, b3}. The resulting GTree is shown in Figure 2. We can see that
items along each path from the root to the leaf forms a generalised itemset and
paths from left to right are from the most specific to the most general.

Fig. 2. A GTree built based on the example in Figure 1. Note that underlined nodes
correspond to nodes that are pruned in the discussion in Section 4.3

4.3 Pruning from GTree

Pruning invalid EPs from the tree requires testing all negative instances one by
one.
For each pattern p from the negative dataset

pruneTree( root r, p, 1 )

pruneTree( node n, pattern p )
for each item i ∈ pattern p

if ( attribute type of item i �= attribute type of n.children ) then
skip to next item i

else
for each node nc ∈ nc.children

if ( nc.children �= null ) then
pruneTree( nc, p )

else delete nc from nc.children
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For example, if the training dataset contains the negative instances {a1, b2},
{a1, b3}, {a2, b1}, {a4, b4}, then the underlined nodes are pruned from the tree
in Figure 2.

4.4 Extracting the Most General EPs

After pruning, only complete paths (from root to leaf) that are left in the tree
are legal generalised EPs. However, these EPs do not necessarily represent the
most general set since there might still exist some patterns that are specialisa-
tions of others. Since the paths in the tree have an imposed order as introduced
previously, we can take out patterns from the tree in order from right to left,
such that more general ones are always taken out first. In this way, when each
EP is extracted it can be compared with those that were extracted earlier to see
whether it is a specialisation of those.

For example in Figure 2, once {A2, B1} has been extracted, {A2, b3} is re-
dundant, since b3 is a specialisation of B1. Finally, the set of generalised EPs
obtained from each group of input leaf-level EPs are unioned together, in order
to ensure that only the most general EPs are kept.

5 Evaluation

We now present experimental results to demonstrate the performance of our
GTree algorithm on various data sets and with different taxonomy structures.
The data sets used were acquired from the UCI Machine Learning Repository
[1]. All experiments were performed on a 1GHz Pertium III machine, with 2GB
of memory, running Solaris 86. The programs were coded in Java. Since none of
the UCI data sets have taxonomy structures defined on their attribute values, we
manually added three-level hierarchies for numerical attributes by aggregating
values into increasing, non-overlapping ranges.

5.1 Dimensionality and Scalability

Our goal is to evaluate the scalability of our algorithm by measuring its run-
time performance on data sets with different dimensionalities. As a basis for
comparison, we have implemented a Brute-Force algorithm, which enumerates
all generalised patterns for each EP, and compares each generalised pattern
against the negative class data. In terms of implementation, both algorithms
used the Border-Diff algorithm for mining non-hierarchical EPs, although any
other existing EP mining technique can be used. Therefore the total execution
time recorded did not include the time taken for the mining of non-hierarchical
EPs. The following table shows the experimental results of using the the two
algorithms. Note that GTree is able to find all generalised EPs for all datasets,
and in substantially less time than the brute force approach.
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Table 1. Experimental results on 10 data sets

Input Output Execution Times(s)

Dataset No. No. No. No. No. Brute GTree
Attr Hierarchical EPs Groups G.EPs -Force

Attributes

iris 4 4 9 4 6 0.16 0.10

glass 9 9 84 63 96 15.3 1.0

autos 25 15 662 658 675 108.6 8.4

breast-w 9 9 781 243 860 188.9 7.1

breast-cancer 9 3 949 302 933 7.4 1.2

diabetes 8 8 1015 224 1038 455.8 12.0

credit-a 15 6 3015 1375 2982 65.7 13.8

heart-statlog 13 6 4032 1792 4016 295.7 16.8

vehicle 18 18 34463 14253 36902 >10000 994.1

ionosphere 34 20 126330 79060 125434 >10000 5035.2

5.2 Compactness and Support Evaluation of Generalised EPs

Having examined the efficiency of our algorithm, we now want to evaluate its
effectiveness, in terms of the quantity and quality of the generalised EPs.

There are generally three classes of generalised EPs that occur, namely:

– Class 1: patterns consisting of leaf-level items only; e.g.{a1, b2}
– Class 2: patterns consisting of at least one non-leaf item and at least one

leaf item; e.g. {a1, B2}, and
– Class 3: patterns consisting of non-leaf items only; e.g. {A1, B2}

Note that when we talk about non-leaf and leaf items, we refer to those attributes
that are associated with hierarchies.

We now observe the quantity and quality of the patterns that belong to each
of the three classes. The term quality refers to the expressiveness of each pattern.
A pattern is considered powerful or expressive if it is sharply discriminative or
strongly representative of the instances of a particular class, and this can be
measured in terms of its support. The results shown in Table 2 are obtained
from the same ten data sets which were used for producing Table 1. Average
support of each pattern in the table reflects the average support of each pattern
from a particular category, which is a direct indication of the expressiveness of
a pattern. The results obtained are averaged over the ten data sets.

Table 2. Experimental results showing the proportion of generalised EPs in each class

Property Class 1 Class 2 Class 3

Proportion of the complete set 23.5% 51.4% 25.1%
Average support of each pattern 1.7% 3.9% 10.7%

After post-processing, more than 76% of the output set are patterns that
include items from higher levels in the taxonomy. Only less than 24% still remain
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as leaf-level EPs, without being generalised. Table 2 shows that the average
support of Class 3 patterns is significantly higher than that of the patterns
belonging to the other two classes. Class-1 patterns, which are a subset of the
original EPs, have the smallest average support. It is clear that Class 3, which
corresponds to generalised EPs, has the highest average support. Overall, we
find that the generalised EPs that are mined using our algorithm have much
higher support than the traditional non-hierarchical EPs. This improvement
means that the generalised EPs are representative of a larger proportion of the
positive dataset, and are thus of higher quality than the original leaf-level EPs.

6 Conclusion and Future Work

We have introduced the concept of Generalised Emerging Patterns. We have pre-
sented an algorithm for generating generalised EPs in data sets whose attributes
are associated with membership hierarchies. Our experimental results based on
ten real-life data sets show that our GTree algorithm is capable of mining gen-
eralised EPs from high-dimensional data sets within a small period of time. The
complete set of most general generalised EPs mined from a data set has ap-
proximately the same size as its minimal non-hierarchical EP set. Moreover, the
generalised EPs have higher support than traditional leaf-level EPs.

Acknowledgements. This research was supported in part by the Australian
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Abstract. One of the essential tasks for building a network intrusion detection 
system might be to differentiate a salient feature subset from noisy and/or 
redundant features. Especially, in real-time environment too many features to 
be monitored deteriorate the system performance. In this paper, we focus on 
extracting robust feature subsets that maximizes inter-classes seperability with 
minimized subset size based on a genetic algorithm-based optimization, 
reducing both false positive and false negative errors by learning class-specific 
feature subsets. Experimental results show that the proposed approach is 
especially effective in detecting totally unknown attack patterns compared with 
single feature-subset model. 

Keywords: Network intrusion detection, feature selection, class-specific 
learning, genetic algorithm, data mining. 

1   Introduction 

In this study, we present a genetic algorithm-based feature selection method 
considering attack or normal class-specific behaviors based on k nearest neighbor 
matching rule and empirically demonstrate its robustness using the feature-sensitive 
naïve Bayesian network classifier. 

Recently, intrusion detection system (IDS) has been receiving great attention as 
number of novel cyber attacks is rapidly increased. The primary goal of IDS lies in 
building a predictive model capable of distinguishing between “bad” connections, 
called intrusions or attacks, and “good” normal connections [12].  

Any computers connected to the Internet are always under threat from viruses, 
worms and attacks from hackers [5]. Moreover, because most attacks tend to utilize 
unknown weaknesses of the computer system, it is very difficult to achieve a security-
level integrity. 

An intrusion is defined to be a violation of the security policy of the system: an 
intrusion detection system (IDS) thus 1) refers to the mechanism that are developed to 
                                                           
∗ Corresponding author. 
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detect violations of system security policy [1], and 2) act as a final defense, looking 
for known or potential threats recorded in network traffics and/or audit data [3]. 

Recent advances in data mining algorithms make it possible for IDS to be more 
robust (e.g., [4], [10], [14]), and therefore many actual IDSs have shown to be 
successful in detecting familiar known attacks. However, for many unknown attacks 
IDSs still suffer from false negative alarms (ie., predict an attack as a normal pattern), 
even though, as noted by Stolfo et al. [12], some intrusion experts believe that most 
novel attacks can be detected by using a signature of known attacks. 

In this context, we investigate an effectiveness of class-specific feature selection 
approach within a framework of genetic optimization, expecting that the mixture of 
anomaly and misuse detection approaches can decrease both false positive and false 
negative errors simultaneously.  

The rest of this paper is organized as follows. In Section 2, the proposed genetic 
feature selection algorithm is presented. In Section 3, the experimental results are 
summarized, and in the final section future research direction is discussed. 

2   Proposed Approach 

In this paper, we propose the mixture model of anomaly detection and misuse 
detection approaches. The objective of our approach is 1) to detect novel attacks using 
an optimized feature subset representing normal behaviors; and 2) at the same time, 
maintaining high true-positive detection rate for known attacks. To achieve this, we 
develop a genetic algorithm-based feature selection procedure using an enhanced 
fitness function that can find multi class-specific feature subsets in a non-redundant 
fashion. 

In the genetic feature selection, it is critical to design an appropriate fitness function 
to avoid local mina. Traditionally, the fitness function used for a GA is simply the hit 
rate (HR). While this function gives reasonable performance, it does not generate a set 
of features which yields the maximum class separation. A better fitness metric might 
be using the concept of a k nearest neighbor classification rule that considers the 
number of neighbors that are not used in the majority decision [11], [6].  

When a domain problem has many class labels such as intrusion detection, we 
should additionally consider a feature subset that can maximize inter-class 
separability. For this reason, the cMiC criterion as the cardinality of the minority 
classes within the group of k neighbors might be helpful.  

In addition, the cMaP criterion reflecting the cardinality of the near-neighbor 
majority patterns can be combined in a synergistic fashion. Hence, more 
complicated but probably more powerful fitness function can be defined in the 
following way:  

Fitness =  HR + β { (cMaP - cMiC) / (k × p) } - γ (s / t)                      (1) 

Here , β, γ are tunable parameters, k the number of neighbors, p the total number of 
training patterns, and the last term denotes a cost in which s is the number of selected 
features, t is the number of total features.  



 Using Attack-Specific Feature Subsets for Network Intrusion Detection 307 

3   Experimental Investigation 

The data used for this study is the KDDCUP99 data set. It was originally provided by 
DARPA/MIT Lincoln Labs and later preprocessed for KDD competition (see 
http://www.ics.uci.edu/~kdd/databases/kddcup99/kddcup99.html for detail) by the 
Columbia IDS group [13]. Despite of some critiques1 against this data set including 
procedural or reality problems of generated data [9] and an overoptimistic tendency in 
intrusion detection [8], we believe this data set is still the most useful test bed for 
intrusion detection evaluations, making it possible to compare the published results of 
wide range of state-of-the-art data mining approaches. Moreover, as noted by 
Mahoney and Chan [8] it might be the most comprehensive test set available today, 
supporting both host and network based methods. 

3.1   Data 

The KDDCUP99 data set includes a wide variety of intrusions simulated in a military 
network environment, in which 41 input features represent basic TCP connections, 
packet contents within a connection suggested by domain knowledge, and traffic 
information computed using a two-second time window. Each connection is labeled 
as either normal, or as one of the following four attack types [12]: 

Probe: surveillance and other probing, eg., port scanning; 
DOS: denial-of-service, eg. syn flood; 
U2R: unauthorized access from a user to root privilege, 

e.g., various ``buffer overflow'' attacks; 
R2L: unauthorized access from remote to local machine, 

e.g. guessing password; 

It should be noted that the test data is not from the same probability distribution as 
the training data. Moreover, the test data includes novel attack types that were not 
appeared in the training data. This formation makes IDSs difficult to correctly predict 
and thus one could evaluate a true impact of newly developed algorithms in real-
world situation. In this study we used “10% data sets” which were randomly selected 
from 4,940,000 connections.  

Synthesis of the data distributions by attack types used in experiments is 
summarized in Table 1. Table 1 displays a total of 23 training attack types, with 
additional 17 unknown types. Note that warezclient attack belonging to R2L is the 
majority patterns in the training set, however in the test set guess_passwd and 
warezmaster comprises most patterns of R2L. This reflects real situation that the 
frequency of majority attack patterns will vary time over time.  

To test these combined scenarios separately, we build two kinds of test sets from 
311,029 records; first set consists of 3, 000 normal patterns plus 3,039 known attacks 
with different distribution, and the second set consists of another 3,000 normal 
patterns plus 3,031 totally unknown attack patterns. For each of probe, DOS, and R2L 
attacks, 1,000 patterns are randomly selected for both test sets, while 39 and 31 U2R 
patterns are included into the known and unknown test set, respectively.  
                                                           
1 The authors thank an anonymous reviewer for pointing out this issue. 
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Table 1. Data sets used for this study 

Class Attack type Tr TeK TeU 
Normal ⎯ 563 3,000 3,000 
Probe ipsweep 141 208  

 nmap 122 54  
 portsweep 142 248  
 satan 158 490  
 saint   451 
 mscan   549 

DOS back 84 148  
 land 9 5  
 neptune 123 253  
 pod 60 51  
 smurf 163 536  
 teardrop 124 7  
 apache2   268 
 processtable   257 
 udpstorm   2 
 mailbomb   473 

U2R buffer_overflow 12 22  
 loadmodule 6 2  
 perl 2 2  
 rootkit 6 13  
 xterm   13 
 ps   16 
 sqlattack   2 

R2L ftp_write 5 2  
 guess_passwd 27 716  
 imap 9 0  
 multihop 6 13  
 phf 3 0  
 spy 1 0  
 warezclient 500 0  
 warezmaster 12 269  
 snmpgetattack   664 
 named   11 
 xlock   4 
 xsnoop   3 
 sendmail   16 
 httptunnel   90 
 worm   1 
 snmpguess   211 

Total  2,278 6,039 6,031 
       Note. Tr, TeK, TeU denote training set, test set of known attacks, and  
       test set of unknown attacks, respectively. 

The training set comprises 2,278 patterns (selected from 494,020 records) in which 
563 normal patterns and equal-sized three attacks including probe, DOS, and R2L 
comprises 2,252 patterns. Because the number of records of U2R and R2L types in 
the original training set is relatively very small⎯52 and 1,126 respectively, we 
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randomly selected 50% records in order to avoid sample bias. Based on the class of 
R2L, for the other three classes⎯normal, probe, and DOS⎯563 patterns are equally 
selected. 

3.2   Experimental Setup 

For both GA optimization and intrusion detection, the hit rate was measured by 
selective naïve Bayesian network (SNBN) classifier [7] since SNBN is very sensitive 
according to the features selected. The discretization method used for the Bayesian 
classifier was the minimal entropy heuristic [2]. The average probability of crossover 
was set to 0.6; that of mutation to 0.05; population size to 30; maximum generation to 
50; parameters k, α, β, and γ to 7, 1.0, 0.0009, and 0.0005, respectively.  

3.3   Results 

Table 2 (a) shows single feature subset model that was simultaneously optimized for 5 
classes, while Table 2 (b) displays five models optimized for each of 5 classes 
including 4 attack types plus the normal class.  

Not surprisingly, as can be seen in the interpretation of Table 2 (b), class-specific 
five models clearly reflect an inherent characteristic of five classes. For Probe, DOS, 
and R2L attacks, GA selected only 25% features at most, while U2R and Normal 
models share similar features due to its similar behavior.  

Table 2. Optimized feature subsets 

(a) Single model 

Features selected (feature number) 
duration(1), service(3), flag(4), src_bytes(5), wrong_fragment(8), urgent(9), hot(10), 
num_failed_logins(11), num_compromised(13), root_shell(14), is_guest_login(22), 
same_srv_rate(29), srv_diff_host_rate(30), dst_host_count(32), dst_host_diff_srv_rate(35), 
dst_host_same_src_port_rate(36), dst_host_serror_rate(38), dst_host_srv_serror_rate(39)  

(b) Five class-specific models 

Class Features selected (feature number) Interpretation
Probe

(5)
service(3), src_bytes(5), dst_bytes(6), logged_in(12), 
diff_srv_rate(30)

3, 30: inherent port (service) scanning related features 
5, 6: interactive traffic related features of port scanning 

DOS
(8)

service(3), src_bytes(5), land(7), wrong_fragment(8), 
hot(10), dst_host_diff_srv_rate(35), 
dst_host_same_src_port_rate(36), dst_host_serror_rate(38) 

7, 8: inherent DOS-specific features 
3: related to a denial of specific service 
35, 36, 38: related to an multi-target attack  

U2R
(14)

service(3), src_bytes(5), land(7), hot(10), logged_in(12), 
num_root(16), serror_rate(25), srv_rerror_rate(27), 
srv_diff_host_rate(31), dst_host_count(32), 
dst_host_srv_count(33), dst_host_same_src_port_rate(36), 
dst_host_srv_diff_host_rate(37), dst_host_rerror_rate(40) 

10, 12, 16: related to a login to a specific service, 
buffer overflow 

Overall, wide-range of features were selected since its 
behavior is similar to Normal class 

R2L
(9)

protocol_type(2), service(3), flag(4), hot(10), 
num_access_files(19), count(23), diff_srv_rate(30), 
dst_host_count(32), dst_host_srv_serror_rate(39) 

4: connection status indicating various trials to obtain a 
legitimate user privilege 
19, 23, 32: indicating repeated trial-and-errors  

Normal
(14)

duration(1), service(3), flag(4), rc_bytes(5), 
wrong_fragment(8), hot(10), is_guest_login(22), 
rerror_rate(27), same_srv_rate(29), diff_srv_rate(30), 
dst_host_count(32), dst_host_same_src_port_rate(36), 
dst_host_srv_diff_host_rate(37),  dst_host_serror_rate(38)  

1: representing legitimate continued operations 
10, 22: related to login procedure 
3, 29, 30, 37: related to user service 

Overall, very similar to U2R  



310 S.W. Shin and C.H. Lee 

In Table 3, the detail classification results produced by SNBN using five class-
specific feature subsets are presented. As expected, the performance gap measured by 
a “true positive” alarming rate between known and unknown attacks was above 20% 
(88.4% versus 67.2%, see overall performance in Table 4).  

Table 3. Confusion matrix of five attack-specific SNBN models 

(a) Known attack 

Class Normal Probe Dos U2R R2L TP % 
Normal 2946 24 8 10 12 98.2  
Probe 1 996 3 0 0 99.6  
DOS 7 6 984 2 1 98.4  
U2R 5 0 2 25 7 64.1  
R2L 601 11 0 1 387 38.7  

(b) Unknown attack 

Class Normal Probe Dos U2R R2L TP % 
Normal 2954 18 5 9 14 98.5  
Probe 83 807 1 109 0 80.7  
DOS 497 89 256 0 158 25.6  
U2R 2 1 0 22 6 71.0  
R2L 29 89 866 0 16 1.6  

More specifically, for the known attack test set, Normal, Probe, and DOS models 
predicted almost perfectly, however, for U2R and R2L models its accuracy was 
remarkably deteriorated mainly due to the different distribution of subclasses. For 
unknown data set, the detection rates for DOS and R2L classes were disappointing. 
Especially, the detection rate for R2L is just 1.6%, predicting most attack patterns as 
DOS class. In contrast, Probe and U2R models were relatively robust by showing 
80.7% and 71.0% detection rate, respectively.  

Table 4. Performance summary of three approaches 

Known attack Unknown attack 
Class Full set (41) SM (18) CSM Full set 

(41) 
SM (18) CSM 

Normal 97.5 98.5 98.2 97.4 98.7 98.5 
Probe 99.3 99.6 99.6 62.3 68.2 80.7 
DOS 82.0 98.7 98.4 11.9 15.1 25.6 
U2R 71.8 56.4 64.1 61.3 51.6 71.0 
R2L 30.2 33.8 38.7 0.4 0.5 1.6 

Mean 83.9 87.8 88.4 61.1 63.2 67.2 
Note: SM, CSM denote a single model, class-specific model, respectively.  

As a summary, Table 4 contrasts the performance of the SNBN using class-specific 
feature subsets against both NBN using full features and SNBN using single feature 
subset. As can be seen in the last row, the overall accuracy of the class-specific model 
was the best in both test sets, especially for unknown test set it significantly 
outperformed single feature model. 
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4   Conclusion  

The five feature subsets found by this study showed the promising results in terms of 
detecting unknown attack patterns.  

It is important to note that currently our research purpose is not to discover oracle 
feature subsets that are working on diverse data sets, but to develop a competitive 
intrusion detection model based on the methodological or technical enhancement. 
Accordingly, feature subsets found by this study should be further investigated and 
refined through additional real world evaluations.  
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Abstract. Fractal analysis is proposed as a concept to establish the de-
gree of persistence and self-similarity within the stock market data. This
concept is carried out using the rescaled range analysis (R/S) method.
The R/S analysis outcome is applied to an online incremental algorithm
(Learn++) that is built to classify the direction of movement of the
stock market. The use of fractal geometry in this study provides a way
of determining quantitatively the extent to which time series data can be
predicted. In an extensive test, it is demonstrated that the R/S analysis
provides a very sensitive method to reveal hidden long run and short
run memory trends within the sample data. The time series data that
is measured to be persistent is used in training the neural network. The
results from Learn++ algorithm show a very high level of confidence of
the neural network in classifying sample data accurately.

1 Introduction

The financial markets are regarded as complex, evolutionary, and non-linear
dynamical systems [1]. Advanced neural techniques are required to model the
non-linearity and complex behavior within the time series data [2]. In this paper
we apply a non-parametric technique to select only those regions of the data that
are observed to be persistent. The selected data intervals are used as inputs to the
incremental algorithm that predicts the future behavior of the time series data.
In the following sections we give a brief discussion on the proposed framework
which implements a fractal theory technique and an online incremental Learn++
algorithm. The findings from this investigation are also discussed.

2 Fractal Analysis

The fractal dimension of an object indicates something about the extent to which
the object fills space. On the other hand, the fractal dimension of a time series
shows how turbulent the time series is and also measures the degree to which the
time series is scale-invariant. The method used to estimate the fractal dimension
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using the Hurst exponent for a time series is called the rescaled range (R/S)
analysis, which was invented by Hurst [3] when studying the Nile River in order
to describe the long-term dependence of the water level in rivers and reservoirs.
The estimation of the fractal dimension given the approximated Hurst exponent
will be explained in the following sections. The simulated fractal Brownian mo-
tion time series in Fig. 1 was done for different Hurst exponents. In Fig. 1 (1a)
we have an anti-persistent signal with a Hurst exponent of H = 0.3 and the
resulting fractal dimension is Df = 1.7. In Fig. 1 (1b) the figure shows a random
walk signal with H = 0.5 and the corresponding fractal dimension is Df = 1.5.
In Fig. 1(1c) a persistent time series signal with H = 0.7 and a corresponding
fractal dimension of Df = 1.5 is also shown. From Fig. 1 we can easily note
the degree to which the data contain jagged features that needs to be removed
before the signal is passed over to the neural network model for further analysis
in uncovering the required information.

Fig. 1. Fractal Brownian motion simulation: (1a) anti-persistent signal, (1b) random
walk signal, and (1c) persistent signal

2.1 Re-scaled Range Analysis

In this section we describe a technique for estimating the quality of a time series
signal to establish the intervals that are of importance to use in our Neural
Network. The rescaled range (R/S) analysis is a technique that was developed
by Hurst, a hydrologist, who worked on the problem of reservoir control on the
Nile River dam project at around 1907. His problem was to determine the ideal
design of a reservoir based upon the given record of observed river discharges.
An ideal reservoir never empties or overflows. In constructing the model, it was
common to assume that the uncontrollable process of the system, which at the
time was the influx due to the rainfall, followed a random walk due to the many
degrees of freedom in the weather. When Hurst examined this assumption he
gave a new statistical measure, the Hurst exponent (H).

2.2 The R/S Methodology

The main idea behind using the (R/S) analysis for our investigation is that we
establish the scaling behavior of the rescaled cumulative deviations from the
mean, or the distance that the system travels as a function of time relative to
the mean. The intervals that display a high degree of persistence are selected and
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grouped in rebuilding the signal to be used as an input to the Neural Network
model. A statistical correlation approach is used in recombining the intervals.
From the discovery that was made by Hurst, the distance covered an independent
system increases, on average, by the square root of time. If the system covers a
larger distance than this, it cannot be independent by this definition; the changes
must be influencing each other and therefore have to be correlated [4]. In our
approach we first start with a time series in prices of length M . This time series
is then converted into a time series of logarithmic ratios or returns of length
N = M − 1 as shown by Eq. 1

Ni = log(
Mi+1

Mi
), i = 1, 2, ..., (M − 1) (1)

We divide this time period into T contiguous sub periods of length j, such that
T ∗ j = N . Each sub period is labeled It, with t = 1, 2...T . Then, each element
in It is labeled Nk,t such that k = 1, 2, , j. For each sub period It of length j the
average is calculated using Eq. 2

et =
1
j

j∑
k=1

Nk,t (2)

Thus, et is the average value of the Ni contained in sub-period It of length j.
We then calculate the time series of accumulated departures Xk,t from the mean
for each sub period It, defined as Eq. 3

Xk,t =
k∑

i=1

Ni,t − et; k = 1, 2, ..., j (3)

Now, the range that the time series covers relative to the mean within each sub
period is defined by Eq. 4

RIt = max(Xk,t) − min(Xk,t); 1 < k < j (4)

Next we calculate the standard deviation of each sub-period using Eq. 5

Xk,t =

√√√√1
j

k∑
i=1

(Ni,t − et)2 (5)

Then, the range of each sub period RIt is rescaled/normalized by the correspond-
ing standard deviation SIt . This approach is done for all the T sub intervals we
have for the series. As a result the average R/S value for length j is given by
Eq. 6

et =
1
T

T∑
t=1

(
RIt

SIt

) (6)

Now, the calculations from the above equations are repeated for different time
horizons. This is achieved by successively increasing j and repeating the calcu-
lations until we covered all j integers. After having calculated the R/S values
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for a large range of different time horizons j, we plot log(R/S)j against log(n).
By performing a least squares linear regression with log(R/S)j as the dependent
variable and log(n) as the independent one, we find the slope of the regression
which is the estimate of the Hurst exponent (H). The relationship between the
fractal dimension and the Hurst exponent is modeled by Eq. 7

Df = 2 −H (7)

2.3 The Hurst Interpretation

If, H ∈ (0.5; 1] it implies that the time series is persistent which is characterized
by long memory effects on all time scales [5]. This also implies that all hourly
prices are correlated with all future hourly price changes; all daily price changes
are correlated with all future daily prices changes, all weekly price changes are
correlated with all future weekly price changes and so on. This is one of the
key characteristics of fractal time series as discussed earlier. The persistence
implies that if the series has been up or down in the last period then the chances
are that it will continue to be up and down, respectively, in the next period.
The strength of the trend reinforcing behavior, or persistence, increases as H
approaches 1. This impact of the present on the future can be expressed as a
correlation function G as shown by Eq. 8

G = 22H−1 − 1 (8)

In the case of H = 0.5 the correlation G = 0, and the time series is uncorrelated.
However, if H = 1 we see that that G = 1, indicating a perfect positive correla-
tion. On the other hand, when H ∈ [0; 0.5) we have an antipersistent time series
signal (interval). This means that whenever the time series has been up in the
last period, it is more likely to be down in the next period. Thus, an antipersis-
tent time series will be more jagged than a pure random walk as shown in Fig.
1. The intervals that showed a positive correlation coefficient were selected as
inputs to the Neural Network.

3 Incremental Online Learning Algorithm

An incremental learning algorithm is defined as an algorithm that learns new
information from unseen data, without necessitating access to previously used
data. The algorithm must also be able to learn new information from new data
and still retain knowledge from the original data. Lastly, the algorithm must be
able to teach new classes that may be introduced by new data.

In this paper, we propose a framework that implements fractal theory and
online incremental learning algorithm with application to time series data. This
proposed approach is implemented and tested on the classification of stock op-
tions movement direction with the Dow Jones data used as the sample set for
the experiment. We make use of the Learn++ incremental algorithm in this
study. Learn++ is an incremental learning algorithm that uses an ensemble of
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classifiers that are combined using weighted majority voting. Learn++ was de-
veloped by Polikar [6]. Each classifier is trained using a training subset that is
drawn according to a distribution. The classifiers are trained using a weakLearn
algorithm. The requirement for the weakLearn algorithm is that it must be able
to give a classification rate of at least 50% initially and then the capability of
Learn++ is applied to improve the short fall of the weak MLP. For each database
Dk that contains training sequence, S, where S contains learning examples and
their corresponding classes, Learn++ starts by initializing the weights, w, ac-
cording to the distribution DT , where T is the number of hypothesis. Initially
the weights are initialized to be uniform, which gives equal probability for all
instances to be selected to the first training subset and the distribution is given
by Eq. 9

D =
1
m

(9)

Where m represents the number of training examples in database Sk. The train-
ing data are then divided into training subset TR and testing subset TE to ensure
weakLearn capability. The distribution is then used to select the training subset
TR and testing subset TE from Sk. After the training and testing subset have
been selected, the weakLearn algorithm is implemented. The weakLearner is
trained using subset, TR. A hypothesis, ht obtained from weakLearner is tested
using both the training and testing subsets to obtain an error,εt:

εt =
∑

t:ht(xi) �=yi

Dt(i) (10)

The error is required to be less than 1
2 ; a normalized error βt is computed using:

βt =
εt

1 − εt
(11)

If the error is greater than 1
2 , the hypothesis is discarded and new training and

testing subsets are selected according to DT and another hypothesis is computed.
All classifiers generated so far, are combined using weighted majority voting to
obtain composite hypothesis, Ht

Ht = arg max
y∈Y

∑
t:ht(x)=y

log
1
βt

(12)

Weighted majority voting gives higher voting weights to a hypothesis that per-
forms well on its training and testing subsets. The error of the composite hy-
pothesis is computed as in Eq.13

Et =
∑

t:Ht(xi) �=yi

Dt(i) (13)

If the error is greater than 1
2 , the current composite hypothesis is discarded

and the new training and testing data are selected according to the distribution
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DT . Otherwise, if the error is less than 1
2 , the normalized error of the composite

hypothesis is computed as:

Bt =
Et

1 − Et
(14)

The error is used in the distribution update rule, where the weights of the cor-
rectly classified instances are reduced, consequently increasing the weights of the
misclassified instances. This ensures that instances that were misclassified by the
current hypothesis have a higher probability of being selected for the subsequent
training set. The distribution update rule is given by Eq. 15

wt+1 = wt(i) · B[|Ht(xi) �=yi|]
t (15)

Once the T hypotheses are created for each database, the final hypothesis is com-
puted by combining the composite hypothesis using weighted majority voting
developed by Littlestone [7]. Eq. 16 summaries the weighted majority voting.

Ht = arg max
y∈Y

K∑
k=1

∑
t:Ht(x)=y

log
1
βt

(16)

3.1 Confidence Measurement

An intimately relevant issue is the confidence of the classifier in its decision,
with particular interest on whether the confidence of the algorithm improves as
new data become available. The voting mechanism inherent in Learn++ hints
to a practical approach for estimating confidence: decisions made with a vast
majority of votes have better confidence than those made by a slight majority
[8]. We have implemented McIver and Friedl’s weighted exponential voting based
confidence metric [9] with Learn++ as in Eq. 17

Ci(x) = P (y = i|x) =
expFi(x)∑N

k=1 expFk(x)
, 0 ≤ Ci(x) ≤ 1 (17)

Where Ci(x) is the confidence assigned to instance x when classified as class i ,
Fi(x) is the total vote associated with the ith class for the instance x and N is
the number of classes. The total vote Fi(x) class received for any given instances
is computed as in Eq. 18

Fi(x) =
N∑

t=1

(
log 1

βt
, if ht(x) = i

0, otherwise

)
(18)

The confidence of winning class is then considered as the confidence of the algo-
rithm in making the decision with respect to the winning class [10]. Since Ci(x)
is between 0 and 1, the confidences can be translated into linguistic indicators
as shown in Table 1. These indicators are adopted and used in interpreting our
experimental results. Equations 17 and 18 allow Learn++ to determine its own
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Table 1. Confidence estimation representation

Confidence range (%) Confidence level

90 ≤ C ≤ 100 Very High (VH)
80 ≤ C < 90 High (H)
70 ≤ C < 80 Medium (M)
60 ≤ C < 70 Low (L)

C < 60 Very Low (VL)

confidence in any classification it makes. The desired outcome of the confidence
analysis is to observe a high confidence on correctly classified instances, and a
low confidence on misclassified instances, so that the low confidence can be used
to flag those instances that are being misclassified by the algorithm. A second
desired outcome is to observe improved con-fidences on correctly classified in-
stances and reduced confidence on misclassified instances, as new data become
available, so that the incremental learning ability of the algorithm can be further
confirmed.

4 Forecasting Framework

4.1 Experimental Data

The database used consisted of 800 instances of the Dow Jones average consisting
of the Open, High, Low and Close values during the period of January 2003
to December 2005; 400 instances were used for training and all the remaining
instances were used for validation.

4.2 Model Input Selection

The R/S analysis function makes it easy for determining regions of persistence
and non-persistence within the time series. using the estimation parameters dis-
cussed above. The processed time series data from the R/S analysis function is
combined with extra four data points (Fig. 2) to form a signal that is used as
an input to the Neural Network model. The proposed framework is to classify
the eighth day’s directional movement given the selected persistent signal from
the previous seven days data. Within each of the seven previous days, four data
points were collected in the form of the Open, High, Low and Close values.

A combination of all data processed in Fig. 2 points resulted in a signal with
twenty-eight points (Fig. 3(a)) All highly correlated data intervals were combined
to construct a signal (Fig. 3(b)) that was later mixed with the previous day’s raw
data and the resulting signal was used as an input to the Learn++ algorithm.

4.3 Experimental Results

The training dataset of 400 instances were divided into three subsets S1 to S3,
each with 100 instances containing both classes to be used in four training ses-
sions. In each training session, only one of these datasets was used. For each
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Fig. 2. Model framework for fractal R/S technique and online neural network time
series analysis

Fig. 3. A simulated fractal analysis signal. (a) Represent the original time 7-day time
series with H=0.563 (b) Represents the reconstructed signal from the optimal intervals
that consist of persistent intervals from the original 7-day series.

training session k, (k = 1, 2, 3) three weak hypotheses were generated by Learn
++. Each hypothesis h1,h2 and h3 of the kth training session was generated using
a training subset TRt and a testing subset TEt . The results shows an improvement
from coupling the MLP with a fractal R/S analysis algorithm; MLP hypothesis
(weakLearner) preformed over 59% compared to the 50% without fractal anal-
ysis. We also observed a major classification accuracy improvement from 73%
(without fractal R/S algorithm) to over 83% (with fractal R/S algorithm imple-
mented). This result demonstrates the more performance improvement property
of Fractal-Learn++ (as inherited from Learn++) on a given database. The last
row of Table 2 shows the classification performance on the validation dataset,
which gradually improved indicating that the confidence of framework increases
as hard examples are introduced. The improvement is modest, however, as



320 D. Lunga and T. Marwala

Table 2. Training and generalisation performance of Fractal-Learn++ model

Database Class(1) Class(-1) Test Performance (%)

S1 68 32 74
S2 55 45 77
S3 62 48 82

V alidate 58 52 –

majority of the new information is already learned in the first training session.
Table 3 indicates that the vast majority of correctly classified instances tend to
have very high confidences, with continually improved confidences at consecutive
training sessions. While a considerable portion of misclassified instances also had

Table 3. Algorithm confidence results on time series analysis

VH H M VL L

Correctly classified S1 26 24 25 15 9
S2 60 7 22 8 5
S3 55 11 21 3 11

Incorrectly classified S1 23 7 13 3 8
S2 27 0 1 3 4
S3 21 1 2 4 2

high confidence for this database, the general desired trends of increased confi-
dence on correctly classified instances and decreasing confidence on misclassified
ones were notable and dominant, as shown in Table 4.

Table 4. Confidence trends for the time series

Increasing Steady Decreasing

Correctly classified 123 3
Misclassified 9 31

5 Conclusion

In this paper, we propose the use of a fractal theory technique in conjunction
with a neural network incremental algorithm to predict financial markets move-
ment direction. As demonstrated in our empirical analysis, fractal re-scaled range
(R/S) analysis algorithm is observed to establish clear evidence of persistence
and long memory effects on the time series data. For any 7−day interval analysis
we find the Hurst exponent of H = 0, 563 for the range 7 < n < 28, where n is
the number of data points. A high degree of self-similarity is noted in the daily
time series data. These long-term memory effects may be caused by the rate at
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which information is shared amongst the investors. Thus, the Hurst exponent
can be said to be a measure of the impact of market sentiment, generated by past
events, upon future returns in the stock market. The importance of using fractal
R/S algorithm is noted in the improved accuracy and confidence measures of the
Learn++ algorithm. This is a very comforting outcome, which further indicates
that the proposed methodology does not only process and analyze time series
data but it can also incrementally acquire new and novel information from addi-
tional data. As a recommendation future work should be conducted to implement
techniques that are able to provide stable estimates of the Hurst exponent for
small data sets as this was noted to be one of the major challenges posed by
time series data.

References

1. Freund, Y., Schapire, R.: Stock market prices do not follow random walks: evidence
from a simple specification test. Review of Financial Studies (1988) 41–66

2. Mandelbrot, B.: Fractals and scaling in finance: Discontinuity. Springer (1997)
3. Hurst, H.E.: Long-term storage of reservoirs. Transactions of the American Society

116 (1951) 770–778
4. Skjeltorp, J.: Scaling in the norwergian stock market. Physica A 283 (2000) 486
5. Gammel, B.: Hurst’s rescaled range statistical analysis for pseudorandom number

generators used in physical simulations. The American Physical Society 58 (1998)
2586

6. Byorick, J., Moreton, M., Marino, A., Polikar, R.: Learn++: A classifier inde-
pendent incremental learning algorithm. Joint Conference on Neural Networks 31
(2002) 1742–1747

7. Littlestone, N., Warmuth, M.: Weighted majority voting algorithm. information
and computer science 108 (1994) 212–216

8. Polikar, R., Udpa, L., Udpa, S., Honavar, V.: An incremental learning algorithm
with confidence estimation for automated identification of nde signals. Transactions
on Ul-trasonic Ferroelectrics, and Frequency Control 51 (2004) 990–1001

9. McIver, D., Friedl, M.: Estimating pixel-scale land cover classification confidence
using nonparametric machine learning methods. Transactions on Geoscience and
Remote Sensing 39 (2001)

10. S.Krause, Polikar, R.: An ensemble of classifiers approach for the missing feature
proble. (2003) 553



A. Sattar and B.H. Kang  (Eds.): AI 2006, LNAI 4304, pp. 322 – 331, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

MML Mixture Models of Heterogeneous Poisson 
Processes with Uniform Outliers for Bridge Deterioration 

T. Maheswaran1, J.G. Sanjayan2, David L. Dowe3, and Peter J. Tan3 

1 VicRoads, Metro South East Region, 12 Lakeside Drive, Burwood East, Vic 3151, 
(Previously Department of Civil Engineering, Monash University when the research presented 

in this paper was carried out)  
Mahes.Maheswaran@roads.vic.gov.au 

2 Department of Civil Engineering, Monash University, Clayton, Vic 3800, Australia 
jay.sanjayan@eng.monash.edu.au 

3 School of Computer Science and Software Engineering, Monash University, Clayton, Vic 
3800, Australia  

dld@bruce.csse.monash.edu.au,  
Peter.Jing.Tan@infotech.monash.edu.au 

Abstract. Effectiveness of maintenance programs of existing concrete bridges is 
highly dependent on the accuracy of the deterioration parameters utilised in the 
asset management models of the bridge assets. In this paper, bridge deterioration 
is modelled using non-homogenous Poisson processes, since deterioration of re-
inforced concrete bridges involves multiple processes. Minimum Message 
Length (MML) is used to infer the parameters for the model. MML is a statisti-
cally invariant Bayesian point estimation technique that is statistically consistent 
and efficient. In this paper, a method is demonstrated estimate the decay-rates in 
non-homogeneous Poisson processes using MML inference. The application of 
methodology is illustrated using bridge inspection data from road authorities.  
Bridge inspection data are well known for their high level of scatter. An effective 
and rational MML-based methodology to weed out the outliers is presented as 
part of the inference. 

1   Introduction 

Bridge asset management is an emerging concept in road authorities. Bridge man-
agement is a systematic process of maintaining, upgrading and operating bridge assets 
cost-effectively.  It combines engineering principles with sound business practices 
and economic theory, and it provides tools to facilitate a more logical approach to de-
cision-making.  Thus, bridge asset management provides a framework for handling 
both short-and long-term planning.  As defined by the American Public Works Asso-
ciation Asset Management Task Force, asset management is “… a methodology 
needed by those who are responsible for efficiently allocating generally insufficient 
funds amongst valid and competing needs.” 

Asset management of bridges has come of age because of (1) an increase in allow-
able truck loads of bridges, (2) changes in public expectations, and more importantly 
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(3) extraordinary advances in information technology and data-mining. Currently, 
bridge investment and maintenance decisions are based on tradition, intuition,  
personal experience, resource availability, and political considerations, with system-
atic application of objective analytical techniques applied to a lesser degree. Many 
road authorities limit application of their management systems to monitoring condi-
tions and then plan and program their projects on a “worst first” basis. 

The deterioration of a reinforced concrete element is not a homogeneous process. It 
involves chloride ingress, corrosion initiation, crack initiation and crack propagation 
stages. Therefore, a multi-stage, non-homogeneous Poisson process with multiple de-
terioration rates to capture the entire phenomenon of concrete bridge deterioration is 
adopted. The application of the methodology is illustrated using real-life bridge in-
spection data from VicRoads.  VicRoads is a state government owned agency respon-
sible for the maintenance and management of bridges on state highways and main 
roads in Victoria, Australia. In Victoria alone, more than $50 million per year is spent 
on the maintenance and upgrade of bridges valued at more than $6 billion. 

Bridge inspection data used in this paper for modelling deterioration is based on 
Level 2 inspections according to VicRoads [9]. Level 2 inspections are managed on a 
state-wide basis to assess the condition state of each structure and its main compo-
nents. The frequency of inspection varies between 2 and 5 years depending on bridge 
rating. The bridge element condition state is described on a scale of 1 to 4, where 1 
stands for “excellent condition” and 4 stands for “serious deterioration”. The inspec-
tor records the condition states of the bridge element and the percentage of that ele-
ment in a particular condition state. 

2   Non-homogeneous Poisson Process 

The non-homogeneous or non-stationary Poisson process is a process where the arri-
val rate, )(tr  at time t , is a function of t . The counting process { }0),( ≥ttN  is said 

to be a non-homogeneous Poisson process with intensity function )(tr , 0≥t , if 

(i) 0)0( =N ; (ii) The process has independent increments;  

(iii) { } )(2)()( hotNhtNP =≥−+ ; (iv) { } )()(1)()( hohtrtNhtNP +==−+  

Let =
t

dssrtm
0

)()( . Then it can be shown that the probability of n  parts moving 

from condition state i  to state 1+i  can be expressed by Equation (1). 

{ } [ ] [ ]
!

)()(
)()( )()(

n

tmstm
ensNstNP

n
tmstm −+==−+ −+− 0≥n  (1) 

3   Minimum Message Length 

The Minimum Message Length (MML) principle [12][16][14][3][2][11] is widely 
used for model selection in various machine learning, statistical and econometric 
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problems [12][16][14][13][15][10][1][2][5][8][11] and references therein. The princi-
ple is that the best theory for a body of data is the one that minimises the size of the 
theory plus the amount of information necessary to specify the exceptions relative to 
the theory. 

A Bayesian interpretation of the MML principle is that it variously states that the 
best conclusion to draw from the data is the theory with the highest posterior prob-
ability or, equivalently, that theory which maximises the product of the prior probabil-
ity of the theory with the probability of the data occurring in light of that theory. For a 
hypothesis (or theory), H , with prior probability )Pr(H  and data, D , the relation-
ship between the probabilities can be written [4][15] as shown in the Equation (2) by 
application of Bayes’s Theorem. 

)|Pr()Pr()|Pr()Pr()&Pr( DHDHDHDH ⋅=⋅=  . (2) 

Equation (3) can be derived by re-arranging Equation (2). 

)Pr(/)|Pr()Pr()|Pr( DHDHDH ⋅=  . (3) 

Since D  and )Pr(D  are given and H  needs to be inferred, the problem of maximis-

ing the posterior probability, )|Pr( DH , can be regarded as the one of choosing H  

so as to maximise )|Pr()Pr( HDH ⋅ . Elementary coding theory tells us that an event 

of probability, p , can be coded by a message length )log( pl −= . So, the length of a 

two-part message ( )MessLen  conveying the parameter estimates based on some prior 

and the data encoded based on these estimates can be given as in Equation (4).  In this 
paper, natural logarithms are used and the message lengths are in nits. 

( ) ( ))|Pr(log)Pr(log)&( HDHDHMessLen −−=  .  (4) 

Since ( ) ( ) ( ))|Pr(log)Pr(log)|Pr()Pr(log HDHHDH −−=⋅− , maximising the pos-

terior probability, )|Pr( DH , is equivalent to minimising )&( DHMessLen  given 

in Equation (4). The receiver of such a hypothetical message must be able to decode 
the data without using any other knowledge. The model with the shortest two-part 
message length is considered to give the best explanation of the data.  For a discus-
sion of the relationship of the works of Solomonoff, Kolmogorov and Chaitin with 
MML and the subsequent Minimum Description Length (MDL) principle [7], see 
[14] and [2]. 

The Poisson distribution is used in this paper for modelling bridge element deterio-
ration. Let r be the rate at which the number of parts in a bridge element moving from 
condition state i  to 1+i , it  be the length of the time interval and ic  be the number 

of parts moved in that time interval. In order to infer the rate of the process [13][15], 

first a Bayesian prior density on r  is required. Let this prior be ( ) αα /)( /rerh −=  for 

some α . The message length can be expressed as in Equation (5), where L is the 
(negative) log-likelihood and F is the Fisher information [15][16][14][13]. 
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We then estimate r by minimizing the message length [15] (Equation (6)). 
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Cut-points can be found in many machine learning problems. They arise where 
there is a need to partition data into groups which are to be modelled distinctly 
[4][10]. A piece-wise function is used for partitioning of data and the rate of the Pois-
son process, r , is assumed to be constant in between the cut-points. The message 
length including the penalties for cutting the data into groups assuming a uniform 
prior can be roughly given as a first draft (see, e.g. [10]) by Equation (7): 

+

=
+

−
++=

1

1

)(
!)!(

!
log)1log(

ncp

i

iMessLen
ncpncpn

n
nMessLenCp  (7) 

where MessLenCp  = Message length including penalties for cutting data; )(iMessLen  

= Message length for data in between cut-point )1( −i  and cut-point )(i  calculated 

using Equation (5); n = Maximum possible number of cut-points; and 
ncp  = number of cut-points. 

Note that it costs )1(log +ne  nits to specify ncp  because nncp ≤≤0 . Letting cut-

point 1+ncp  refer to the end of the data, )1( +ncpMessLen  refers to the data after 

the thncp  (i.e., last) cut. 

A separate code-word of some length can be set aside for missing data. The trans-
mission of the missing data will be of constant length regardless of the hypothesis 
classification, and as such will affect neither the minimisation of the message nor the 
(statistical) inference (Section 2.5 of [15] and Section 5, p.42 of [13]). 

3.1   Models of Outliers and Multi-state Distribution 

The bridge inspection data is from visual inspections, and the inspectors employed to 
gather data varied in their experience. Factors such as visibility at the time of inspec-
tion and resources available for the inspectors to carry out the bridge inspections, etc. 
may also affect the reliability of the data. A comprehensive study [6] on visual bridge 
inspection data concluded that significant measurement errors exist. Further, the 
measurement errors may show a seeming improvement in bridge element conditions 
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(which is a physical impossibility) or give rather unusual data. Therefore, the data has 
to be screened or have an explicit model of outliers in order to take account of those 
errors before modelling the data. 

If there are )(tn  members of class t  ( )Tt ,...,2,1=  then the label used in the de-

scription of a thing to say that it belongs to class t  will occur )(tn  times in the total 

message. If the relative frequency of class t  is estimated as )(tp  (where 

p(1)+p(2)+…+p(T) = 1) then the information needed to quote the class membership of 
all things is given in Equation (8) [12]: 

=

+−
T

t

tptn
1

)(log
2

1
)(  (8) 

It was decided to have two classes in our bridge deterioration modelling problem, 
known as outliers and non-outliers. An outlier is a datum which is considered to be er-
roneous and therefore not used in the estimation of Poisson rate. However, there is a 
cost to classifying a datum as an outlier. The message length for the outlier data 
points is given by 

( ))1log()log( ++−= HqNMessLenOl ol  (9) 

where MessLenOl  = Message length from (uniform) outlier data; olN  = Number of 

data in outlier class;  q  = Frequency of outlier class = 
1
2

1

+

+

N

N ol

 (see Equation (12)); 

1+H  = Maximum possible values a data point can take (100+1= 101); 
N  = Total number of data.  These two terms in Equation (9) are so because each out-
lier must be encoded as an outlier and then its value is encoded as being uniformly 
equally likely from (H+1) different values. 

The message length for non-outlier data points is given by 

( ) MessLenCpqNMessLenNol Nol +−−= )1log(  (10) 

where MessLenNol  = Message length from non-outlier data; NolN  = Number of data 

in non-outlier class = olNN − ; and MessLenCp  is from Equation (7) 

The message length for all data points is then given by 

MessLenOlMessLenNolMessLenMo +=  (11) 

Multi-state Distribution 
For a multi-state distribution with M  states, a uniform prior, )!1()( −= Mph  is as-

sumed over the )1( −M -dimensional region of hyper-volume )!1/(1 −M  given by 

0;1...21 ≥=+++ iM pppp . Letting mn  be the number of things in state m  and 

MnnnN +++= ...21 , minimising the message length Equation (5) gives that the 

MML estimate mp̂  of mp  is given by [13][15][12][16]: 
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)2//()2/1(ˆ MNnp mm ++=  (12) 

Substituting Equation (12) into the message length Equation (5) gives rise to a 
(minimum) message length shown in the Equation (13) for both stating the parameter 
estimates and then encoding the things in light of these parameter estimates [12],[15]. 

( )i

M

i
i pnM
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MessLenMs log

2

1
)!1log(1

12
log

2

1

1=
+−−−+−=  (13) 

In this case, the distribution is binomial with M=2 in Equation (13).  The total mes-
sage length, including the cost of cut-points, modelling outliers and multi-state vari-
ables, is given by Equation (14). 

MessLenMsMessLenMoMessLenT +=  (14) 

4   Application of Methodology 

4.1   Bridge Inspection Data 

There are four condition states defined in the bridge inspection data. The deterioration 
process of a bridge element can be treated as three separate Poisson processes as de-
fined below (there can be deterioration observed, but we assume not improvement; 
and we also assume Cs13=Cs14=Cs24=0): 

− Process Cs12: parts of element deteriorate from condition state 1 to state 2 
− Process Cs23: parts of element deteriorate from condition state 2 to state 3 
− Process Cs34: parts of element deteriorate from condition state 3 to state 4 

It is assumed that the bridge element was new when constructed, and the initial 
condition state is assumed to be ipc1  = 100, ipc2  = 0, ipc3  = 0, and ipc4  = 0 at 

time 0. Since the bridge inspections are recorded in percentages, it is assumed that 
there are 100 parts in an element. 12Cs , 23Cs  and 34Cs  during the period between 
the ith and (i+1)th inspections can be calculated from Equations (15) to (17). 

fpcipcCs 1112 −=  (15) 

ipcfpcCs 4434 −=  (16) 

)22()11(

)44()33(23

ipcfpcfpcipc

ipcfpcipcfpcCs

−−−=
−+−=

 (17) 

where ipc1 , ipc2 , ipc3 , ipc4  = number of parts in condition state 1, 2, 3 and 4 re-

spectively at the ith inspection; fpc1 , fpc2 , fpc3 , fpc4  = number of parts in con-

dition state 1, 2, 3 and 4 respectively at the (i+1)th inspection. 
The bridge element considered in this study is precast concrete deck/slab (element 

number: 8P) in the most aggressive environment [9]. This element includes all precast 
concrete deck slabs and superstructure units forming the span and the deck of a 
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bridge. Bridge inspection records (from 1996 to 2001) of 22 bridges were selected 
from the VicRoads database for the analysis. Fig. 1 shows the condition states of 
these selected bridges versus the ages (ranging from 0 to 39) of the bridges in years. 
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Fig. 1. Bridge element 8P in aggressive environment – condition states 

4.2   Number and Location of Cut-Points and Estimation of Parameters 

The minimum size of the time interval for the estimation of cut-points is assumed to 
be less than or equal to two years because the minimum time period for Level 2 in-
spections is in two-year cycles [9] and the deterioration expected for a bridge element 
within this time is relatively small. 

The cut-points and the rates of the Poisson processes are estimated for each process 
by minimising the Message Length for each process separately. The multi-state (bi-
nary) distribution is used with both the Outlier model and the non-homogenous Pois-
son process model. 

Fig. 2 shows the message lengths for various cut-points for Poisson process Cs12. 
The minimum message length of 165.24 nits was found to be with two cut-points 
(ncp=2) - hence three Poisson rates are estimated. Table 1 gives the cut-points fol-
lowed by the Poisson rates of the processes. A closer examination of Poisson rates 

21, rr  and 3r  reveals that 3r =0.041 could not occur unless there is an improvement in 

the condition states of the bridge element. An improvement in condition states of 
bridge element can occur by carrying out repair works or by measurement errors. A 
closer look at the bridge inspection data revealed that this is most probably the im-
provement works carried out to bridge elements (after 37 years of service) rather than 
measurement errors. But, this conclusion cannot be confirmed, since the data avail-
able is for 39 years only. We therefore decided to exclude the Poisson rate 3r  from 

further calculations. 
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Table 1. Poisson rates and cut-points for Cs12 
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Fig. 2. Variation of message length for Pois-
son process Cs12 

 
The message lengths for the Poisson process Cs23 for various cut-points were es-

timated in similar manner. The minimum message length of 85.66 nits was estimated 
for this Poisson process with no-cut point and a (very small) rate of 0.0006. 

Similarly, the message lengths for Poisson process Cs34 for various cut-points re-
sulted in the minimum message length of 36.42 nits for no-cut point and an even 
smaller Poisson process rate of 0.0005. 

The estimated Cs12, Cs23 and Cs34 values are used to calculate the distribution of 
condition states of the bridge element. Fig. 3 shows the deterioration model for the 
bridge element estimated from the bridge inspection data shown in Figure 1. The  
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Fig. 3. Deterioration model for the bridge element 8P 
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number of parts moved from condition state 3 to state 4 (Cs34) and state 2 to state 3 
(Cs23) were estimated to be zero and therefore there are no parts in condition states 3 
and 4 in Fig. 3. 

5   Conclusions 

Concrete bridge elements in aggressive environments considered in this paper are 
normally expected to have an initiation period of about 30 years during which no 
deterioration occurs. The fact that this is accurately inferred by our (heterogeneous 
Poisson with outliers) model adds confidence to this modelling process adopted 
here. 

Deterioration models for predicting the distribution of future condition states of 
bridge elements are an essential part of a bridge asset management system. It has been 
shown in this paper that concrete deterioration can be modelled using a non-
homogeneous Poisson process together with an application of MML inference to es-
timate the Poisson rates. The estimated cut-points and Poisson rates in turn are used 
for predicting the distribution of the future condition states of bridge elements. 

Bridge inspection data contain measurement errors or highly erroneous data due to 
a range of reasons including inspector subjectivity. Past attempts to model the data 
indicated that finding a structure in this type of data is very difficult. The methodol-
ogy illustrated using bridge inspection data in this paper gives an objective and rea-
sonably accurate way to identify and exclude measurement errors in the data. 
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Abstract. We consider the online data mining problem of continuously
extracting all structural features among words from an infinite sequence
of tree structured documents. In order to represent structural features
among words appearing in tree structured documents, firstly, we intro-
duce a consecutive path pattern (CPP, for short) on a list of words. A
CPP is a sequence of consecutive paths from leaves to leaves. Then, we
give a matching function over CPPs with respect to the recent frequency
of a CPP, the recency of a CPP and the viewing time of tree structured
document in which a CPP appears. Secondly, we present an online algo-
rithm based on a sliding window strategy for extracting continuously all
maximal CPPs as characteristic structural features from an infinite se-
quence of tree structured documents. Finally, by reporting experimental
results on our algorithm, we show the good performance of our algorithm.

1 Introduction

Recently, XML and HTML documents have been rapidly increasing due to the
rapid growth of Information Technologies. Since such documents have tree struc-
tures but no rigid structure, they are called tree-structured documents. A tree-
structured document d can be represented by a rooted tree Td, called the OEM
tree of d. Td has strings such as tags or texts in node labels and all internal
nodes of Td have ordered children. For example, an XML document xml sample
in Fig. 1, which is a tree-structured document, is represented by the tree T given
in Fig. 2, that is, T is the OEM tree of xml sample.

In the fields of data mining and knowledge discovery, many researchers [1,10,12]
have developed techniques for extracting frequent tree patterns from a set of tree-
structured documents such as XML documents, Web documents. Moreover, for
data streams such as transaction records or Web visit logs which may be endless
and arrive continuously in a time-varying way, mining techniques [2,5,11] are
proposed. In order to discover characteristic schema, many researchers focused
on tags and their structured relations. But in this paper, we are more interested
in words and their structured relations rather than tags. The aim of this paper
is to present an online algorithm for continuously extracting recent structural
features among words commonly appearing in tree-structured documents which
a user views recently.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 332–341, 2006.
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Fig. 1. An XML document xml sample
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Fig. 2. The OEM tree T of an XML document xml sample

Uchida et al. [12] presented a consecutive path pattern (CPP, for short) for
representing structural features among words in tree-structured documents. We
consider the problem for continuously extracting characteristic CPPs with re-
spect to the recent frequency of a CPP, the viewing time and the recency of a
document in which the CPP appears from an infinite sequence of documents. In
this paper, by using the algorithm given in [12] for extracting all characteristic
CPPs from a finite set of tree-structured documents, we present an online algo-
rithm based on sliding window strategy for solving this problem. Our algorithm
uses compact data structures such as a trie [6] and an FPTree [8] for maintain-
ing all extracted characteristic CPPs. Next, we evaluate the performance of our
online algorithm by implementing it on a PC and reporting some experimental
results. Our algorithm for data streams gathers the information of the recent
frequency, the viewing time and the recency of a document. Hence, we can de-
sign a new keyword search engine over XML/HTML documents by applying
the gathered information to ranking pages over XML/HTML documents such
as XRANK [7] and XSEarch [4].

2 Preliminaries

In this paper, we simply call a tree-structured document a document. For a
set A, we denote by A∞ the set of all infinite sequences on A. For a set or
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list S, the number of elements of S is denoted by |S|. Let Max TIME be
a nonnegative integer. Let D be the set of all documents and N the set of
all nonnegative integers less than or equal to Max TIME. A pair (d,n) of a
document d ∈ D and an integer n ∈ N is said to be document data. Then,
we model a document data stream as an infinite sequence of document data
S = ((d1,n1), (d2,n2), . . .) ∈ (D × N )∞. For any i ≥ 1, ni indicates a time
needed for viewing the document di. For two integers i, j (1 ≤ i ≤ j), S[i, j]
denotes the subsequence of S from i-th up to j-th document data.

An alphabet is a set of finite symbols and is denoted by Σ. We assume that
Σ includes the space symbol ” ”. A finite sequence (a1, a2, . . ., an) of symbols
in Σ is called a string and is denoted by a1a2 · · ·an for short. A word is a
substring a2a3· · ·an−1 of a1a2· · ·an over Σ such that both a1 and an are space
symbols and each ai (i = 2, 3, . . . ,n − 1) is a symbol in Σ which is not the
space symbol. The set of all words in Σ+ is denoted by W . We denote the
set of all words appearing in d by W(d). For a set D = {d1, d2, . . ., dm}, let
W(D) =

⋃
1≤i≤mW(di). In this paper, we assume a total order over words such

as an ASCII-based lexicographical order. For two words w and w′, if w is less
than w′ in this order, we denote w < w′.

For two distinct words w and w′ (w < w′) in W , we call an ordered rooted tree
t a 2-tree over (w,w′), if either of the following two conditions (1) or (2) is satis-
fied. (1) t consists of only one node labeled with the pair (w,w′). (2) The root of t
has just two children. The two leaves u and v of t have the words w and w′ as node
labels, respectively. All internal nodes including the root of t have strings over Σ
as nodes label. The lefthand (resp. righthand) leaf of t is denoted by ll(t) (resp.
rl(t)). If t consists of only one node, we assume that ll(t)=rl(t). For example, in
Fig. 3, t1, t2, t3 and t4 are 2-trees over (BAHIA, SALVADOR), (SALVADOR, cocoa),
(cocoa, week) and (cocoa, week). ll(t1) and rl(t1) are the leaves of t1 which
are labeled with the words “BAHIA” and “SALVADOR”, respectively. Moreover,
ll(t3) = rl(t3) is the only one node which t3 consists of.

t1 t2 t3 t4

Fig. 3. 2-trees t1, t2, t3 and t4

Let (w1,w2, . . . ,wk) be a list of k words such that wi≤wi+1 for 1 ≤ i ≤ k− 1.
A list 〈t1, t2, . . ., tk−1〉 of k − 1 consecutive 2-trees is called a consecutive path
pattern (a CPP, for short) over (w1,w2, . . .,wk) if for any 1≤i≤k − 1, the node
labels of ll(ti) and rl(ti) are wi and wi+1, respectively. Notice that, for any
1≤i≤k − 2, both rl(ti) of ti and ll(ti + 1) of ti+1 have the same label. For
example, in Fig. 4, we give a CPP α = 〈t1, t2, t4〉 over (BAHIA, SALVADOR, cocoa,
week), where t1, t2, t4 are given in Fig. 3.
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, ,
Fig. 4. A CPP α over (BAHIA, SALVADOR, cocoa, week)

We define a matching function of t for d π : Vt → VTd
as follows, where Vt

and VTd
are the node sets of t and Td, respectively.

(1) π is a one-to-one mapping. That is, for any v1, v2 ∈ Vt, if v1 �= v2 then
π(v1) �= π(v2).

(2) π preserves the parent-child relation. That is, {v1, v2} is an edge of t if and
only if {π(v1),π(v2)} is an edge of Td.

(3) If t consists of only one node v, π(v) is a leaf of Td and the two words in the
node label of v appear in the node label of π(v) in VTd

. Otherwise, for each
leaf v ∈ Vt, π(v) is a leaf of Td and the word in the node label of v appears in
the node label of the leaf π(v) as a word and for each internal node u ∈ Vt,
π(u) is an internal node of Td which has the same node label of u.

Two 2-trees t and t′ are isomorphic, denoted by t ∼= t′, if both a matching
function of t for t′ and a matching function of t′ for t exist. For a CPP α =
〈t1, t2, . . . , tk〉, we can also define a matching function π :

⋃
1≤i≤k Vi → VTd

as
follows, where Vi is the node set of the 2-tree ti for each 1 ≤ i ≤ k.

(1) For any 1 ≤ i ≤ k, there exists a matching function πi : Vi → VTd
such that

for any node v in ti, π(v) = πi(v).
(2) For any 1 ≤ i ≤ k − 1, π(rl(ti)) = π(ll(ti+1)).

Two CPPs α = 〈s1, . . . , sk〉 and β = 〈t1, . . . , tk〉 are said to be isomor-
phic, denoted by α ∼= β, if for any 1 ≤ i ≤ k, si

∼= ti. Moreover, a CPP
α = 〈s1, . . . , sk〉 is said to be a sub-CPP of γ = 〈t1, . . . , t�〉 if there exists
i (1 ≤ i ≤ �−k+1) such that for any 1 ≤ j ≤ k, ti+j−1 ∼= sj . Especially, if i > 1
or i + k − 1 < � then α is said to be a proper sub-CPP of γ. For a CPP α =
〈t1, t2, . . . , tk〉, CPSd(α) denotes the set {(π(ll(t1)),π(rl(t1)), . . . ,π(rl(tk))) |
π is a matching function of α for d}. If |CPSd(α)| ≥ 1, we say that α appears
in d. For example, the a CPP 〈t1, t2, t4〉 appears in xml sample given in Fig. 1,
but the a CPP 〈t1, t2, t3〉 does not appear in xml sample because there exists no
matching function π such that π(rl(t2)) = π(ll(t3)) = π(rl(t3)).

3 Online Mining from Document Data Streams

We consider the online data mining problem of extracting all characteristic CPPs
in a given document data stream S at time of user’s request. We naturally adopt
the concepts that the following CPPs (a)-(c) are not important for users. (a)
infrequent CPPs, (b) CPPs which only appear in documents having little viewing
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times, or (c) CPPs which don’t occur for a long time. Moreover, since S is an
infinite sequence of document data, it is impossible to extract all characteristic
CPPs from the whole of a given data. Hence, we introduce a block B and the
sliding window strategy, especially a logarithmic sliding window (see [5]). Let k
and sw be integers which are given by users as a block size and a sliding window’s
size, respectively. In order to simplify our discussion, we assume sw = 2p − 1 for
some p > 0. For an integer j (1 ≤ j), the subsequence Bj = S[(j−1)∗k+1, j ∗k]
is said to be the j-th block, which is simply called a block if clear from context. We
regard S as an infinite sequence of blocks. For two integer i, j (1 ≤ i ≤ j), B[i, j]
denotes a sequence of blocks from i-th to j-th block. For an integer j (j ≥ sw),
we define a list of blocks BL = B[j − sw + 1, j] = S[(j − sw) ∗ k + 1, j ∗ k].

Our final aim is to extract all characteristic CPPs from BL. Now, we indicate
some definitions.OccB(α) = |{h | (j−1)∗|B|+1 ≤ h ≤ j∗|B|, CPSdh

(α)�=∅}| and
V TB(α) = max{n | (d,n) ∈ B, CPSd(α) �= ∅}. fB[i,j](α) = OccB[i,j](α)/|B[i, j]|
denotes the frequency of α between i-th and j-th block.

FBL(α) =
fB[j,j](α) + fB[j−2,j−1](α) + · · · + fB[j−sw+1,,j−(sw−1)/2](α)

p
For example, when p = 4 and sw = 15, for an integer j (j ≥ 15),

FBL(α) =
fB[j,j](α) + fB[j−2,j−1](α) + · · · + fB[j−14,j−7](α)

4
FBL(α) denotes the frequency of α in BL.

In order to extract all characteristic CPPs from B, we introduce a matching
function G′ defined as follows. Let (ρ1, ρ2) be a pair of real numbers in (0, 1]
which is called a minimum support (minsup, for short) pair of G′.

G′(α, B, (ρ1, ρ2)) =

⎧⎨⎩ 1 if
OccB(α)

|B| ≥ ρ1 ∧ V TB(α)
Max TIME

≥ ρ2,

0 otherwise.
Also, in order to extract all characteristic CPPs from BL, we define a matching

function G as follows. Let PTBL(α) =
∑j∗k

h=m nh, where m = max{i | (j − sw) ∗
k + 1 ≤ i ≤ j ∗ k, CPSdi(α) �= ∅}, and (�1, �2) a pair of two real numbers in
(0, 1], which is called a minsup pair on G.

G(α, BL, (�1, �2)) =

⎧⎨⎩ 1 if FBL(α) ≥ �1 ∧ 1
PTBL(α)

≥ �2,

0 otherwise,
Moreover, α is said to be an (�, ρ)-maximal CPP on BL w.r.t. (G, G′)

if the following two conditions hold. (1) there exists no CPP α′ such that
G(α′, BL, �) = 1 and α is a proper sub-CPP of α′. (2) there exists j (q − sw ≤
j ≤ q) such that G′(α, Bj , ρ) = 1, where q = �i/k�. At this time, α is also said
to be an (�, ρ)-maximal CPP on S w.r.t. (G, G′) at the stage i (i ≥ sw ∗ k)

Then, the online data mining problem for a document data stream is defined
as follows.

Online Maximal CPPs Problem on (G, G′)
Given: A document data stream S ∈ (D × N )∞, a minsup pair � of G

and a minsup pair ρ of G′.
Problem: Find all (�, ρ)-maximal CPPs on S w.r.t. (G, G′) at time of a

user’s request.
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Since the data streams may arrive in time-varying way, uncharacteristic CPPs
are needed to account for CPPs becoming from uncharacteristic to characteris-
tic. Hence, for a minsup pair (�1, �2), we define a pair (�′1, �′2) with �′1 < �1 and
�′2 < �2 which is called by an approximate minsup pair for (�1, �2). We keep all
characteristic CPPs α such that G(α, BL, �′) = 1 for each step j ≥ sw. In Fig. 5,
we present an online algorithm Find Maximal CPP and its procedures Main-
tain StorageTree and Pruning StorageTree for solving Online Maximal CPPs
Problem on (G, G′). We illustrate an overview of the process of i-th stage of
Find Maximal CPP in Fig. 6. In Find Maximal CPP, We adopt a compact data
structure such as trie [6] and FPTree [8] to manage efficiently the information
of all extracted characteristic CPPs. This data structure, called a CPP Tree, is
given by an ordered rooted tree T satisfying the following conditions.

(1) For any node v except the root v0 of T , v has a 2-tree t(v) and the in-
formation being used to calculate G or G′ for αv as its label, where αv =
〈t(v1), t(v2), . . . , t(vj), t(v)〉 is a CPP lying on the path (v0, v1, v2, . . . , vj , v)
from v0 to v. In case of G, v has the information of the list Occ = (OccB[i,i]
(αv),OccB[i−1,i−1](αv), . . . , OccB[i−sw+1,i−sw+1](αv)) of integers and PT (v)
= PTBL(αv). In case of G′, the list Occ and V T (v) = V TBL(αv).

(2) Any child u of the root has a list of all nodes v except u such that t(v) ∼= t(u)
holds. Such a list is denoted by L(t(u)) and used to determine whether or
not a CPP αv = 〈t(v1), t(v2), . . . , t(vj), t(v)〉 is (�, ρ)-maximal.

We present a CPP Tree T in Fig. 7. For v9 of T , the CPP α = 〈t1, t2, t3〉
lies on the path (v1, v2, v6, v9) from the root v1 to v9. Moreover, since t(v9) = t3
and v4 is the child of v1 such that t(v4) / t(v9), L(t(v4)) = L(t3) contains v9.
In Fig. 7, we show it by the broken arrow from v4 to v9. By using L(t3), we
can see that two CPPs β1 = 〈t2, t3〉 and β2 = 〈t3〉 which are lie on the path
(v1, v3, v7) and (v1, v4) respectively are proper sub-CPPs of α. Therefore α is
(�, ρ)-maximal, but β1 and β2 are not. We call CPP Trees based on G and G′

a Storage Tree and a Block Tree, respectively.
Using Fig. 6, we explain Find Maximal CPP. Firstly, given a block Bi and

a minsup pair ρ, Find CPP for Block at line 5 of Find Maximal CPP returns
a Block Tree BTi storing all CPPs α such that G′(α, Bi, ρ) = 1 holds. We can
present Find CPP for Block by slightly modifying the algorithm Find Freq CPP
given in [12]. Next, Maintain StorageTree removes the oldest Block Tree BTi−7
from the list of Block Trees SS, that is, moves the sliding window to the right by
one block. Then, the current Storage Tree ST is updated to the updated Stor-
age Tree ST ′ by removing the information about BTi−7 from ST and merging
the information of BTi to ST . In Fig. 6, since both BTi and ST have the CPP
α = 〈t1, t2, t3〉, the information of each node on the path expressing α is revised
by merging BTi to ST . On the other hand, since the CPP β = 〈t1, t3〉 exists in
BTi, but not in ST , we expand a new node which has t3 as its label and the infor-
mation of β, from the node in ST which has t1 as its label. Pruning StorageTree
removes all infrequent CPPs from ST ′. When the CPP γ = 〈t2, t5〉 becomes to
be infrequent (i.e., G(γ, BL, �′) = 0), γ is pruned from ST ′. Finally, in order to
gather all (�, ρ)-maximal CPPs from ST ′ at i-th stage, Mining Charac CPP



338 K. Ishida, T. Uchida, and K. Kawamoto

Algorithm Find Maximal CPP with (G, G′)
Input: A document data stream ((d1, n1), (d2, n2), · · · , (di, ni), · · ·) ∈ (D × N )∞,

a minsup pair � of G, an approximate minsup pair �′ for � of G,
a minsup pair ρ of G′, a sliding window’s size sw and a block size k.

Output: All (�, ρ)-maximal CPPs w.r.t. (G, G′) if a user requests.

begin
1. ST := NULL; SS := (); B := ∅;
2. for i = 1 to ∞ do begin // i-th stage
3. add the document (di, ni) to B;
4. if |B| = k then begin
5. (ST, SS):=Maintain StorageTree(ST , SS, sw, Find CPP for Block(B,ρ), �′);
6. B := ∅
7. end;
8. if a user requests then return Mining Charac CPP(ST ,�);
9. end
end.

Procedure Maintain StorageTree
Input: A Storage Tree ST , a list of Block Trees SS, a slide window’s size sw,

a Block Tree BT and an approximate minsup pair �′.
Output: The updated Storage Tree ST and the updated list of Block Trees SS.

begin
1. if |SS| < sw then BT ′ := NULL else let BT ′ be the oldest element in SS;
2. update ST by removing the information about BT ′ from ST ;
3. if BT ′ �= NULL then remove BT ′ from SS;
4. append BT to SS and merge the information which BT keeps to ST ;
5. if |SS| = sw then ST :=Pruning StorageTree(ST, SS, �′);
6. for each node u of ST which is not a child of the root of ST do
7. add u to the node list L(w) of the child w of the root of ST such that

2tree(w) ∼= 2tree(u);
8. return ST and SS
end;

Procedure Pruning StorageTree
Input: A Storage Tree ST , a list of blocks SS and an approximate minsup pair �′.
Output: The updated Storage Tree ST .

begin
1. for each node v of ST in pre-order do begin
2. let αv be a CPP which lies on the path from the root of ST to v;
3. if G(αv, SS, �′) = 0 then begin
4. for each descendant u of v such that u is not a child of the root of ST do
5. remove u from the node list of the child w of the root of ST

such that 2tree(w) ∼= 2tree(u);
6. prune the root v and all descendants of v from ST
7. end
8. end
9. return ST
end;

Fig. 5. Algorithm Find Maximal CPPs with (G, G′) and Procedures Main-
tain StorageTree and Pruning StorageTree
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Fig. 6. Illustration of the process of Find Maximal CPP at i-th stage

visits each leaf v in ST ′ in pre-order and calculate G(αv, BL, �), for αv =
〈t1, ..., tk〉 lying on the path from the root to v. If G(αv, BL, �) = 1, Min-
ing Charac CPP checks whether or not αv is (�, ρ)-maximal by using L(tk). If
αv is (�, ρ)-maximal, Mining Charac CPP returns αv. In Fig. 6, Mining Charac
CPP returns the CPPs such as 〈t1, t2, t3〉 and 〈t1, t2, t4〉.

4 Experimental Results

In this section, we explain our experimental environments. Then, we discuss the
performance of our algorithm Find Maximal CPP given in previous section by
reporting our experimental results.

We implemented our algorithm in C++ on a PC running Red Hat Linux8.0
with a 3.4GHz Pentium 4 processor and a 1GB of main memory. A document
data stream used in experiments was generated from Reuters-21578 text catego-
rization collection in [9], which has 21,578 SGML documents, and its size is about
28MB. Each document is assigned a randomly produced integer up to 600 from 1
as a viewing time of it. We set Max TIME for 600. Let PT = (500∗600∗3). We
experimented in cases that a minsup pair for G is (0.02, 1/PT ) or (0.07, 1/PT ),
a minsup pair for G′ is (0.1, 0.5) and an approximate minsup pair for G is
(0.016, 0.8/PT ) or (0.056, 0.8/PT ). We set a block size for 500 and a sliding
window’s size for 15. In each experiment, we measured the running time taken
for executing operations from line 4 to line 7 of Find Maximal CPP and the num-
ber of nodes in the resulting Storage Tree after executing Maintain StorageTree.
These experimental results are shown in Fig. 8 and Fig. 9, respectively. Since
Pruning StorageTree executes after the 15th block, both the running time and
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the number of nodes monotonously increase before the 15th block and decrease
drastically after the 15th block. Hence, Fig. 8 and Fig. 9 show the results from
the 15th block. From two experimental results, we can find a correlation between
these measures. We can see that the number of nodes in case of 0.07 is stable
around 5000 in Fig.9. This reason is that almost all CPPs extracted at each stage
are similar to previous extracted CPPs due to the high frequency. On the other
hand, consider the extreme fluctuation of the number of nodes in Fig. 9 in case
of 0.02. It’s not stable. This reason is that a lot of CPPs are extracted but almost
those CPPs will be pruned later due to the low frequency. Moreover, in Fig.8,
we can see that the running time of analyzing each block is at most 150 sec even
if the frequency is 0.02. From these results, we can see that Find Maximal CPPs
have good performance for extracting structural features among words from an
infinite sequence of documents.

5 Concluding Remarks

In this paper, we have considered the problem of extracting structural features
among words from a document data stream. In order to represent structural
features among words, we have introduced a consecutive path pattern (CPP, for
short) presented in [12]. Moreover, we give a matching function over CPPs with



Extracting Structural Features Among Words from Document Data Streams 341

respect to the recent frequency of a CPP, the recency of a CPP and the viewing
time of tree structured document in which a CPP appears. Then, we have given
an online algorithm based on a sliding window strategy for finding all maximal
CPPs from a document data stream. As a future task, by modifying the ranking
mechanisms such as XRANK [7] or XSEarch [4] to a page ranking mechanism
over CPPs, we will construct an efficient search engine for XML documents as
an application of our online algorithm for a document data stream. Moreover,
we will apply the techniques presented in this paper to implementation of logic
wrappers using XSLT transformation language [3].
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Abstract. The unsupervised nature of cluster analysis means that ob-
jects can be clustered in many ways, allowing different clustering al-
gorithms to generate vastly different results. To address this, cluster-
ing comparison methods have traditionally been used to quantify the
degree of similarity between alternative clusterings. However, existing
techniques utilize only the point memberships to calculate the similarity,
which can lead to unintuitive results. They also cannot be applied to an-
alyze clusterings which only partially share points, which can be the case
in stream clustering. In this paper we introduce a new measure named
ADCO, which takes into account density profiles for each attribute and
aims to address these problems. We provide experiments to demonstrate
this new measure can often provide a more reasonable similarity com-
parison between different clusterings than existing methods.

1 Introduction

Cluster analysis is a fundamental machine learning task which discovers pat-
terns, relationships and structures in an unsupervised manner. It has been used
in a variety of fields, including biomedicine, information retrieval and financial
institutions, to discover hidden knowledge and information. However, clustering
is naturally an ill-posed problem, where the act of grouping similar data objects
is a subjective notion and highly dependent on the clustering criterion. For this
reason, a vast number of algorithms have been developed, each aiming to address
different aspects of the problem, yet such algorithms often provide very differ-
ent results. Moreover, even when a single algorithm is used, different alternative
clusterings1 can easily be generated, simply by changing the initial conditions
of the algorithm. Therefore, in order to provide a measure of comparison be-
tween clusterings, cluster analysis has been often accompanied by a comparison
method. Formally called external validation [16], this provides a quantitative
measure of the degree to which two different clusterings are similar/different.

However, the current comparison measures suffer from a fundamental prob-
lem of judging the clustering similarity/difference purely on the membership of
points to clusters. While these point-to-cluster assignments can be an important

1 A clustering is a set of clusters.
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determining factor in defining clusterings, they completely neglect other impor-
tant aspects of data, which can seriously affect the outcome. These measures also
suffer from the limitation that they are not applicable for comparing clusterings
which may partially or not at all share points.

2 Problems and Motivations

We illustrate the problem in Fig. 1. Here we have three clusterings, each with
three clusters. Figure 1(a) is a pre-defined clustering which is compared against
1(b) and 1(c). Both clusterings 1(b) and 1(c) have five points clustered differently
compared to 1(a).

(a) pre-defined clustering (b) clustering A (c) clustering B

Fig. 1. Pre-defined clustering 1(a) containing 3 clusters, compared to two clusterings
1(b) and 1(c). Membership based measures give the same values for both comparisons.

Let clustering comparison X be between 1(a) and 1(c), while comparison Y is
between 1(a) and 1(b). When comparing in terms of either cluster representatives
(i.e. centroids), shapes or point distributions of clusters it seems intuitive that
the degree of similarity for comparison X should not be the same as the degree of
similarity for comparison Y . For example, suppose a new point were added to the
dataset and it was merged with the closest cluster. It seems more probable that
in both 1(a) and 1(c) it would join the same cluster. However, for 1(b), it is more
likely that it might join a different cluster than 1(a). This is because 1(a) and 1(c)
share a higher structural similarity, than 1(a) and 1(b). However, the available
comparison measures are not able to recognize this difference. For example, a
popular pair-counting measure, the Rand Index [13], gives a similarity value of
0.44 for both comparisons2. In fact, it is easily possible to generate arbitrary
clusterings, which give the exactly same Rand index value when compared to
1(a), provided it has just five points clustered differently. Therefore treating
point-to-cluster assignments as a primary (if not only) measure of comparison
has limitations and does not necessarily correspond with intuition.

In this paper, we address this problem by developing a new clustering simi-
larity measure we term ADCO3. The contribution of ADCO is to address two
main limitations of existing methods.:
2 Section 3 and 5 provide descriptions of these measures and experimental results.
3 Attribute Distribution Clustering Orthogonality.
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– Addressing Non intuitive Behaviour: ADCO incorporates distribution
information of data points along each attribute, considering the shapes or
density profiles of the clusters. This provides more intuitive comparisons
than membership based techniques like Rand [13] or Jaccard [7] indices.

– Applicability to stream data clustering: ADCO can compare cluster-
ings that may be built upon entirely different point sets and thus support the
post-analysis phase in stream data clustering, where clusterings using differ-
ent stream windows are compared. Comparison of clusterings using different
sets of points is impossible for membership based techniques.

3 Related Work

The traditional clustering comparison methods are divided into three categories
: 1) pair counting, 2) set matching and 3) variation of information (see table 1).
In the pair-counting category, Rand [13] and Jaccard [7] indices have been pop-
ular for their simplicity. These methods are based on counting pairs of points
belonging to the same or different clusters in each clustering and have also been
extended in [8,2]. For set-matching methods, Clustering Error [10] has been
widely used, which matches the ‘best’ clusters between two clusterings based on
the number of points they share. The comparison is given by the total number
of points shared between pairs of matching clusters over all the points. Other
set-matching methods are described in [10]. Finally, Variation of Information in-
troduced in [11], is based on information theory, measuring the amount of mutual
information between two clusterings via the number of points they share. More
recently, authors in [17] applied Mallows distance function to cluster representa-
tives to calculate a comparison. Its method, although addresses a similar problem
to ours, is nevertheless still more similar to the membership-based approaches,
supplementing them with additional information about cluster centroids.

Clustering comparison methods have also been applied within the context of
ensemble clustering, which merges several clusterings to form a consensus clus-
tering. A popular technique for merging is called ‘majority voting’ [3], which is a
pair-counting method extended over multiple clusterings. Using a co-association
matrix of data points, pairs of points are given a score if they appear in the
same cluster over all available clusterings. The pairs with a score higher than

Table 1. Definitions of Rand index (RI), Jaccard index (JI), Clustering Error (CE)
and Variation of Information (VI). For RI and JI, N11 and N00 refer to the ‘agreement’
while N10 and N01 are ‘disagreement’ values between two clusterings. For CE, n is the
number of objects and K is the number of clusters in each clustering. nk,σ(k) finds
the ‘best match’ between pairwise clusters. For VI, H(C) refers to the entropy of the
clustering C, while H(C,C′) is the joint entropy of two clusterings.

RI RI(C,C′) = N11+N00
N

JI JI(C,C′) = N11
N11+N10+N01

CE CE(C, C′) = 1 − 1
n
max K

k=1 nk,σ(k) VI V I(C,C′) = 2H(C,C′) − H(C) − H(C′)
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pre-defined threshold are then ‘voted’ to be in the same cluster. In [15], cluster-
ings are represented as a set of connected hypergraphs. Here, vertices connected
by edges are objects in the same cluster over all clusterings. HyperGraph Parti-
tioning algorithm [9] is then applied to find the consensus clustering by cutting
a minimum number of hyper-edges. Although the approach is different, its un-
derlying idea is to find dense intersections between clusterings and the method
is considered as a variant to membership based methods.

Comparison methods are also used is in stream data clustering [1,2]. This
raises an interesting analysis task, as clusterings can evolve over time and study-
ing this evolution can uncover valuable information. In [1], the comparison of
evolving clusterings is described, where clusterings at different periods are com-
pared by observing any newly formed, removed or modified clusters. The tech-
nique used is membership-based and assumes that clusterings have at least some
non-empty overlaps of data points, meaning windows for which clusterings do
not share any points cannot be compared.

4 The ADCO Similarity Measure

4.1 Background and Terminology

Before presenting our new measure for comparing (dis)similarity between clus-
terings, we provide some necessary definitions here. Let D = {d1, d2, .., dn} be
a dataset of n objects, described by r attributes {a1, . . . , ar}. Let di[aj ] refer to
the value of object di on attribute aj . A clustering C, is partition of d into a set
of clusters. i.e. C = {c1, . . . , ck}, where each ci is a cluster (set of points).

Let C1 = {c1, . . . , ck} and C2 = {c′1, . . . , c′k} be the two clusterings which will
be compared. Note that we assume the number of clusters in each clustering
must be the same (an assumption also shared by existing measures). The simi-
larity between two clusterings, Sim(C1, C2), is a function which computes their
similarity, with higher values of the measure indicating higher dissimilarity (less
similarity). Various similarity measures have been defined in existing work, e.g.
Rand index (SimRand) [13], Jaccard index (SimJaccard [7]). Our measure will
be referred to as ADCO, or SimADCO.

4.2 Computing the ADCO Similarity Measure

Our ADCO similarity measure aims to determine the similarity between two
clusterings based on their density profiles along each attribute. Essentially, r-
dimensional space is chopped up into a “hyper grid”. Points from the dataset
occupy exactly one of the cells in this grid. The similarity between two clusters
corresponds to how similarly the point sets from each cluster are distributed
across the grid. The similarity between two clusterings then corresponds to the
amount of similarity between their component clusters.

Suppose (the range of) each attribute ai is divided into q bins, using some
discretisation method. Let aj

i refer to the set of values of attribute ai within
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Fig. 2. Two Clusterings C and C′ with attributes X and Y binned into q number of
intervals where C = {c1, c2} and C′ = {c′

1, c
′
2}

bin j. Figure 2 shows two clusterings, each with two clusters (k = 2) and each
attribute has been divided into two bins (q = 2).

To compute SimADCO, we start by computing the density of cluster c for
each bin j along each attribute ai.

densc(ai, j) = |{d ∈ c | d[ai] ∈ aj
i}| (1)

where densci(ai, j) is the density (number of points) of cluster c for an attribute-
bin pair (ai, j). For a given cluster c, we can compute the densc(ai, j) measure
for all bins (r of them), of all attributes (q of them), giving r × q measures in
total. Using some arbitrary ordering scheme, we can form a vector of length r×q
containing these measures, densc = {densc(a1, 1), densc(a1, 2), .., densc(ar, q)}.

Example: ForFig.2wheretwoclusteringsC andC′ arepresent, let(X, x1), (X, x2),
(Y, y1), (Y, y2) be the ordering of the attribute bin pairs. Then densc1 = (8, 0, 5, 3),
densc2 = (0, 6, 3, 3), densc′

1
= (5, 2, 2, 5), densc′

2
= (3, 4, 6, 1).

It is now possible to compare two clusterings, by measuring the similarity
between their component clusters with a dot product operation as follows:

C · C′ =
k∑

i=1

densci · densc′
i
. (2)

where the · refers to the dot product between two vectors. A zero value indicates
that the two clusterings are dissimilar and a large value indicates similarity.
Equation 2 compares clusters on a pairwise basis, (c1 versus c′1, c2 versus c′2,
etc). However, it is important that our similarity measure be independent of the
actual cluster names assigned. We thus need to be able to permute the second
clustering to calculate all possible pairings of clusters from C1 and C2. From
these permutations, we select the pairing which gives a maximum value. i.e.

PairwiseSim(C, C′) = maxP [C · P (C′)] (3)

where P ranges over all permutations of C′. For Fig. 2 with a pairing C = (c1, c2)
and C′ = (c′1, c′2), we get C · C′ = 110. In contrast, if C′ is permuted such that
c′2 is renamed to c′1 and c′1 is renamed to c′2, we get C · P (C′) = 90. This shows
that the first pairing of c1 and c′1 and c2 and c′2 gives the largest value.
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The final step is then to normalize this pairwise similarity value, with respect
to the maximum possible similarity. This is then subtracted from 1, so that 0
indicates highly similar and 1 indicates highly dissimilar.

SimADCO(C, C′) = 1 − PairwiseSimD(C, C′)
MaxSim(C, C′)

(4)

where MaxSim(C, C′) = max(C · C, C′ · C′). Note that MaxSim(C, C′) =
max(C · C, C′ · C′) is the upper bound on the dot product values involving at
least one of C and C′. For the example of Fig. 2, SimADCO(C, C′) = 0.276.

ADCO Properties: Finally, we briefly describe properties ADCO.

– Symmetry: ADCO(C, C′) = ADCO(C′, C)
– Triangle inequality: For any three clusterings C, C′ and C′′,

ADCO(C, C′) + ADCO(C′, C′′) ≥ ADCO(C, C′′). (5)

The advantages of these properties are well understood and described in [10].

5 Experiments

We compared the behaviour of ADCO with four existing measures described in
table 1. Clusterings were generated using k-means, EM, CURE, FarthestFirst
(FF), Average-Linkage (AL), Complete-Linkage (CL) and Single-Linkage (SL).
All initial parameters of algorithms were kept constant throughout the experi-
ment and values are measured between 0 and 1, where a high value indicates a
high dissimilarity. For all experiments, we set the number of bins q to 10, which
is a commonly used choice for discretising data [14].

Synthetic Datasets: Two synthetic datasets are shown in Fig. 1 and 3. As
already mentioned in section 2, in Fig. 1 clusterings in Fig. 1(a) and 1(c) are
more similar than 1(a) and 1(b). Similarly in Fig. 3, Fig. 3(a) and 3(c) are closer

(a) pre-defined
clustering

(b) clustering A (c) clustering B

Fig. 3. Pre-defined clustering of two clusters compared to two clusterings 3(b) and
3(c). Membership based measures give exactly same values for both comparisons.
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Table 2. Comparing clusterings in 1 and 3. For both datasets, ADCO is the only
measure that detects the structural difference.

ADCO RI JI CEM VI

figures 1(a) vs. 1(c) 0.16 0.17 0.41 0.17 0.16

figures 1(a) vs. 1(b) 0.47 0.17 0.41 0.17 0.16

figures 3(a) vs. 3(c) 0.16 0.44 0.45 0.32 0.15

figures 3(a) vs. 3(b) 0.33 0.44 0.45 0.32 0.15

in regards to point distributions than 3(a) and 3(b). Table 2 shows how ADCO
can recognise this distinction, while other measures fail to do so, giving the same
value for all comparisons.

Real Datasets: We looked at two real world datasets, ‘diabetes’ and ‘credit’.
Each dataset comes with a pre-defined clustering (or class labels), which we then
compared against clusterings generated by each of the clustering algorithms. The
dataset ‘diabetes’ in Fig. 4(a), contains two natural clusters. In Fig. 4(b) and
4(c), we show the clusterings of k-means and AL, projected onto two attributes,
to assist in visualisation. Similar to previous examples, we can see that Fig. 4(c)
is more dissimilar to the Fig. 4(a) than the clustering in Fig. 4(b). However, when
we observe the comparison measures in 3, this is not reflected by four membership
based measures. In fact, ADCO is the only measure that can correctly describe
this increase in dissimilarity from k-means to AL. For dataset ‘credit’, we also see
a similar trend. The comparison between 4(d) and 4(f) is more dissimilar than
the one between 4(d) and 4(e). Table 3 shows that ADCO is the only measure
that can recognise this correctly.

cluster 1
cluster 2

(a) pre-defined

cluster 1
cluster 2

(b) k-means

cluster 1
cluster 2

(c) average-link

cluster 1
cluster 2

(d) pre-defined

cluster 1
cluster 2

(e) CURE

cluster 1
cluster 2

(f) single-link

Fig. 4. Three clusterings of diabetes (4(a),4(b),4(c)) and credit (4(d),4(e),4(f)) datasets
projected onto two attributes



Clustering Similarity Comparison Using Density Profiles 349

We can connect these results to the problems of traditional methods men-
tioned in the section 2. It is clear that from the Fig. 4, the clusterings differ in
membership of the points, as well as their point distributions. In particular, 4(c)
and 4(f) show higher dissimilarity when compared to the pre-defined clusterings
4(a) and 4(d), than clusterings of other algorithms. This dissimilarity is correctly
displayed through the ADCO measure. However, all other measures incorrectly
capture these comparisons by actually giving a smaller value, implying that 4(c)
and 4(c) are actually more similar to the pre-defined clusterings than others.
This is because these methods consider only the intersected groups of points
between two clusterings, regardless of the overall structures of clusterings. For
other real world datasets tested, we have observed the same problem and ADCO
was the only measure able to highlight the differences accurately.

5.1 Using ADCO for Evolution Analysis in Data Stream Clustering

As mentioned in section 2, clustering comparison is important in stream data
for evaluating cluster evolution over time. [1]. However, the traditional measures
require clusterings to have the same data points. Hence clusterings with a large
time gap between them in the stream (thus using totally different points) cannot
be compared. In contrast, ADCO’s use of density profiles for each attribute
makes such a comparison possible, as we now illustrate.

In Fig. 5 we have divided the dataset ‘IRIS’ into five subsets, where subset
1 and 2 share 50% of the points while the rest are different, though similar
in their values. Therefore, when comparing them, ADCO should return a low
dissimilarity value. Subsets 2 and 3 are similar to 1 and 2, but non-overlapping
points are different, hence ADCO value should be higher. Subsets 3 and 4 are
independent, but their values are similar and subsets 4 and 5 are independent
and their values are highly different. Hence, ADCO values should be low for the
comparison of 3 and 4 and high for when comparing 4 and 5. These comparisons
can be seen as evaluating clustering evolution at different time periods.

Table 3. Dissimilarity values when comparing seven clusterings using five dissimilarity
measures for dataset diabetes and credit

dataset measures k-means EM FF CURE AL CL SL

diabetes

ADCO 0.02 0.03 0.03 0.07 0.25 0.07 0.3
RI 0.5 0.5 0.49 0.5 0.44 0.5 0.42
JI 0.61 0.61 0.61 0.62 0.46 0.62 0.42
CE 0.44 0.43 0.42 0.45 0.33 0.46 0.3
VI 0.18 0.18 0.18 0.19 0.12 0.19 0.09

credit

ADCO 0.17 0.1 0.2 0.16 0.33 0.26 0.26
RI 0.5 0.5 0.49 0.5 0.45 0.5 0.5
JI 0.63 0.64 0.57 0.62 0.47 0.63 0.64
CE 0.45 0.48 0.42 0.45 0.35 0.45 0.45
VI 0.2 0.2 0.17 0.19 0.11 0.2 0.2
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(e) sample 5

Fig. 5. 5 samples IRIS dataset with varying degrees of overlapping regions between
them. ADCO provides intuitive comparisons even when clusterings only partially over-
lap or share no points.

Table 4. Dissimilarity values between different samples of the dataset IRIS

sample pairs ADCO

sample 1 & sample 2 0.15

sample 2 & sample 3 0.37

sample 3 & sample 4 0.31

sample 3 & sample 5 0.41

We can see from the table 4 that ADCO corresponds with expectation. This
means that ADCO can help speed up the stream analysis process, by allowing
users to compare clusterings from any time windows, and they can investigate
further if ADCO value indicates there is significant dissimilarity.

5.2 ADCO Limitations

Although providing more accurate measures by corresponding to the intuition,
the current state of ADCO is limited to only comparing clusterings with equal
number of clusters. Moreover, we have not discussed methods to handle soft clus-
terings or subspace clusterings. ADCO would need to be generalized to handle
these cases. Finally we have used q = 10 as a best-practice value for the number
of bins, but the real impact of this variable can be studied further.

6 Future Work and Conclusion

Clustering comparison is an important task in the overall cluster analysis pro-
cess. In this paper we have discussed the limitations of existing methods, which
consider only point-to-cluster assignments as the determining factor for dissim-
ilarity between clusterings. This ignores other important feature-related infor-
mation and may mislead users with inaccurate or even incorrect evaluations.

We have presented a new measure, ADCO, which takes a different approach
to determining clustering dissimilarity, by using the distribution information for
each attribute. We have experimentally shown that ADCO can indeed lead to
more reasonable measures, than existing methods. Furthermore, we have iden-
tified an important application of ADCO for stream data clustering, where it
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is able to compare clusterings drawn from non-overlapping time windows. This
kind of analysis is impossible with the other clustering comparison measures.

For future work, we would like to investigate generalizing ADCO to handle
clusterings with different numbers of clusters. This could facilitate the tighter
integration of ADCO into areas such as ensemble clustering. We would also like
examine other cluster features for comparison, such as boundaries and centroids.
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Abstract. Recently, the data perturbation approach has been applied
to data mining, where original data values are modified such that the
reconstruction of the values for any individual transaction is difficult.
However, this mining in distorted databases brings enormous overheads
as compared to normal data sets. This paper presents an algorithm GrC-
FIM, which introduces granular computing (GrC), to address the effi-
ciency problem of frequent itemset mining in distorted databases. Using
the key granule concept and granule inference, support counts of candi-
date non-key frequent itemsets can be inferred with the counts of their
frequent sub-itemsets obtained during an earlier mining. This eliminates
the tedious support reconstruction for these itemsets. And the accuracy
is improved in dense data sets while that in sparse ones is the same.

1 Introduction

In recent years, the wide availability of personal data has been regularly collected
and mined for the requirements of decision making processes. This analyzing ac-
tivity opens new threats to the privacy of the individual data and has resulted
in the development of privacy-preserving data mining (PPDM) [1]. As an im-
portant field, PPDM lets business derive the understanding they need without
collecting accurate personal information.

One of the methods for PPDM is based on the data perturbation technique,
in which random noises are added to the original data, and only the disguised
data are shared for data mining [1,2,3]. Through mining distorted databases,
frequent itemset models can be built with the reconstruction method [2,4]. This
brings expensive overheads as compared to directly mining original data sets.
Such as, with the probabilistic distortion of user data mentioned in [2,4], recon-
structing the support count of a k-itemset needs to keep track of the counts of
the 2k combinations produced from it. In [4], the authors made use of the basic
formula from set theory to eliminate these counting overheads. With the for-
mula, the counts of all these 2k combinations generated from an itemset can be
calculated from the its counts and the counts of its subsets which are available
from previous passes over the distorted database. Although this method shows
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good performance with sparse data sets, with dense data sets, such as census
data, in which a number of long frequent itemsets exist, the method needs the
tedious reconstruction operations to compute support counts of all the itemsets.
This makes its performance degrade incredibly.

To further improve the efficiency in mining frequent itemsets under the per-
turbation framework in EMASK [4], we introduce granular computing (GrC)
into the mining process, and present an effective algorithm GrC-FIM (Granular
Computing based Frequent Itemset Mining in distorted databases). In the
algorithm, the key granule concept is presented for granule inference. With
the method, support counts of candidate non-key frequent itemsets can be
inferred with the counts of their frequent sub-itemsets generated during an ear-
lier mining. This eliminates the tedious support reconstruction for these item-
sets. And the accuracy is improved in dense data sets while that in sparse ones
is the same. Based on elementary granules represented with bitmap, support
counts can be computed quickly with the bit AND and bit COUNT oper-
ations. The extensive experiments confirm that GrC-FIM provides significant
improvement over the EMASK algorithm [4], for dense as well as sparse data
sets.

The rest of the paper is organized as follows. Section 2 introduces GrC and its
related content. In section 3, granule inference is described based on the concept
key granule, and support counts can be computed with the inference method.
Section 4 presents the algorithm GrC-FIM step by step. The experiment results
are showed in section 5. Finally we summarize our work in section 6.

2 Granular Computing

The term “Granular computing (GrC)” was first introduced in 1997 by T. Y.
Lin [5] to label studies on information granulation and computations [6]. As an
important technique in the process of problem solving, the basic study issues
of GrC constitute two related aspects, granulation and computation. The for-
mer deals with the construction, interpretation, and representation of granules,
and the latter deals with the computing and reasoning with granules. Granules
usually can be constructed through the use of information tables.

Formally, an information table is a quadruple [7,8]: S = (U, At, {Va|a ∈
At}, {Ia|a ∈ At}). Where, U is a finite nonempty set of objects, At is a fi-
nite nonempty set of attributes, Va is a nonempty set of values for a ∈ At, and
Ia:U → Va is an information function. Each information function Ia is a total
function that maps an object of U to exactly one value in Va.

In general, the inverse image of the attribute a with a fixed value co ∈ Va

composes a granule [8]: G(a, co) = {x ∈ U |Ia(x) = co}. The aggregate consists
of all objects which take only the value co from the domain Va of a. It is a
subset of the universe U . The granule is also called elementary granule [8]. The
method of constructing elementary granules can be easily extended to cases more
than one attribute. For a pair of attribute a, b ∈ At and two values va ∈ Va,
vb ∈ Vb, one can obtain the granule: G((a, va)∧ (b, vb)) = G(a, va) ∩G(b, vb). [8]
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used the granular-bitmap technique to mine frequent itemsets and association
rules.

In this paper, we simplify the expression of information table into transaction
table, where the domain Va of attribute a is {0, 1}. For simplicity, the value 0 is
omitted.

3 Support Counts Computation

In this section, we first describe the granule inference, wherein the key granule
concept is introduced. Then, we show how the support counts computation can
be implemented with granule inference.

3.1 Granule Inference

In the description of granule inference, the attribute independent concept of
rough set in [9] is adopted. Let B ⊆ At denote an itemset, and let a ∈ B, a
is dispensable in B if G(B) = G(B − {a}), otherwise a is indispensable. The
itemset B is independent if all its attribute items are indispensable.

Definition 1. If attribute set (itemset) B (B ⊆ At) is independent, the granule
G(B) is called a key granule; otherwise it is a non-key granule.

Lemma 1. For B ⊆ At:

1. G(B) is a key granule iff ∀a ∈ B, G(B) �= G(B − {a}).
2. G(B) is a non-key granule iff ∃a ∈ B, G(B) = G(B − {a}).

Proof. Refer to the Definition 1. �	

Lemma 2. For B ⊆ C ⊆ At, G(C) ⊆ G(B).

Proof. G(C) = G(C + B − B) = G(B) ∩G(C − B) ⊆ G(B). �	

Let | · | denote the number of elements in the aggregate.

Theorem 1. If G(C) is a non-key granule, then G(C) = MIN{G(B)| B ⊆
C ⊆ At, and |B| = |C| − 1}. The notion MIN{·} denotes the aggregate, in
which the number of elements is the least.

Proof. This theorem can be proven by contradiction. Assume G(C) �= MIN
{G(B)}, since B ⊆ C, according to Lemma 2, we can obtain G(C) ⊂ G(B) and
G(C) �= G(B). Due to |B| = |C|−1, so � ∃a ∈ C, which make G(C) = G(C−{a}).
Thus G(C) is a key granule. This contradicts with the condition. �	

Corollary 1. If G(C) is a key granule, then G(C) �= MIN{G(B)| B ⊆ C ⊆ At,
and |B| = |C| − 1}.



Efficient Mining of Frequent Itemsets in Distorted Databases 355

Theorem 2. Let B ⊆ C ⊆ At, if a ∈ B is dispensable in B, then a is dispens-
able in C, G(C − {a}) = G(C).

Proof. Since a is dispensable in B, G(B − {a}) = G(B). G(C) = G(C − {a} +
{a}) = G(C−{a})∩G({a}). Since {a} ⊆ B and a is dispensable in B, G({a}) ⊇
G(B) = G(B−{a}), then G(C) ⊇ G(C−{a})∩G(B−{a}). Because (B−{a}) ⊆
(C −{a}) ⇒ G(C −{a}) ⊆ G(B −{a}), then G(C) ⊇ G(C −{a}). The opposite
inequality is obvious. So, G(C − {a}) = G(C). �	

Then, from Theorem 2 and the Definition 1, we can obtain the following corollary.

Corollary 2. Let B ⊆ C: if G(B) is a non-key granule, then G(C) is a non-key
granule; if G(C) is a key granule, then G(B) is a key granule.

The Corollary 2 shows that the key granule satisfies the anti-monotone property.
Thus the non-key granule can be identified quickly.

3.2 Support Counts Computation Based on Granule Inference

From the granule concept described in GrC, the support count of an itemset can
be calculated through the cardinal number of the corresponding granule. For an
itemset B, sup(B) = |G(B)|. The support sup(B) used is absolute occurrence
frequency, not the relative ones as in some literatures.

Theorem 3. For A, B ⊆ At, if G(A) = G(B), then |G(A)| = |G(B)|.

Proof. Refer to the definition and properties of granule. �	

Corollary 3. |G(C)| = min{|G(B)| | B ⊆ C ⊆ At and |B| = |C| − 1} iff G(C)
is a non-key granule, where min{| · |} denotes the least one among the element
number in | · |.

Proof. Refer to Theorem 1 and Theorem 3, the ‘if’ part is obvious. The ‘only if’
part can be obtained with Corollary 1. �	

In frequent itemset mining, if G(B) is a key granule, the itemset B is called a
key itemset; otherwise, it is called a non-key one. The key itemset notion was
also proposed by [10], however we use the granule inference in GrC to introduce
and interpret the concept, which are different from the literature [10].

In this paper, we have the following equivalence notions. The itemset B is
independent ↔ G(B) is a key granule ↔ B is a key itemset. So the properties
of granule can be used in frequent itemset mining. For convenience, we use the
support counts computation of itemsets to replace the one of granules in the
following paper. With a minimum support threshold s defined by user, for a
frequent itemset B, if it is a key itemset, it is also called a key frequent one.
With the candidate set generation-and-test approach [11], if all the proper sub-
itemsets of a candidate frequent itemset are key frequent itemsets, it is called a
candidate key frequent itemset; otherwise it is a cardidate non-key one.
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4 The GrC-FIM Algorithm

In this section, we will develop the GrC-FIM algorithm. First, we describe the
frequent itemset mining in distorted databases with GrC, where the granule
inference method mentioned above is adopted. Then, the pseudo-code of the
algorithm is given.

4.1 Frequent Itemset Mining in Distorted Databases

Under the framework of symbol-specific distortion process in [4], ‘1’ and ‘0’ in the
original database are respectively flipped with (1−p) and (1−q). Through scan-
ning the distorted database, support counts of itemsets in the original database
can be reconstructed and frequent itemsets can be obtained. For the sake of clar-
ity, both the candidate frequent itemsets and frequent itemsets in follows refer
to the results in the original database.

Based on the candidate set generation-and-test approach, candidate frequent
k-itemsets (Ck) are generated from frequent (k-1)-itemsets (Fpk−1). For a can-
didate k-itemset, if it is a candidate non-key frequent itemset, its support count
can be inferred using the minimum support counts of its (k-1)-itemsets obtained
during previous processes; otherwise, its support count needs to be reconstructed
through scanning the distorted database. When reconstructing the support count
of this candidate key frequent itemset, the basic formula from set theory in [4]
are introduced.

With the inference method, if a frequent itemset is non-key, according to
Corollary 2, all its supersets are non-key itemsets, and their support counts in
the original database can be inferred without reconstructing. Thus, only for the
key frequent itemsets, their support counts in the distorted database need to be
recorded (These support counts are simplified as distorted support counts). This
is different from EMASK [4], and reduces the memory.

In the process of computing support counts in the distorted database, the bit
AND and bit COUNT operations in granular-bitmap method [8] are used. In
order to overcome memory restrictions, our approach horizontally partitions the
transaction data sets into disjointed subsets. Thus each partition represented by
bitmap can be loaded into main memory for efficient processing. The partitioning
method makes it suit the parallel and distributed processing.

4.2 The Process of Algorithm

Algorithm 1 describes the process of GrC-FIM. In the algorithm, the distorted
data file D∗, the distortion parameters p, q (as [4]) and minimum support s are
input. After mining, the frequent itemsets Fp can be obtained. In the process, for
the key frequent itemsets in Fp, their support counts in the distorted database
are saved. And a boolean variable is used to indicate whether or not an itemset
is a (candidate) key one.
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Algorithm 1. GrC-FIM Algorithm
Data: D∗, distortion parameters p and q, minimum support s.
Result: Frequent itemsets Fp in the original database D.
begin

Step 1. Compute Fp1 and transform D∗;
for each a ∈ At do

sup(a, D∗) = 0;
sup(a, di

∗) = 0 (i ∈ {1, 2, · · · ,w});
for i = 1; i ≤ w; i + + do

T r GrBit(di
∗);

for each a ∈ At do
sup(a, D∗)+ = sup(a, di

∗);
Save GrBit(di

∗) into hard disk;
for ∀a ∈ At do

Reconstruct its support count sup(a, D) with p, q;
Generate Fp1;
Step 2. Create Fp′1 and determine the key itemsets.
for ∀fp ∈ Fp1 do

if fp.sup == 100% then
fp.key = false

else
fp.key = true;
Save the distorted support count fp.disup (sup(fp, D∗));

Step 3. Compute frequent itemsets Fpk(k ≥ 2);
for k = 2; Fpk−1 �= Θ; k + + do

Step 3.1 Generate candidate sets Ck

Ck = gen candidate(Fpk−1);
Step 3.2 Compute the support of candidate frequent itemsets
for ∀c ∈ Ck do

if c.key == false then
c.sup = c.predsup

if c.key == true then
Reconstruct the support c.sup of itemset c;
if sup(c, D) == c.predsup then

c.key = flase

Generate Fpk;
Save the distorted support counts of the key itemsets in Fpk;

end

In the algorithm, when scanning the distorted database for the first time,
step 1 obtains the frequent itemsets Fp1 (satisfying minimum support s) through
computing and reconstructing the support counts of 1-itemsets in At. At the
same time, the distorted database is transformed into the elementary granule
bitmap representation partition by partition through the function T r GrBit(),
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and each of them GrBit(di
∗) is saved into hard disk. Suppose D∗ is horizontally

partitioned into w partitions D∗ = d1
∗d2

∗ · · · dw
∗, and w is determined with

the constraints of memory amount. The support count of the itemset B in the

distorted database D∗ is sup(B, D∗) =
w∑

i=1
sup(B, di

∗). In step 2, if the support

counts of the frequent itemsets are equal to the number of transactions |D|(|D∗|),
that is p.sup == 100%, they are marked as non-key itemsets. For key frequent
1-itemsets, their distorted support counts need to be saved.

Step 3 iterates and generates Fpk (k > 2). First, step 3.1 generates candi-
date k-itemsets with frequent (k-1)-itemsets. In the candidate frequent k-itemset
Ck, predicted support counts are recorded, and candidate frequent non-key k-
itemsets are determined with the Corollary 3. Then step 3.2 computes the sup-
port counts of candidate key k-itemsets through scanning the distorted database
D∗. According to the minimum support, the frequent itemsets Fpk can be ob-
tained. Finally, if the reconstructed support counts equal to the predicted ones,
they are marked as non-key itemsets. And the distorted support counts of key
frequent itemsets in Fpk are saved.

5 Performance Evaluation

For performance evaluation of the algorithm GrC-FIM, we used the original
source of EMASK [4], provided by the authors in the website1. And for the bet-
ter performance evaluation, we also implemented the algorithm GB-FIM (Only
based on granular-bitmap (GB) without granule inference of this paper, same
as the algorithm in [12]). All the algorithms are coded in C++. All the experi-
ments were conducted on a 3GHz Intel Pentium PC with 512MB memory and
Windows XP Service Pack 2 installed.

Our experiments were performed on the synthetic and real data sets. The
synthetic databases T25.I4.D1M.N1K (T25) and T40.I10.D1M.N1K (T40), using
the IBM synthetic market-basket data generator [11], mimic the transactions in
a retailing environment. The pumsb∗ data contains census data. This is a real
data set, and is very dense, i.e., it produces many long frequent itemsets even
for very high support values. Whereas, the synthetic data sets are sparser when
compared to the real one. Table 1 shows the characteristics of these data sets.
In the following experiments, these data sets were distorted with parameters
p = 0.5 and q = 0.97 as EMASK [4]. In the experiments, for a fair comparison
on algorithms and scalable requirements, GB-FIM and GrC-FIM were run where
only 5K transactions were loaded into the main memory one time.

5.1 Efficiency Analysis

The Fig.1 and Fig.2 show the execution time of these three algorithms on differ-
ent data sets. In each graph, the horizontal axis is the size of minimum support
threshold, and the vertical axis is the CPU execution time (sec).
1 http://dsl.serc.iisc.ernet.in/projects/software/software.html.
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Table 1. Transaction database characteristics

Database #Transactions Items Max. Length Avg. Length

T25.I4.D1M.N1K 1000000 972 53 24.9
T40.I10.D1M.N1K 1000000 991 81 39.6

pumsb∗ 49046 7117 50 50

As shown in the figures, GrC-FIM and GB-FIM outperform EMASK, and
the margin grows as the minimum support decreases. For sparse datasets (T25
and T40), the execution time of GrC-FIM and GB-FIM increase slowly as the
minimum support decreases. And because support counts of few itemsets can
be obtained through inference, both the time costs of the algorithms approxi-
mate, but GrC-FIM also outperforms GB-FIM. For real datasets pumsb∗, as the
minimum support decreases, the time required by all the algorithms increases.
However, at the low support, the predominance of performance in the algorithms
GrC-FIM and GB-FIM is evident due to the use of granular-bitmap. And GrC-
FIM outperforms GB-FIM. This is because that there are a number of frequent
itemsets produced in the situation, especially with the long itemsets, the effect
of granule inference is evident and the time cost of computation is reduced.

(a) T25.I4.D1M.N1K (b) T40.I10.D1M.N1K

Fig. 1. Execution time on synthetic data sets

Fig. 2. Execution time on real data set pumsb∗
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Fig. 3. Accuracy comparison on real data sets pumsb∗

5.2 Accuracy Analysis

In this section, the experiments are conducted to evaluate the accuracy of results.
With the error metrics proposed in [2], two kind of mining errors, the support
error and identify error are evaluated. Our main improvement is on the support
error. And at the identify error, our algorithm approximates to the algorithm
EMASK [4] and GB-FIM without granule inference. Since the results of EMASK
and GB-FIM are the same, we only compare GrC-FIM with EMASK for conve-
nience. In sparse data sets, the accuracy is the same in both the algorithms. In
the real dense data set pumsb∗, the support error is improved observably. The
accuracy is measured in terms of the average relative error in the reconstructed
support values for those itemsets that are correctly identified to be frequent.
As in [2,4], denoting the reconstructed support by rec sup and the actual sup-
port by act sup, the support error is computed over all frequent itemsets as
ρ = 1

|f |
∑

f
|rec supf−act supf |

act supf
× 100, where |f | denotes the number of frequent

itemsets. The result is showed in Fig.3. The x-axis is the length of frequent
itemsets, while the y-axis shows the percentage of support error that GrC-FIM
compares with EMASK. As shown in the results, the accuracy of support in our
algorithm GrC-FIM is not below the EMASK algorithm. When the itemsets are
long, at high level, the improvement of accuracy is evident. Even though when
renewing reconstruction error and percolating error can counteract, for example
in the Fig.3, when the length of itemsets is 8 and the support is s = 50%, the
accuracy of our algorithm is the same as EMASK, not below it.

6 Conclusions

Mining frequent itemsets in distorted databases is time-consuming as compared
to normal databases. In this paper, we have presented an effective algorithm to
address the problem. By virtue of granule inference, support counts of candidate
non-key frequent itemsets can be inferred from frequent key itemsets obtained
in previous mining processes, which improves the efficiency. Since the support
count’s error of a non-key frequent itemset only comes from the one of its sub-
itemsets, renewing reconstruction error is avoided and the accuracy is improved,



Efficient Mining of Frequent Itemsets in Distorted Databases 361

especially for long frequent itemsets in dense data sets. The experiments show
that our algorithm is more efficient than EMASK. In particular the granule
inference plays a more important role in dense data sets than sparse data sets.
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Abstract. Data pre-processing always plays a key role in learning algorithm 
performance. In this research we consider data pre-processing by normalization 
for Support Vector Machines (SVMs). We examine the normalization affect 
across 112 classification problems with SVM using the rbf kernel. We observe 
a significant classification improvement due to normalization. Finally we 
suggest a rule based method to find when normalization is necessary for a 
specific classification problem. The best normalization method is also 
automatically selected by SVM itself. 

Keywords: Normalization, Classification, Support Vector Machines. 

1   Introduction 

Support Vector Machines (SVMs) [1-3] are a comparatively new machine learning 
tool, which adopted statistical learning theory. From the beginning SVMs are solving 
classification, regression and novelty detection tasks with better generalization 
compared with traditional learning algorithms. Let us consider, a linear SVM over a 

training set ( ){ } { }1,1,,,,1,, −∈ℜ∈= i
m

iii yxniyx  where the task is to 

estimate a weight vector ω  and a scalar bias factor b to construct an optimal 

hyperplane defined by bx +⋅ω  as follows: 
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2

1
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,
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which leads to the dual optimisation problems such as:  
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Now the goal is to estimate the optimisation parameter properly. The generalization 
performance of SVMs and many other function estimation algorithms depend on 
appropriate parameter estimation. Data normalization has already shown significant 
improvement of generalization performance with SVM [4-6]. Herbrich and Graepel 
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[7] have shown in terms of image classification that normalization is a data pre-
processing method which plays an important role in SVM classification with real 
world problems. In this research we examine the issue of data normalization across a 
wide range of classification problems and propose a simple rule based methodology 
to find where normalization is beneficial. Finally we select an appropriate 
normalization method with the help of popular learning algorithms with priority given 
to SVM itself for a particular classification problem. 

Our methodology seeks to understand the characteristics of the data (for particular 
classification problems), and explain why a normalized input space might offer better 
generalization. First we classify a wide range of natural classification problems with 
the most popular learning algorithms including SVM with radial basis function (rbf) 
kernel. Automatic rbf kernel parameter selection is described in [8]. After that we use 
all these problems with SVM rbf with modified input space with different normalized 
methods. Then we identify the dataset characteristics matrix by statistical measures to 
generate rules where normalization is necessary or not. Finally we use a set of popular 
learning algorithms to predict the appropriate normalization method selection for a 
particular classification problem with SVM. All 112 classification problems are 
considered from the UCI Repository [9] and Knowledge Discovery Central [10] 
database. Over all the experiments we consider 10 Fold Cross Validation (10FCV) 
performances. 

Our paper is organized as follows: In Section 2, we provide some theoretical 
frameworks regarding SVM input space normalization. Section 3 analyses the 
experimental results. All statistical measures to identify the dataset characteristics 
matrix are summarized in Section 4. A priori normalization/non normalization method 
selection will be explained in 5. The most suitable normalization method selection is 
described in section 6. Finally we conclude our research towards the end in Section 7.  

2   SVMs Input Space 

One specialty of SVM is that it transforms the data by adopting kernel. During the 
transformation some kernels essentially normalize the data points automatically. For 
example, rbf kernel [3] as follows: 

( ) −
−=

22

2

exp,
σ

jxix

jxixK  where 0>σ  (3) 

We propose some additional normalization for SVM before we transform the data 
points in the kernel space. The normalized data is used in the SVM kernel space 
rather than natural data input. We provide the preference on global attributes values 
normalization rather than single attribute normalization. Two types of normalization 
[11] are examined in this research as described in the following sections. 
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2.1   Min-Max Normalization 

The formulation of the Min-Max normalization is: 

( ) ( )
LLU

DD

DiD
iD +−

−

−
=′ )(*

)min()max(

)min(
 (4) 

where D ′  is the normalized data matrix, D is the natural data matrix and U and L are 
the upper and lower normalization bound. 

This type of normalization method is used to normalize the data matrix into a 
desired bound. The most popular bound is between 0 and 1. We also change the 
bound values to between 0 and –1, as well as between 1 and –1. 

2.2   Zero-Mean Normalization 

The formulation of the Zero-Mean normalization is as follows: 

−
=′

σ
DD

D   (5) 

where D is the mean of the natural data matrix D  and σ  is the standard deviation 
of the same data matrix. In this normalization method, the mean of the normalized 
data points is reduced to zero. Due to this, the mean and standard deviation of the 
natural data matrix is required. 

The normalization performance of UCI dataset ‘xab’ is shown in Figure 1. The 
natural data distribution is highly positive skewed. But the normalized ‘xab’ dataset is 
shown balanced skewed.  

  

  

Fig. 1. Graphically represents the natural and different normalized distribution of ‘xab’ UCI 
dataset. The data distribution scale is completely different after getting normalization. 

The hyperplane construction procedure of SVM with rbf kernel for UCI data set 
‘wpbc’ is shown in Figure 2. During the classification of SVM using natural data 
points, several optimal decision boundaries are constructed, but only a single 
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boundary is constructed for normalized data points. The misclassification error is 
higher for natural data points than normalized data points. 

  
(a)  SVM with rbf kernel: natural data 
points learning. 

(b) SVM with rbf kernel: Min-Max normalized 
(1&-1) data points learning. 

 

(c) SVM with rbf kernel: Min-Max 
normalized (0&-1) data points learning. 

(d) SVM with rbf kernel: Zero-Mean normalized 
data points learning. 

Fig. 2. The hyperplane construction procedure for natural and normalized data points of UCI 
‘wpbc’ data set. SVM considers the rbf kernel with width 1. 

We now compare the scaling method with normalization performance. This 
method also transforms the data points within a certain range. 

2.3   Log Scaling 

The formulation of the log scaling [12] method of the data matrix is as follows: 

))(log()( iDiD =′  (6) 

This type of scaling transforms the data points within a logarithmic scale as shown 
in Figure 3. 

 

Fig. 3. The hyperplane construction procedure for log scaled data points of UCI ‘wpbc’ data 
set. SVM considers the rbf kernel width 1. 

It is observed that log scaled data points are very difficult to classify by SVM. The 
classification error is higher than normalized data classification performance. 
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3   Experimental Results 

3.1   Classification and Computational Performance 

We tested the performance of the different normalization methods with SVM. All the 
methods average performance based on accuracy and computational time is shown in 
Figure 4 and 5. We observed normalization performance is generally much better than 
natural data sets classification performance for SVM. The log scaling performance is 
not carried out the similar significance with normalization. In terms of computational 
cost, SVM needed more time to classify the normalized data points than natural data. 
The log scaling method need less time but the accuracy performance is the worst 
comparing with others methods. 
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Fig. 4. Average accuracy performance of 
different normalization and scaling methods 
compared to natural data points 
classification performance 

Fig. 5. Average computational performance of 
different normalization and scaling method with 
comparing natural data points classification 
performance 

We observed among the different methods of normalization 84% of the 112 data 
sets performed better with some kind of normalization. The rest of the data sets 
showed better classification performance without normalizing or scaling. We found 
some visual reason why normalization is not always effective. First, those data sets 
with a combination of negative continuous and discrete attributes values, second a 
combination of categorical and continuous and finally those holding categorical 
attributes values that all are not aspect data normalization. We observed after getting 
normalization these data points become very close in the feature space, where optimal 
hyperplane construction procedure is complex. 

In the following section we describe the methodology we use to assist in the 
appropriate selection of the best method for a given dataset. First each dataset is 
described by a set of measurable meta characteristics; we then combine this information 
with the performance results; and finally use a rule-based induction method to provide 
rules describing when each method for SVM is likely to perform well.  

4   Datasets Characteristics Measurement 

Each dataset can be described by simple, distance and distribution based statistical 
measures [13,14]. These three sets of measures characterized the datasets in different 
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ways. First, the simple classical statistical measures identify the data characteristics 
based on variable to variable comparisons. Then, the distance based measures identify 
the data characteristics based on sample to sample comparisons. Finally, the density 
based measures consider the single data point from a matrix to identify the datasets 
characteristics. We average most of statistical measures over all the variables and take 
these as global measures of the dataset characteristics.  

4.1   Simple Statistical Measures 

Descriptive statistics can be used to summarise any large dataset into a few numbers 
that contain most of the relevant characteristics of that dataset. The following table 
lists the statistical measures used in this work as provided by the Matlab Statistics 
Toolbox [12] and some other different sources [15, 16] as follows:  Geometric mean, 
Harmonic mean, Trim mean, Standard deviation, Interquartile Range, Max. and Min. 
eigenvalue, Skewness, Kurtosis, Correlation Coefficient and Prctile. 

4.2   Distance Based Measures 

Distance based measures calculate the dissimilarity between samples. We measure the 
euclidean, city block and mahalanobis distance between each pair of observations for 
each dataset as follows: Euclidean distance, City Block distance and Mahalanobis 
distance. 

4.3   Distribution Based Measures 

The probability distribution of a random variable describes how the probabilities are 
distributed over the various values that the random variable can take on. We measure 
the probability density function (pdf) and cumulative distribution function (cdf) for all 
datasets by considering different types of distributions as follows: Chi-square pdf, 
Normal pdf, Binomial pdf, Exponential pdf, Gamma pdf, Lognormal pdf, Rayleigh 
pdf, Chi-square cdf, Normal cdf, Discrete uniform cdf, F pdf, Poisson pdf, Student's t 
pdf, and Noncentral T cdf  (nctcdf). 

These measures are all calculated for each of the datasets to produce a dataset 
characteristics matrix. Finally by combining this matrix with the performance results 
we can derive rules to suggest when certain methods are appropriate.  

5   Rule Generations  

The trial-and-error approach could be a very common procedure to select the 
normalization or non normalization method for SVM classification. It is a 
computationally complex task to find an appropriate method by following this 
procedure. If we are interested in applying a specific method to a particular problem 
we have to consider which method is more suitable for which problem. The suitability 
test can be done from rules developed with the help of the data characteristics 
properties.  

Rule based learning algorithms, especially decision trees (also called classification 
trees or hierarchical classifiers), are a divide-and-conquer approach or a top-down 
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induction method, that have been studied with interest in the machine learning 
community. Quinlan [17] introduced C4.5 and then C5.0 algorithms to solve 
classification problems. C5.0 works in three main steps. First, the root node at the top 
node of the tree considers all samples and passes them through to the second node 
called ‘branch node’. The branch node generates rules for a group of samples based 
on an entropy measure. In this stage C5.0 constructs a very big tree by considering all 
attribute values and finalizes the decision rule by pruning. It uses a heuristic approach 
for pruning based on statistical significance of splits. After fixing the best rule, the 
branch nodes send the final class value in the last node called the ‘leaf node’ [17,18]. 
C5.0 has two parameters: the first one is called the pruning confidence factor (c) and 
the second one represents the minimum number of branches at each split (m). The 
pruning factor has an effect on error estimation and hence the severity of pruning the 
decision tree. The smaller value of c produces more pruning of the generated tree and a 
higher value results in less pruning. The minimum branches m indicates the degree to 
which the initial tree can fit the data. Every branch point in the tree should contain at 
least two branches (so a minimum number of 2=m ). For detail formulations see [17].  

Now that the characteristics of each dataset can be quantitatively measured, we 
can combine this information with the empirical evaluation of normalization/natural 
classification performance and construct the dataset characteristics matrix. Thus, the 
result of the jth method on the ith dataset is calculated as: 

( )
( ) ( )ieie

ieije
ijR

maxmin

max
1

−

−
−=  (7) 

where eij is the percentage of correct classification for the jth method on dataset i, and 
ei  is a vector of accuracy for dataset i. The class values in the matrix are assigned 
based on the performance. If the normalization method is showed better performance 
than natural data set classification, then class value is 1, otherwise 2. Based on the 
112 classification problems we can then train a rule-based classifier (C5.0) to learn 
the relationship between dataset characteristics and normalization/natural method 
performance. We split the matrix 90% to construct the model tree. The process is then 
repeated using a 10 fold cross validation approach so that 10 trees are constructed. 
From these 10 trees, the best rules are found for normalization/non normalization 
method selection based on the best test set results. The generalization of these rules is 
then tested by applying each of the randomly extracted test sets and calculating the 
average accuracy of the rules as discussed below in Table 1. 

5.1   Rules for Normalization/Non Normalization Selection 

The rules for normalization method selection are generated with c = 85% and m = 4 
as follows: 

Rule 1:   IF (nctcdf > 0) OR (median > 68.9) THEN do normalization. 
Rule 2: IF (nctcdf < 0) OR (median < 68.9) THEN don’t do normalization. 

Include principle rules are data driven was to determine if data will benefit from 
normalization, or is it already normalized enough. For example, we can explain the 
nature of the rules by following noncentral T cumulative distribution function (nctcdf) 
value p as shown in Figure 6.  
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(a) Noncentral T cumulative distribution, when p = 0.15. 

 
 

(b) Noncentral T cumulative distribution, 
when p < 0. 

(c) Noncentral T cumulative distribution, 
when p > 0. 

Fig. 6. Noncentral T cumulative distribution with different p values that explains the nature of 
data distribution 

Noncentral T cumulative distribution [20-21] is highly positively skewed with 
respect to normal distribution as shown in Figure 6(a). We observed from the 
experiment, when p value of the noncentral T cumulative distribution function is less 
than 0, then the distribution nature of the data is closely normal. In that case, data 
normalization is not required for SVM classification. On the other hand, when p value 
is greater than 0 that means data is closely distributed as like noncentral T cumulative 
distribution. These types of data are needed to normalization for SVM 
classification.The 10 fold cross validation performance of the rule generation process 
is summarized in Table 1. 

Table 1. Confusion matrix based on 10FCV results for the normalization/nonnormalization 
method selection rule (Accuracy = 89.40%) 
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We summarized the best rules from 10FCV performance. Average 10FCV 
performance is more than 89%. However, which method is best for individual 
datasets has been shown to be quite data dependent. These rules might be useful to 
determine where normalization is most appropriate for which problem. 

Now, we can decide either normalization is necessary or not. Then we need to find 
which normalization method is suitable for a particular problem. We analyzed the 
performance of each normalization and scaling method with comparing natural 
datasets classification performance. 
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We found the log scaling method is not a good way to transformed SVM input 
space. Due to this we consider Min-Max both method and zero-mean method to 
normalize the SVM input space before start mining a problem. We used a set of 
learning algorithms including neural network (NN), decision tree (C4.5), Naive Bayes 
(NB) (for details see [19]) and SVM to predict the appropriate normalization method 
selection for a particular classification problem.  We repeat the meta learning 
technique with using same above data characteristics as described in section 4 and 
individual performance results of different normalization methods for this prediction. 
The class membership attribute has designed by {+1 & -1}. If any learning algorithm 
predict +1 that means the current method is appropriate for the present dataset. The 
10FCV learning algorithms performance is shown in Table 2. 

Table 2. Normalization method selection performances with different learning algorithms 

Test set classification performance (% Accuracy) 
 MLP NB C4.5 SVM 

Max-Min method [0&-1] 75 66.67 66.67 83.33 
Max-Min method  [1&-1] 75 50 91.67 100 
Zero-Mean method  91.67 50 83.33 100 

SVM has shown best performance for a specific normalization method selection. 
So, SVM can help itself when this algorithm needs proper normalization method. 

6   Discussions 

We investigate the normalization affect across a large scale classification problem 
with one of the popular classification algorithm SVM. The normalization of SVM 
input space can significantly influence the higher accuracy performance of the 
classification procedure. We find out the reason why some problems are not required 
normalization method. Some normalization method required less computational time 
to classify the normalized data sets rather than natural data sets. We proposed a priori 
rule based method when normalization is necessary for SVM with a specific problem. 
SVM is also used by itself to find out the most suitable normalization methods for a 
specific problem. The limitation of this research is we have not considered different 
types of data, for instance gene expression data. This methodology could be examined 
with bioinformatics problem. This research could also be re-examining with other 
popular SVM kernels. 
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Abstract. In this paper, we propose an efficient similarity measure as pre-
processing method for clustering of categorical and sequential attributes. The 
similarity measure is based on a new dynamic programming algorithm, which 
computes sequence comparison scoring from the gap penalty matrix. This is 
presented by normalizing sequence comparison scoring. Self-evaluation of the 
proposed similarity measure is conducted by experimental results of clustering, 
which is an unsupervised learning algorithm greatly influenced by similarity 
measure between clusters. In the experiment, Tcpdump Data from DARPA 
1999 Intrusion Detection Evaluation Data Sets are used. These transmission 
data are composed of sequential packet data in a network. Finally, the results of 
comparison experiments are discussed. 

Keywords: Similarity measure, Dynamic programming, Sequence clustering. 

1   Introduction 

We propose an efficient similarity measure for clustering data with categorical and 
sequential attributes. It is based on the dynamic programming (DP) algorithm, which 
computes the sequence comparison scoring from the gap penalty matrix. The 
similarity measure is presented by normalizing the sequence comparison scoring. The 
method that uses similarity measure is more efficient than distance measure, because 
the sequential data is categorical. We propose a new DP algorithm as an optimal 
alternative for comparing the sequential data. DP is an algorithm which can compare 
them when each pattern length is different. 

Dynamic programming, such as the divide-and-conquer method, solves problems 
by combining the solutions to subproblems. Divide-and-conquer algorithms partition 
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Korea, under the ITRC(Information Technology Research Center) support program supervised 
by the IITA(Institute of Information Technology Assessment) (IITA-2006-C1090-0603-0027). 
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the problem into independent subproblems, solve the subproblems recursively, and 
then combine the resulting solutions to solve the original problem. In contrast, DP is 
applicable when the subproblems are not independent, that is, when subproblems 
share sub-subproblems [1]. DP is one of classic programming paradigm, introduced 
even before the term Computer Science was firmly established. 

We take the place of self-evaluation of the proposed similarity measure by 
experimental results of clustering, which is an unsupervised learning algorithm 
greatly influenced by similarity measure between clusters. For the clustering, we use 
the ROCK algorithm [7] that clustering of categorical attributes is possible in the data 
mining algorithms. Tcpdump Data of DARPA 1999 Intrusion Detection Evaluation 
Data Sets are used in the experiment [8]. These data consist of sequential packets 
which are transmitted for conducting normal or attack activities. In the experiment, 
the effectiveness of the proposed similarity measure is shown through comparison 
with traditional methods. 

In the remainder of this paper, we proceed as follows: In Sect. 2, methods of 
sequence alignment using dynamic programming techniques are presented. In Sect. 3, 
the new dynamic programming algorithm is proposed. In Sect. 3.1, the transition 
direction of sequences is introduced. In Sect. 3.2, computation of the sequence 
comparison scoring using the gap penalty matrix is proposed. In Sect. 4, our similarity 
measure is proposed. In Sect. 4.1, the normalization method of similarity is presented. 
In Sect. 4.2, the sequence similarity algorithm is presented. In Sect. 5, we analyze the 
effectiveness of the proposed method on several experiment results. In Sect. 5.1, the 
ROCK clustering algorithm we use is introduced. In Sect. 5.2, we compare and 
analyze the experimental results. Finally, this paper concludes in Sect. 6. 

2   Related Works 

The basic dynamic programming method for sequence alignment forms the core of 
the pair-wise and multiple sequence and structure comparisons, as well as of sequence 
database searching [2]. A protein is defined as an indexed string of elements at each 
level in the hierarchy of protein structure: sequence, secondary structure, super-
secondary structure, and so on. The elements, for example, residues or secondary 
structure segments such as helices or beta-strands, are associated with a series of 
properties and can be involved in a number of relationships with other elements. 
Element-by-element dissimilarity matrices are then computed and used in the 
alignment procedure based on the sequence alignment algorithm of Needleman & 
Wunsch, expanded by the simulated annealing technique to take into account 
relationships as well as properties. 

In a speech recognition system, dynamic time warp (DTW) [4] calculations are 
reduced by use of a search strategy for an optimal non-linear search warp function 
path: signals predictive of the similarity are generated responsive to the preceding and 
current correspondence signals of the input word to reference warped words. It has 
the advantage of conceptual simplicity and robust performance, and has been used in 
the matching of human movement patterns recently. As far as DTW is concerned, 
even if the time scale between a test pattern and a reference pattern may be 
inconsistent, it can still successfully establish matching as long as time ordering 
constraints hold. However, cross alignment is impossible. 
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Edit distance [5, 6] between two strings is defined as the minimum number of edit 
operations (insertions, deletions and substitutions) needed to transform the first string 
into the other. Each operation is given a score (weight), usually, insert and delete 
operations are given the same score, and using alignment algorithms, we search for 
the minimal scoring (or the maximum negative scoring), representing the minimal 
number of edit operations. Since most of the changes to a DNA during evolution are 
due to the three common local mutations: insertion, deletion and substitution, the edit 
distance can be used as a way to roughly measure the number of DNA replications 
that occurred between two DNA sequences. However, each operation has a cost 
associated with an optimal edit transcript that describes the transformation. 

3   Dynamic Programming 

We describe the gap penalty matrix based on the DP algorithm. For example, let the 
two sequences Si={A,B,G,C,C,B,A,E,C,F} and Sj={C,B,C,D,D,E,E,B,D,C,F,F} be 
given. A sequence is a multiple and sequential set. 

3.1   The Transition Direction 

To explicitly describe the word order difference between source and target language, 
[3] applied the regular alignment concept (in which a source position i is mapped to a 
target position j, such as Fig. 1) and the inverted alignment concept (in which a target 
position j is mapped to a source position i, such as Fig. 2), as follows: 

Regular alignment:  isji =→ (1)

Fig. 1. Regular alignment for the transition direction Si to Sj

Inverted alignment: jsij =→ (2)

Fig. 2. Inverted alignment for the transition direction Sj to Si



 An Efficient Similarity Measure for Clustering of Categorical Sequences 375 

On the other hand, we propose the combined alignment because for each source 
there can not be exactly one target on the alignment path. And the alignment method 
is symmetrical. It is shown in Fig. 3. The arrow linking the two B1s has double head, 
because of a symmetrical matching. 

Fig. 3. Combined alignment for the transition direction of Si and Sj. These are mapped in order, 
beginning with the heads of the two sequences. 

   Si

Sj
A1 B1 G1 C1 C2 B2 A2 E1 C3 F1

C1 � � � � � � � � � �

B1 � � � � � � � � � �

C2 � � � � � � � � � �

D1
� � � � � � � � � �

D2
� � � � � � � � � �

E1 � � � � � � � � � �

E2
� � � � � � � � � �

B2 � � � � � � � � � �

D3
� � � � � � � � � �

C3 � � � � � � � � � �

F1 � � � � � � � � � �

F2
� � � � � � � � � �

Fig. 4. The transition direction of the two sequences Si and Sj by combined alignment 

In the combined alignment, the cross elements (which are B1|C1 and B2|E1) are in 
need of cross alignment for independent partial orders. Thus, the following elements 
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(which are C2 and C3) have a duplicated previous-path as in Fig. 4. This creates diffi-
culty in sequential scoring for comparing similarity between two sequences. We solve 
the problem in Sect. 3.2. 

3.2   Sequence Comparison Scoring (SCS) 

The comparison scoring between two sequences cannot be computed as the number of 
intersected elements, because they are composed by multiple and sequential elements. 
Thus, we propose a method using the gap penalty matrix based on the DP algorithm. 

   x 
y 

0 1 2 3 4 5 6 7 8 9 10 

0 
   Si 
Sj 

A B G C C B A E C F 

1 C    1/4       

2 B  1/4         

3 C     1/2      

4 D           

5 D           

6 E        1/9   

7 E           

8 B      1/5     

9 D           

10 C         1/4  

11 F          1 

12 F           

Fig. 5. Gap penalty matrix. The weights are affected by the nearest previous-intersected blocks. 

Scorings on the intersected blocks are shown in Fig. 5. When (xprev,yprev) is a 
previous-intersected block of (x,y), (xprev < x) and (yprev < y) must be satisfied. The 
scoring is the reciprocal of the distance from the previous-intersected block. We use 
the conception of the gap penalty for computing the distance. 
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BS(x,y) is the Block Scoring (BS) of the intersected block (x,y). D(x,y) is the distance 
from the nearest previous-intersected block (xprev,yprev) to the block (x,y). The distance 
means a number of blocks between (xprev,yprev) and (x,y).

We depend on the three rules for selecting the nearest previous-intersected block 
(xprev,yprev) of the intersected block (x,y) as follows: 

Rule 1. A previous-intersected block which has a maximum of (xprev × yprev)
about an arbitrary (xprev,yprev) is selected. If it does not exist, the initial in-
tersected block (0,0) is selected. 

Rule 2. If the blocks that satisfy Rule 1 are duplicated, a block which has a 
maximum value of (xprev + yprev) is selected. 

Rule 3. If the blocks that satisfy Rule 2 are duplicated, the selecting is depended 
upon the following two additional rules. 

Rule 3-1. If x and y of block (x,y) are equal, the weight is the same even though 
nothing is selected between them. 

Rule 3-2. If x and y of block (x,y) are not equal, a block which has less value 
between minimum values of (x - xprev) and ( y - yprev) is selected. 

In Fig. 5, the initial intersected block is (0,0) and the BS is zero. The nearest 
previous-intersected block of intersected block (5,3) becomes the block (4,1) to be 
based on Rule 2. In addition, the nearest previous-intersected block of intersected 
block (9,10) becomes the block (8,6) to be based on Rule 3-2. The intersected block 
(10,11) has 1 for the maximum BS, because F follows on C in all the two sequences. 
The comparison scoring measure simply depends on the hierarchical transition from 
previous orders. The sequence comparison scoring is the sum of the BSs, as follows: 

∈
=

Iyx yxBSSCS
),( ),( (4)

where I is a set of the intersected blocks between sequences. The SCS of the two 
sequences Si and Sj is 2.56, as (1/4 + 1/4 + 1/2 + 1/5 + 1/9 + 1/4 + 1). 

4   Similarity Measure 

Our similarity measure between the two sequences Si and Sj is defined as follows: 

{ }
{ } { }jiji

ji
ji SS

SCS

SS

SS
SSSim ),( = (5)

The more elements that the two sequences Si and Sj have in common, that is, the 
larger intersection {Si Sj} is, the more similar the sequences. Dividing by union 
{Si Sj} is the scaling factor ensuring similarity between 0 and 1. {Si Sj} is replaced 
as the sequence comparison scoring. 
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4.1   Normalization 

The union is used for the normalization of the similarity measure. The union value is 
simply the number of all elements such as Fig. 6. Thus, the union value of Si and Sj is 
15 as bag {A,G,A,B,C,C,B,E,C,F,D,D,E,D,F}. A bag is a set which allows multiple 
occurrences of the elements. 

Fig. 6. The union bag of the two sequences Si and Sj. The union value is the number of all 
elements. 

4.2   Sequence Similarity 

Ultimately, the similarity of the two sequences Si={A,B,G,C,C,B,A,E,C,F} and 
Sj={C,B,C,D,D,E,E,B,D,C,F,F} is computed as 0.17 (= 2.56 / 15). The similarity 
function is symmetrical. The sequence similarity algorithm is presented in Fig. 7. 

procedure SeqSim(Si, Sj)
begin 

set I[x,y] for every intersected blocks between Si and Sj
for each (x,y) I do {
(xprev,yprev):= select_nearest_prev-intersected_block(x,y)
D := compute_distance(x,y,xprev,yprev)
BS := reciprocal(D)
intersection := intersection + BS

}

union := size of bag { Si Sj } 
similarity := intersection / union

End 

Fig. 7. An algorithm of the sequence similarity measure 

5   Experimental Results 

Self-evaluation of the proposed similarity measure is conducted by the evaluation of 
experimental results of clustering, which is an unsupervised learning algorithm 
greatly affected by the similarity measure between clusters. For clustering, we use the 
ROCK algorithm, that clustering of categorical attributes is possible in the data  



 An Efficient Similarity Measure for Clustering of Categorical Sequences 379 

mining algorithms. We experiment with Tcpdump Data of DARPA 1999 Intrusion 
Detection Evaluation Data Sets. These are sets of network packets generated over five 
weeks of simulated network traffic in a hypothetical military Local-Area-Network. 
These data consist of packets transmitted for achieving normal and attack activities. 
The set of packets transmitted for the one activity is called session, which is a 
sequential transmission unit of a series of packets from connection opening to closing. 
We show the results of clustering achieved by comparison of the similarities of the 
normal and attack sessions. 

5.1   The ROCK Clustering Algorithm 

ROCK is an agglomerative hierarchical clustering algorithm based on the link 
relationship of neighbors. We introduce the similarity measure at the stage of 
prioritizing neighborhood computations (that is pre-processing stage of ROCK) in 
priority. See [7] for details of the clustering process. A point’s neighbors are those 
points that are considerably similar. Let Sim(pi, pj) be a similarity measure between 
the pair of points pi and pj. It is assumed that Sim takes values between 0 and 1, with 
larger values indicating that the points are more similar. 

θ),( ≥ji ppSim (6)

In the above equation,  is a user-defined parameter. Assuming that Sim is 1 for 
identical points and 0 for totally dissimilar points, a value of 1 for  constrains a point 
to be a neighbor only to other identical points. On the other hand, a value of 0 for 
permits any arbitrary pair of points to be neighbors. 

Let Sim(T1, T2) be a similarity measure between the two transactions T1 and T2.
Also, let T1 be {1,2,3} and T2 be {3,4,5}. Sim is the following: 

21

21
21 ),(

TT

TT
TTSim = (7)

where | Ti | is the number of items in Ti. The intersection |T1 T2| is 1, that is |{3}|, and 
the union |T1 T2| is 5, that is |{1,2,3,4,5}|. Therefore, the similarity of T1 and T2 is 0.2 
(= 1 / 5). The neighbor(the notion of adjacency) of T1 and T2 can be determined as 
1(link) or 0(non-link) according to whether Sim is greater than . Such similarity 
measures influence the accuracy of the clustering. 

5.2   Comparative Analysis 

First of all, we show the results of original clustering, in which non-sequential 
similarity measure is applied. Table 1 describes the results of clustering using 
Jaccard algorithm that is the similarity measure introduced in Sect. 5.1. And then, 
Table 2 describes the clustering results using DTW and edit distance as sequential 
similarity measure. Finally, Table 3 describes the clustering results from our 
similarity measure. 
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Table 1. Results of clustering using Jaccard. This is the non-sequential similarity measure. 

Clustering using Jaccard Similarity Measure 
Data Sets Clustering Results 

Normal Cluster Attack Cluster 
Attack 
Class Total Normal Attack

Total True False Total True False 
guesspop 59 29 30 29 29 0 30 30 0 
ftpwrite 56 53 3 56 53 3 0 0 0 
guessftp 133 53 80 117 42 75 16 5 11 

ncftp 56 53 3 56 53 3 0 0 0 
mailbomb 5115 2749 2366 616 116 500 4499 1866 2633 

netbus 2751 2749 2 2749 2749 0 2 2 0 
sendmail 2750 2749 1 2750 2749 1 0 0 0 

phf 104 100 4 89 88 1 15 3 12 

Table 2. Results of clustering using DTW and edit distance. These are the sequential similarity 
measures. 

Clustering using DTW 
Data Sets Clustering Results 

Normal Cluster Attack Cluster 
Attack 
Class Total Normal Attack

Total True False Total True False 
guesspop 59 29 30 29 29 0 30 30 0 
ftpwrite 56 53 3 54 53 1 2 2 0 
guessftp 133 53 80 36 36 0 97 80 17 

ncftp 56 53 3 53 53 0 3 3 0 
mailbomb 5115 2749 2366 4426 2749 1677 689 689 0 

netbus 2751 2749 2 2749 2749 0 2 2 0 
sendmail 2750 2749 1 2750 2749 1 0 0 0 

phf 104 100 4 103 100 3 1 1 0 

Clustering using Edit Distance 
Data Sets Clustering Results 

Normal Cluster Attack Cluster 
Attack 
Class Total Normal Attack

Total True False Total True False 
guesspop 59 29 30 29 29 0 30 30 0 
ftpwrite 56 53 3 56 53 3 0 0 0 
guessftp 133 53 80 8 8 0 125 80 45 

ncftp 56 53 3 53 53 0 3 3 0 
mailbomb 5115 2749 2366 68 68 0 5047 2366 2681 

netbus 2751 2749 2 2749 2749 0 2 2 0 
sendmail 2750 2749 1 2750 2749 1 0 0 0 

phf 104 100 4 104 100 4 0 0 0 

As the table illustrates, two clusters are identified, one containing normal sessions 
and the other containing attack sessions. The labels of the clusters are set classified as 
Normal Cluster or Attack Cluster. These are results of clustering of network sessions 
about normal and attack traffic. 

In the Tables, False members of Normal Cluster indicate attack, and False
members of Attack Cluster indicate normal as well. The unit of articles is the number. 
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Table 3. Results of clustering using the proposed similarity measure 

Clustering using Our Similarity Measure 
Data Sets Clustering Results 

Normal Cluster Attack Cluster 
Attack 
Class Total Normal Attack

Total True False Total True False 
guesspop 59 29 30 29 29 0 30 30 0 
ftpwrite 56 53 3 53 53 0 3 3 0 
guessftp 133 53 80 53 53 0 80 80 0 

ncftp 56 53 3 53 53 0 3 3 0 
mailbomb 5115 2749 2366 2761 2749 12 2354 2354 0 

netbus 2751 2749 2 2749 2749 0 2 2 0 
sendmail 2750 2749 1 2749 2749 0 1 1 0 

phf 104 100 4 100 99 1 4 3 1 

As expected, the quality of the clusters generated by the Jaccard algorithm is very 
poor. For instance, in the cluster for the mailbomb class found by the traditional 
method, as many as around 81% of the members are attacks. The proposed method 
only has false members of approximately 0.4%. This is because the similarity 
function does not consider the sequence of attributes. The traditional distance 
measures, i.e., DTW and edit distance, were not useful to the categorical and 
sequential attributes in need of cross alignment. In the Table 2, they show the False
results of similar distribution. Ultimately, the results show that the effectiveness of the 
proposed similarity measure is better in the experiment. 

6   Conclusion 

In this paper, we proposed a new similarity measure for clustering of data with 
categorical and sequential attributes in need of cross alignment. It is based on a 
dynamic programming algorithm, which computes the sequence comparison scoring 
from the gap penalty matrix. The similarity measure was presented by normalizing the 
sequence comparison scoring. Self-evaluation of the proposed similarity measure was 
taken by the evaluation of experimental results of clustering, which is unsupervised 
learning algorithm greatly influenced by similarity measure between clusters. We 
experimented with Tcpdump Data of DARPA 1999 Intrusion Detection Evaluation 
Data Sets. The results of the experimental study with the data sets were very 
encouraging. The proposed method can be used, not only for intrusion detection of 
network activities with abnormal sequences, but also protein homology search, RNA 
structure prediction, gene finding, and so forth. 
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Abstract. Comprehensibility is driving force in medical data mining results 
since doctors utilize the outputs and give the final decision.  Another important 
issue specific to some data sets, like physical activity, is their uniform 
distribution due to tile analysis that was performed on them  In this paper, we 
propose a novel data mining tool named SDI (Shape Distribution Indicator) to 
give a comprehensive view of co-relations of attributes together with an index 
named ISDI to show the robustness of SDI outputs.  We apply SDI to explore 
the relationship of the Physical Activity data and symptoms in medical test 
dataset for which popular data mining methods fail to give an appropriate 
output to help doctors decisions.  In our experiment, SDI found several useful 
relationships. 

1   Introduction 

Medical data are very unique, therefore medical data mining is very valuable.  Even 
though knowledge discovery from medical data is very rewarding in a lot of aspects, 
great challenges face the data miners who would like to work in this field.  Since 
specific challenges of medical data issues have been discussed in [1-2], we will not go 
into detail of specific characteristics that medical knowledge discovery projects have.  
However as you will see in this paper, comprehensibility is a driving force in overall 
theme of this work. 

Physical Activity tests are mainly designed for elderly people to find the status of 
their Physical Activity and risk to fall. These measures are very good indicators of 
overall ‘healthiness’ of elderly people. What makes majority of these measurements 
different from regular tests is the way they are interpreted. 

Interpretation of Physical Activity tests are based on tile analysis which is a quite 
popular in medical studies on regular people (in contrast to patients) [3] which is 
called social or community study in medical terms. In other words, the data is sorted 
based on results of a test that we want to make tiles. Based on total frequency the data 
is divided to the specific number of tiles, in most cases four or three which is called 
quartile and tertile. In contrast to Blood analysis or Urine analysis where clear 
thresholds separating healthiness or suspect of illness exist, in Physical Activity 
Quartiles or Tertiles provide interpretations. 
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Interrelationship of Physical Activity test and symptoms is very important for 
medical doctors in Sports Medicine.  These relationships can lead them to design or 
suggest activities that can improve or stop the symptoms or at least slow the progress 
of the symptom.  Since data came from a community study number of cases having 
symptoms is low.  Even though in Statistics information hidden in low frequent cases 
will not be significant, in data mining information hidden in cases with low frequency 
is very important.  A typical two dimensional distribution of fitness test and LUT 
symptoms are presented in Table 1 and 2. 

Table 1. An example of strong relationship with SDI’s values 

 Quartile 1 Quartile 2 Quartile 3 Quartile 4 SDIi’s 
Value = 0 73 65 53 43 -51 
Value = 1 32 30 27 25 -12 
Value = 2 1 5 5 4 4.5 
Value = 3 2 4 6 9 11.5 
Value = 4 1 4 9 10 16 
Value = 5 1 2 10 19 31 
Sum 110 110 110 110  

Table 2. An example of no relationship 

 Quartile 1 Quartile 2 Quartile 3 Quartile 4 SDIi’s 
Value = 0 59 54 50 50 -15.5 
Value = 1 30 32 32 33 4.5 
Value = 2 1 2 8 10 16.5 
Value = 3 5 5 7 2 -3.5 
Value = 4 2 9 5 11 11.5 
Value = 5 10 8 8 4 -9 
Sum 110 110 110 110  

Even though extensive number of well established statistical algorithms [4] exist 
that can find correlations between the two values, results of these tests will obey the 
major distributions that are concentrated around low values of the symptoms.  The 
high value symptoms that have much less frequency and may contain a lot of 
knowledge will have no significant contribution to the results.  Although in Statistics 
we do not consider small values, in data mining these values with small frequencies 
are highly regarded. 

Decision tree analysis to find rules sharing both categories can be performed by 
deploying some objective measures like Quality of Life [5] as the consequent of the 
rules. However these analyses will lead to results that are very hard for experts to 
interpret if we use the data that is not tiled.  In contrast, using tiles will lead to severe 
loss of accuracy. 

Clustering of data in high dimension like [6] is hard to interpret and as it will be 
shown in the experimental results any form of subspace clustering like Frequent Itemsets 
[7], although provides results, no knowledge can be gained from it. Other methods of 
driving rules like association rule classifiers [8-10] may indeed lead to no answer. 
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The main purpose of this paper is to present a general methodology named Shape 
Distribution Indicator (SDI) to find relationship between two factors when one of the 
distributions has changed to uniform due to tile analysis and the other factor has 
highly uneven distribution. SDI calculates set of indicators that comparison of each 
indicator with prior or next one present the type of change that occurred from one set 
to the other.  The values are indicators in a sense that only comparisons among them 
convey meaning. Each specific indicator of SDI is a real number that its magnitude 
presents how far the distribution is relatively tilted and sign of the Indicator presents 
which side. To be more precise a larger value compare to a smaller value indicates a 
shift toward higher values, where a smaller SDI value presents frequencies that are 
tilted toward lower tile values. Each value may not convey all information concerning 
distribution by itself.  Anyhow they are only indicators and comparison conveys 
meaning. 

To have an appreciation of the method, the method is used on Physical Activity 
test which is an excellent example of these kinds of problems.  The use of regular data 
mining algorithms even though provide answers, the answers are not comprehensive 
in a way to convey knowledge concerning the data.  Thus, in this paper, first we will 
talk about Physical Activity dataset and its pre-processing.  Section 3 presents the 
Shape Distribution Indicator (SDI).  Section 4 presents ISDI which is an index to 
assess the quality of the SDI. Section 5 describes the experimental results and 
summary comes in section 6. 

2   Physical Activity Dataset and Its Pre-processing 

In this section we will talk about the data that we used in the analysis and the pre-
processing we performed on it.  The file Physical Activity dataset contained results of 
different Physical Activity tests on 960 Japanese aged over 70 years.  We used this 
dataset based on two reasons.  First, the data quality was much higher than regular 
datasets available since various quality control routines were performed on the 
dataset. Just to show an example, the missed or suspected values were measured again 
by asking the volunteers to return to the medical center and repeat the measurements. 
Secondly, other teams performed other tests on the same people. Thus results of 
examinations from other departments were also available so that interrelationship 
finding can be performed.   

Pre-processing of Physical Activity Dataset was mainly eliminating unrelated 
fields. The Physical Activity Dataset which originally had 64 fields was reduced 
based on detailed definition of the items from literature review and interviews.  The 
data consisted of some overall physical condition of the volunteer, the tests that were 
performed on him/her and, some extra information like the physician(s) who 
performed the tests and etc.   

Other items related to illnesses and “pain conditions at the test date” were also 
deleted.  These questions were asked in order to help the Physical Activity examiners 
to grab the physical status and eligibility of the subjects for Physical Activity 
measurement and not intended to be analyzed in the context of geriatric assessment. 
Of course some items related to the condition of measurement may be used to 
compensate or to adjust the measured values.   
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The remaining data consisted of the results of tests that were performed on the 
volunteers.  All these deletions were based on expert’s approval.  Due to space 
limitation, we will not go through details of the data.  The main characteristics of the 
items in file are as follows: 

1. The length that volunteers could reach in different positions. 
2. The time or number steps that it took them to perform a task. 

All parameters are numeric. Except ‘Risk to Fall’ which is presented by digits.  
Since all of items like Timed Up-and-Go Test (TUGT) were measured twice, average, 
maximum or minimum was used based on verification of the expert. 

3   Shape Distribution Indicator (SDI) 

Now, we present a novel quantitative approach that can explain the overall 
relationship between the values.  Due to quartile analysis of the each of the Physical 
Activity measures, the base distribution is a uniform distribution.  If a pattern exists 
among any of the two measures of the two categories, the ‘overall’ distribution of the 
Physical Activity measure with respect to desired symptom values should shift.  This 
constant movement from one quartile to another quartile, if exists, presents the pattern 
we are looking for.  To have a better understanding, refer to Tables 1 and 2. 

For different desired symptom values, this distribution spreads over different 
values.  In Tables 1 and 2, a Physical Activity test that contains four quartiles is 
considered against a symptom.  All quartiles exactly have the same overall frequency.  
In other words, the overall distribution is uniform for the Physical Activity test.  To 
consider relationship with a symptom, respective frequencies of Physical Activity 
quartiles will spread among different values of the symptom, (0 to 5).  In case there is 
a relationship (like in Table 1), as we move from the symptom values of 0 to five the 
distribution shifts from lower quartile values smoothly to higher values.  The shift 
indicates that there is dependency between the two and increase of one factor leads to 
increase or decrease of the other.  In contrast, in Table 2, there is no specific pattern 
among the distribution of Physical Activity quartiles with respect to symptom.  Thus 
no relationship exists. 

By SDI values, we would like to find an indicator to express how the shape of 
distribution is tilted.  To do so, we consider mean as a baseline.  Then we find the 
difference of each frequency from the mean.  Summation of weighted differences by the 
numerical values of its corresponding tile gives the number that represents how much 
and to which side the overall shape is tilted.  Since we are only looking for indicators 
and indicators are only used for comparison no need for normalization exists. 

To provide a clearer definition, consider A is a desired symptom and B is a result of 
a specific Physical Activity test after quartile.  When there is no relationship between 
A and B, distribution of B with respect to each specific value of A should not vary in a 
consistent way or the shape of distribution may stay the same. In contrast, when a 
relationship exists, the variation of distribution should follow a pattern.  To find the 
pattern, we should provide a quantitative way of explaining the distribution.  Then 
based on the change in the Indicator (constantly increasing or decreasing), we can say 
a pattern exists. If no consistent change or no change at all exists, then no relationship 
between the two exists. 
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In other words, consider in general A can have values A0, A1, …, An and  B is 
distributed among B1, B2, …, Bm.  At the same time fij is the number of samples for a 

specific i and j, where 0 ≤  i ≤  n, 1 ≤  j ≤  m, A is Ai and B is Bj.  In case of a 
relationship, the Indicator for distribution of fij’s for a specific value i when i changes 
from 0 to n should constantly increase or decrease.  To present the Indicator we have 

to consider for each specific Ai, in this study 
=

m

j
ijf

1
 is not only same, but also 

changes drastically. 
Now the problem is to find a Indicator to quantitatively present the frequency 

distribution for each specific Ai.  Since we are only interested on the change in the 
Indicator, we do not find a formula for the whole Indicator but what the Indicator 
depends on.   
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It just happens that SDIi can be also written as: 
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where  
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Even though there is no physical interpretation for it. The proof is written in 
Appendix. 

Since the method is not related to frequencies of each set of Ai, it can be used in 
situations where the distributions are not even, like ours.  Each SDIi gives a 
quantitative Indicator for the distribution.  Thus a pattern is nothing but a strict change 
through all the values of SDIi’s.  In other words, we should obtain all the values of SDIi 
for different i’s. If one of the below mentioned equalities hold, a relationship exists. 

     SDI0  < SDI1 < … <  SDIn (7) 

SDI0  > SDI1 > … >  SDIn  (8) 

Inequality (7) indicates a direct relationship.  That is, by increase in i, the distribution 
shifts from lower values of Bj to higher values of Bj.  As an example, in our case by 
increase in desired symptom values the distribution shifts to higher quartiles.  Or as 
symptoms get worse, the indicated Physical Activity becomes worse.  This kind of 
relation is of importance for Physical Activities that are measured in seconds.  Thus 
by increase in those we see an improvement.  Stated differently, for the cases like 
Max Speed that is measured in Seconds, any direct relationship with any desired 
symptom value will indicate that category of Physical Activity can improve the 
symptoms.  Thus by assigning that type of exercise we can reduce the symptoms.  For 
the measures that count steps, direct relationship may provide insight or it may be 
only an observation. 

In contrast, Inequality (8) presents a reverse relationship which by increase of i the 
distribution has a shift to lower values.  These kinds of relationships, for the measures 
that count steps, will provide an indicator that exercises of that category will reduce 
the symptoms.  The Physical Activity tests that are measured in seconds like TUGT 
will not give insight by this measure and is just an indication of status if lower time 
measures are considered better values.  

4   ISDI an Index for SDI 

An index will present the strength of the measure.  ISDIi or an Index for SDIi is used 
to measure the strength of relationships presented by SDI methodology in each layer 
(or each specific i).  It will be shown that for each layer ISDIi, 
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And total index ISDIi, 
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We use the sum of square errors in each layer of i and based on that, we define the 
index.  As can be seen SDIi is not independent of type of distribution Bj’s have.  
However, SDIi’s are compared together.  Thus, no needs to include factors that are 
purely depend on Bj’s distribution or values exist.  But to present distribution based on 
SDIi, we should multiply it by specific values that are dependent on distribution and 
specific values of Bj’s which would be a function purely based on Bj’s.  Considering 
two degrees of freedom to present the data distribution, we find SSE for fij’s of each i 
as follows: 
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Since we did not define a hard set of rules for enumerating Bj’s, 
( )mBBBf ,,, 21  is 

given to compensate the flexibility in Bj’s assignments. Ci is the second degree of 
freedom.  Expansion of the above given equation and substituting Ci with the value of: 
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we will obtain SSEi as Equation (13) where ISDIi is given in Equation (9): 
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Thus, the higher the index, the better the assumption.  It is important to note since 

assigning ( )mBBBf ,,, 21  were done arbitrary (and is same for all i in the 
experiments), the function does not play an important role in index and it is affecting 
all the analysis the same way.  A lot of ways exit that we can combine ISDIi for 
different i’s and come up with a more concrete index.  The method we used in our 
analysis was to consider the frequency as a weight for the index.  Thus, Equation (10) 
is the ISDI.  Definitely the higher the value of ISDI the more concrete the analysis 
was performed. 

5   Experimental Results 

Finding interrelationships between Physical Activity and other symptoms is in its 
infancy stage.  Since majority of Physical Activity tests were performed independent 
of other measurements or tests and the main objective of those tests were to assess the 
risk to fall of elderly, results of this kind of analysis are not abundant to make a cross-
checking analysis. 
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To evaluate our method we have tested our approach to find interrelationship 
between Physical Activity and IPSS (International Prostate Symptom Score) [11] 
symptoms in male volunteers.  IPSS is a symptom index of benign prostatic hyperplasia 
(BPH).  BPH is fundamentally a disease that causes morbidity through the urinary 
symptoms with which it is associated.  Due to popularity of BPH among old male 
population and costs associated with this disease, it is very important to prolong the 
increase of symptoms and if possible improve the symptoms. The index includes seven 
questions covering frequency, nocturia, weak urinary stream, hesitancy, intermittence, 
incomplete emptying and urgency with answers ranging from zero to five, where zero 
means no symptom and five indicates severe problem with the urinary symptom. 

Before presenting the results with our approach, we will give more descriptive 
reasons why Frequent Itemsets (FI) fail to provide appropriate answers.  We present 
the results of FI’s because they were the only set of algorithms that provided results.  
In this part, we only present FI that exist between Risk to fall, presented by R and 
Nocturia, represented by N.  By setting Sup=10%, the FI are presented in Table 3.  
Table 4 presents the results when Sup=3%.  Even though several FI were found and 
all of them are not statistically explainable, no specific knowledge is drawn from 
these Itemsets.  Thus now we explain our findings based on SDI. 

It is important to note, since the dataset we had was based on a social study on old 
Japanese aged over 70 years old who had no major illness, the number of volunteers 
with acute symptoms was rare.  

In order to overcome the problem of frequency and make the algorithm more 
robust, we ran the algorithm on frequencies of A0, A1, summation of A2 and A3 and 
summation of A4 and A5.  In other words, frequencies of IPSS values of 2 and 3 were 
grouped and considered as one category and frequencies of values of IPSS equal to 4 
and 5 were grouped and were considered as one category.  Even after this 
aggregation, most of the summed categories were still much less than 10% of the 
population.  It makes sense to consider more populated samples than solely relay on 
few numbers that existed in the high values of IPSS since these aggregates will 
dampen the huge effect of small variations in few data.  It is important to emphasis 
that the proposed method is not dependant on the percentage of the distribution 
among values; however, the summation will make the analysis more robust.  

Table 3. Part of Frequent Itemsets that have Nocturia and Risk to fall, Sup=10% 

R2=31.6% N1=37.4% N2,R4=12.8% N1,R2=15% 
R3=30% N2=32.1% N1,R3=13.5%  
R4= 37% N3=14.3% N2,R2=10.1%  

Table 4. Part of Frequent Itemsets that have Nocturia and Risk to fall, Sup=3% 

R2=31.6% N1=37.4% N2,R4=12.8% N1,R2=15% 
R3=30% N2=32.1% N1,R3=13.5% N0,R3=3.6% 
R4= 37% N3=14.3% N2,R2=10.1% N3,R3=3.4% 
N0,R4=3.6% N0=9.7% N0,R4=3.6% N2,R3=9.2% 
N3,R4=8.0% N0,R3=3.6% N0,R4=3.6%  
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In the male population, a relationship was found between Incontinence and 
Physical Activity tests that measure brisk walking.  Moreover, the algorithm showed 
males suffering form incontinent were walking more slowly at shorter steps than 
regular people.  However, we found no major interrelationship between Physical 
Activity and nocturia.  Even though a pattern between Urgency and Physical Activity 
was observed, the pattern was not interesting just descriptive.  In other words, the 
people who suffered from Urgency showed they are faster walkers.  A slight 
relationship between Functional reach category and hesitancy was observed.  Since 
the relationship was not very strong it was not regarded highly.  Weak stream had 
relationship with stretching, so it can be concluded that exercises that improve 
dynamic body balance can improve stream problems.  Frequency symptoms also 
become worse for people who are slow walkers.  Emptying symptom affects 
extension and Max Speed. 

The relation between incontinent and Physical Activity was very important for 
physicians.  Since, urine incontinence or unintended leak of urine makes patients 
embarrassed, and occasionally results in home-bound without going out of home.  
This relationship shows, appropriate amount of exercise not only keeps them fit but 
also can prevent the embarrassment they encounter due to incontinent.  

6   Summary 

This paper presents SDI (Shape Distribution Indicator) that can be deployed in 
situations where relationship between two variables, one having uniform distribution 
due to tile analysis and the other is distributed very unevenly is under investigation.  
SDI value quantitatively represents the distribution.  We presented some experimental 
results based on LUT and Physical Activity tests and found very useful relationships.  
Moreover, the robustness of the measure was provided by the ISDI index. 
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Appendix 

In this appendix we prove that cumulative sum of weighted difference of each 
frequency with respect to mean of frequencies is equal to summation of difference 
between assigned weights from their mean times frequencies. 
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Abstract. SharedPlans is an agent teamwork model that provides a formaliza-
tion of the conditions under which a group of agents has a collaborative plan.
This paper describes a general framework for implementing SharedPlans theory
that addresses the computational issues of team formation, group plan elabora-
tion and plan execution, involving coordination, communication and monitoring.
The framework includes a team-oriented programming language for specifying
recipes for SharedPlans, and an extension to a BDI architecture with several meta-
plans for interpreting the plan language. We indicate how the formal requirements
for the establishment of SharedPlans are fulfilled within the framework.

1 Introduction

Agent teamwork models have been shown to be suitable in a range of applications,
such as simulating air combat in a military training environment, Tidhar, Heinze and
Selvestrel [19], and investigating Robot-Agent-Person teams in rescue domains, Scerri
et al. [16]. Teamwork is characterized by a high degree of communication, collaboration
and cooperation. A team of agents not only work together to achieve common goals,
but maintain an ongoing commitment to the team, helping one another when necessary,
keeping others informed of relevant information, etc. In addition, agents working in
teams must maintain mutual beliefs about the world (beliefs not only about the world
but about other agents’ beliefs), joint goals (goals the team has collectively agreed to
adopt), and joint intentions (commitments not only to the agent’s own actions but to
those of the team). Underpinning this team behaviour must be mechanisms to support
team formation, communication between agents, synchronization and monitoring of the
execution of joint plans, and the fulfilment of obligations to inform the team of relevant
facts or notify the team when it is appropriate to abandon a team plan. Thus teamwork
applications are complex, both theoretically and computationally.

There is a substantial “gap” between theory and practice for computational mod-
els of teamwork. For example, the theory of joint intentions developed by Cohen and
Levesque [4] presents a formalization of joint persistent goals, goals such that all team
members have that goal, and in addition, a commitment that on dropping the goal, to
notify the other team members that the goal is no longer mutually held. This obligation
to inform others on abandoning the team goal captures only one basic computational
aspect of teamwork. The more complex theory of SharedPlans developed by Grosz and
Kraus [7] shows how structured team plans can be modelled. SharedPlans theory aims
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to formalize the conditions on the mental attitudes an agent must have to engage in
collaborative activities, similar to the approach of Bratman [2] in which cooperative
activity results from an interlocking set of intentions held by multiple agents. Shared-
Plans theory captures some complex constraints on the beliefs of agents participating
in a team, but does not address computational issues surrounding the formation and
execution of SharedPlans.

In contrast, existing computational approaches to teamwork, e.g. Tidhar [18], Kinny
et al. [11], Tambe [17], Pynadath et al. [13] and the JACKTeams model [10], are fo-
cused on the need for efficient architectures, languages and platforms for developing
applications, and are not well-motivated theoretically. This makes team-based applica-
tions built using those approaches difficult to understand. Hence we believe there is
a need for a more theoretically sound implementation of a teamwork model that also
addresses computational concerns.

In this paper, we present a general, flexible, approach to implementing the Shared-
Plans theory of Grosz and Kraus [7,8] using as a basis a PRS-type architecture, Rao and
Georgeff [14]. The approach, implemented using JACK Intelligent AgentsTM, allows
programmers to specify team plans that are executed using the standard BDI interpreter.
The approach addresses the computational concerns of team-oriented programming,
such as how agents in a team agree on the form and structure of the team, how they
synchronize their actions with one another, how and when they communicate with one
another, how they monitor the execution of their joint plans and activities, and how they
agree to abandon infeasible joint activities – in a manner consistent with SharedPlans
theory. Our framework thus goes much further than the work of Grosz and Kraus [8],
who describe an implementation of SharedPlans in a “Truckworld” environment, and
that of Grosz and Hunsberger [5], who propose a SharedPlans extension (unimple-
mented) to the IRMA architecture of Bratman, Israel and Pollack [3], as both these ap-
proaches present general-purpose algorithms, but which are domain independent only
for the formation of SharedPlans. The main contribution of our approach is a team-
oriented programming language for specifying team plans, and domain-independent
mechanisms, inherited from JACK, for SharedPlan execution and monitoring.

It should be noted that there are also several other implementations of SharedPlans.
These include an electronic commerce system, Hadad and Kraus [9], a collaborative
interface for distance learning (DIAL), Ortiz and Grosz [12], and a multi-agent system
for collaboration of heterogeneous groups of people and computer systems (GigAgent),
described in Grosz, Hunsberger and Kraus [6]. SharedPlans theory is also used as the
basis of the Collagen dialogue system, Rich and Sidner [15]. However, all these systems
are special-purpose implementations of the theory for specific problems and do not
provide a general implementation of SharedPlans, whereas our framework provides an
architecture for implementing SharedPlans independent of any specific application.

The remainder of this paper is organized as follows. Section 2 contains a summary of
the main definitions of SharedPlans theory. In Section 3, we present MIST, our frame-
work for implementing SharedPlans, describing the language for team-oriented pro-
gramming and the internal architecture of MIST agents. In Section 4, we indicate how
the basic definitions of SharedPlans theory are satisfied in MIST. Finally, we compare
MIST to other general team-oriented programming platforms.
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2 SharedPlans Theory

SharedPlans theory is a formalization of the mental attitudes of agents engaging in
group activities. In SharedPlans theory, a group of agents have a collaborative plan when
they each hold certain beliefs, desires and intentions. Thus the formalization attempts
to define some complex concepts, such as full SharedPlans and partial SharedPlans,
based on these basic mental attitudes. The formalization is given in first-order logic
enhanced with several primitive predicates, modal operators, meta-predicates and action
functions. Some axioms also govern the commitments and behaviour of agents. This
section provides a brief summary of the main definitions of SharedPlans theory.

SharedPlans theory distinguishes between two kinds of intentions: intentions to per-
form an action (IntTo) and intentions that a proposition holds (IntThat). An agent in-
tending to do an action must commit to doing that action, and must hold appropriate
beliefs about its ability to perform the action, Grosz, Hunsberger and Kraus [6]. Int-
That is used to represent an agent’s expectation that some proposition will hold or some
actions will be performed (possibly by other agents). An agent intending that a propo-
sition holds must be committed to doing what it can to help make the proposition hold.
However, unlike IntTo, with IntThat, it is not necessary for the agent to do or to be able
to do anything.

A group of agents are said to have a SharedPlan for doing an action if they mutu-
ally believe that all members of the group are committed to having the action done. In
addition, there exists a recipe such that the group mutually believe the need to perform
all subactions in the recipe. Furthermore, the group must mutually believe that every
subaction is catered for by a capable agent or subgroup of agents.

A more formal definition of a full SharedPlan, adapted from Grosz, Hunsberger and
Kraus [6], is as follows. Let FSP(Gr, α, Rα) denote that a group Gr has a full Shared-
Plan to do action α using recipe Rα. FSP(Gr, α, Rα) holds if and only if the following
conditions are satisfied:

1. Gr has a mutual belief that each member of Gr intend that Gr do α.
2. Gr has a mutual belief that Gr has a full recipe Rα for doing α.
3. For each subaction β in Rα, (i) there is an agent Aβ in Gr having an individual

plan or a subgroup Gr′ of Gr having a full SharedPlan to do β, (ii) Gr has a
mutual belief that Aβ /Gr′ has an individual plan/full SharedPlan to do β and is
able to do β – note that agents who are not members of Gr′ are not required to
know the recipe involved, and (iii) Gr has a mutual belief that each agent in Gr
intends that Aβ /Gr′ be able to do β.

Note that the theory is typically understood as providing conditions on the attribution
of SharedPlans to a group of agents at the time of plan formation. It is unclear what
SharedPlans a group of agents has during execution (e.g. whether they continue to have
the whole SharedPlan or only the part remaining to be executed). This is because the
notion of individual intention used in SharedPlans theory is not precisely defined (one
might go further, in that if the theory of Bratman [1] is followed, an agent would no
longer intend to do an action already completed; in such a case, the SharedPlans held
by the agents are constantly changing as execution proceeds).
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SharedPlans theory also provides a definition of a partial SharedPlan. Partial Shared-
Plans are plans in which the recipes for the actions might be incomplete or in which
some subactions have not been assigned to any agent or any subgroup of agents. In
the case of a partial SharedPlan, the group must have a full plan for elaboration of the
partial plan into a full plan.

A more formal definition of a partial SharedPlan (with the amendments to the full
SharedPlan definition highlighted) is as follows. Let PSP(Gr, α, Rα) denote that a
group Gr has a partial SharedPlan to do action α using recipe Rα. PSP(Gr, α, Rα)
holds if and only if the following conditions are satisfied:

1. Gr has a mutual belief that each member of Gr intend that Gr do α.
2. Gr has a mutual belief that Gr has a full recipe Rα for doing α or that Gr has a

partial recipe Rα that may be extended into a full recipe and a full SharedPlan for
selecting such an extended recipe.

3. For each subaction β in Rα, either (i) there is an agent Aβ in Gr having an indi-
vidual plan or a subgroup Gr′ of Gr having a partial SharedPlan to do β, (ii) Gr
has a mutual belief that Aβ /Gr′ has an individual plan/partial SharedPlan to do β
and is able to do β, and (iii) Gr has a mutual belief that each agent in Gr intends
that Aβ /Gr′ be able to do β, or (iv) Gr has a mutual belief that there is some agent
in Gr or subgroup Gr′′ of Gr that can do β and that there is a full SharedPlan to
select such an agent/subgroup.

The formalism of Grosz and Kraus [8] makes clearer some subtle points in the def-
inition, e.g. with “Gr′ is able to do β” each agent in Gr′ must know a recipe that the
group can use to do β (but the notion of group ability is not analysed any further),
hence with the corresponding mutual belief of Gr, each agent of Gr must believe, for
some candidate subgroup Gr′, that that subgroup can do β, but Gr need not know (at
the time of forming the partial SharedPlan) which subgroup Gr′ will be selected. Now
since SharedPlans theory is unclear about the SharedPlans held during plan execution,
it is not clear whether, at the time that Gr′ is selected, all agents in Gr are required
to know the identity of Gr′. However, we believe that this condition would need to be
satisfied in any practical implementation.

3 MIST: Minimal Infrastructure for SharedPlans Theory

This section describes MIST, our general implementation of SharedPlans theory using
the JACK agents platform. First, MIST provides a specification language for recipes;
recipes, once adopted by a group of agents that form the relevant beliefs and intentions
then become SharedPlans held by the group. Second, MIST extends the JACK archi-
tecture with particular JACK plans (from now on called processes to avoid confusion
with SharedPlans or domain plans) that embody the mechanisms for a group of agents
to form teams, settle on a team plan, then execute a team plan (each agent synchro-
nizing with and communicating relevant information to other agents in the team, while
monitoring events in the environment that affect the success or failure of the team plan).
MIST provides a generic platform for SharedPlans theory in that recipes are specified in
a general “team-oriented programming” language independent of the JACK plans used
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to form and execute SharedPlans (these JACK plans act more like meta-plans in taking
SharedPlans as arguments). In MIST, the JACK platform is used for the implementa-
tion of the individual agents, for event processing and inter-agent communication, and
to implement the MIST infrastructure processes for team plan formation and execution.
MIST agents also use the JACK plan library for representing individual agent plans.

3.1 Team-Oriented Programming in MIST

Each agent system contains a set of agents and their capabilities (actions that can be
executed by an agent). The main part of the agent is the recipe library. Each recipe is
a hierarchical plan, containing a list of subactions and a list of actions it supports (can
be used to fulfil). In addition, the recipe includes the interdependencies between sub-
actions. As in the approach of Kinny et al. [11], each recipe also contains information
about the roles in the recipe. Finally, each recipe contains a definition of its success and
failure conditions. Each recipe is of the following form.

recipe => supports-action1, ..., supports-actionn (1)
SUBACTIONS : subaction1, ..., subactionm (2)
SUCCEEDS WHEN : Dependency-Expression (3)
role :: subaction1, ..., subactionl (4)
subaction := Dependency-Expression (5)

The first three lines are followed by any number of lines of the format (4) or (5). A
line in format (4) gives a role name followed by the subactions carried out by agents in
filling that role. This use of roles provides a convenient way to express constraints that
some subactions must be performed by the same agent. A line in format (5) describes
the start condition for a subaction. The formula means that the subaction on the left
hand side should start when the conditions in the right hand side are met. The depen-
dency expressions on the right hand side can be any boolean combinations of atomic
conditions of the form Condition+Time, where an optional +Time is a numeric
offset and Condition is of the form Event (meaning successful termination of an
action or some condition in the world) or Event@FAILURE (meaning termination
of an action execution with failure). MIST uses communication between agents, where
possible, to synchronize execution using these conditions, so as to minimize the amount
of monitoring required of the individual agents (this communication is also minimized).

As an example, consider a scenario involving a team of three scouting helicopters
and an infantry platoon. The mission is to get the majority of the infantry platoon to the
battlefield; it is considered successful even if some scouting helicopters or individual
soldiers are shot down. The team can use a ScoutMoveRec recipe, defined as follows,
with Scouting2 as an alternative plan to be used when Scouting fails.

ScoutMoveRec => MoveToBattleField
SUBACTIONS : Scouting, Scouting2, Move, BuildBridge, PumpFuel
SUCCEEDS WHEN : Move
MainTroopRole :: Move, BuildBridge
ScoutingRole :: PumpFuel, Scouting
Move := BuildBridge+5 AND (Scouting OR Scouting2)
Scouting := PumpFuel AND Sunrise
Scouting2 := Scouting@FAILURE
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3.2 MIST Agent Architecture

The basis of MIST is an extension to JACK providing processes for team formation,
group plan elaboration and SharedPlan execution. There are four types of processes:
group-related elaborator processes (GREPs), group-related intention processes (GRIPs),
single-agent processes (SAPs) and permanent monitor processes (PMPs). GREPs and
GRIPs are responsible for coordinating group activities based on SharedPlans theory,
and are similar to the processes used in Grosz and Kraus [8] (in turn similar to the
algorithms of Kinny et al. [11]), while SAPs and PMPs are responsible for executing
domain specific actions. Figure 1 depicts the internal architecture of a MIST agent in
terms of the messages sent and received by the agent’s processes.
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Fig. 1. MIST Internal Agent Architecture

Team Formation: When a message is sent to an agent requesting it to execute a group
action, the agent invokes a GREP, which computes a list of all groups possibly able to
perform the action (based only on a predefined list of agent capabilities). From this list,
one group and a group leader are randomly chosen, and the GREP sends a message to
every agent in the chosen group asking them to execute the group action. From this time
onwards, the group leader is responsible for coordinating the group activities. If some
agents refuse to participate or fail to respond before the timeout, the leader broadcasts
termination messages. If the leader receives messages from every agent confirming their
commitment to the action, it broadcasts this information to every member and the team
is considered formed. Intuitively, the group now mutually believes that it is working
towards an intention to do the group action, though it is yet to commit to that intention
until a recipe for doing the group action is determined.

Group Plan Elaboration: GREPs are used for forming and elaborating group plans.
After a team is formed to execute a group action, GREPs are used to identify a recipe
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for the action. The team leader sends messages to each team member requesting them
to propose a recipe for the group action. The plan to execute the action fails if no replies
are received, otherwise the leader selects one of the proposed recipes and requests each
team member to commit to the chosen recipe. The recipe will only be adopted if all
agents respond with such a commitment, and in this case, the team leader informs each
team member of their commitment to the selected team plan.

The team leader now initiates a role assignment phase. The leader requests bids
from each team member concerning the roles in the recipe they are prepared to fill,
then computes a role assignment consistent with the bids. This does not guarantee the
SharedPlan is executable, so next the team leader proposes the role assignment to each
team member, requesting confirmation of the assigned role(s). The agent confirms only
if it believes the whole role assignment is feasible. Again, the group action fails if there
is no agreement on the role assignment. But if agreement is reached, intuitively the team
now has a mutual belief that they have an intention to do the group action and a recipe
for executing it (conditions (1) and (2) in the definition of a partial SharedPlan).

SharedPlan Execution: After a SharedPlan has been established, agents must fulfil
their allocated roles by executing their part of the team plan. For this purpose, GRIPs
are launched for each subaction in the plan. Moreover, as there might be interdependen-
cies between these subactions, the group action and environmental conditions, agents
need to keep track of these dependencies in order to execute their subactions at the ap-
propriate time. The GRIP that corresponds to the intention to execute α first waits for
the start condition of the super-action of α to be satisfied, then waits for the start con-
dition of α to be satisfied, then executes α, and finally notifies all agents that need to
know about the success or failure of α. Let us examine these steps in more detail. First,
since each GRIP must wait for the start condition of its super-action, rather than having
the GRIP itself monitor this condition, in MIST an agent relies on the team leader to
notify it when this condition is satisfied. The team leader therefore needs to monitor
this condition. Second, agents know the start conditions of their subactions by looking
at the containing recipe. Third, actions are executed by launching either a SAP, in the
case of an individual plan, or a GREP, in the case of a group action. Finally, the agents
needing to know about the status of α can be determined from the recipe and the assign-
ment of roles to agents. An agent only reports the execution result of an action to the
responsible agents of dependent actions. The responsible agent of a group action is the
team leader, and for an individual action is the agent executing the action. By using this
mechanism, agents in the team are able to synchronize their execution of the team plan
through communication, minimizing the individual monitoring done by each agent.

Permanent monitoring processes (PMPs) are domain-specific processes invoked only
once when the agent is created. PMPs constantly monitor the environment for events
the agent is currently interested in (determined from the agent’s belief set). If a PMP
detects such an event, it sends appropriate messages to the message receiver which
is responsible for invoking the relevant processes to handle the event, for example, to
execute an action. PMPs, therefore, can be used to initiate the whole process of team
formation, group plan elaboration and SharedPlan execution.
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4 Satisfying SharedPlans Theory

In this section, we discuss informally how MIST satisfies the requirements of Shared-
Plans theory in attributing a partial SharedPlan to a group of MIST agents – focusing
on the time at which a team plan is formed by the group as the standard case.

First note that though the basis of SharedPlans theory is mutual belief, the theory pro-
vides no indication of how mutual beliefs can be attained in practice. In MIST, agents
have beliefs annotated by a set of agent names, so each agent can explicitly represent
beliefs about other agents. The basic mechanism for a set of agents to reach mutual be-
lief is communication. Here we make some standard assumptions about the truthfulness
of agents and the reliability of the communication channel that guarantee that mutual
belief can be attained. More precisely, it is assumed that an agent will only send a mes-
sage that it believes α if it does believe α, and that any message sent will eventually be
received (correctly) by its recipients within a known finite amount of time.

The beliefs required by SharedPlans theory are not explicitly represented in MIST
agents, but instead are derived from their intention structures. In particular, a belief in
the intention to do α is attributed to a MIST agent if it contains GRIPs to execute its
part of a recipe Rα for doing α. The team formation and group elaboration procedures
described above result in each agent in the team instantiating appropriate GRIPs, and
moreover, each agent also knows that all agents in the team instantiate their appropri-
ate GRIPs. So the mutual beliefs for conditions (1) and (2) of the partial SharedPlans
definition obtain. For condition (2), it is also required that there be a mutual belief that
the recipe Rα, if partial, can be extended into a full recipe for α, and that there is a
full SharedPlan for selecting such an extended recipe. Here again, it is assumed that the
GREP for group elaboration provides a mutually known mechanism for extending and
selecting a full recipe for α extending Rα. However, note that MIST agents (like JACK
agents) do no computation to determine whether Rα can in fact be extended to a full
SharedPlan for α (doing so would require predicting the state of the world when Rα

needs to be extended), but simply accept this, which is sufficient for condition (2), since
SharedPlans theory requires only the belief that Rα can be extended to a full recipe.

Consider now condition (3) on partial SharedPlans. For individual actions, clauses
(i)–(iii) are satisfied, whereas for group actions, clause (iv) is satisfied. First, for an
individual action, the existence of a plan for the subaction follows from the role assign-
ment phase of the group plan elaboration procedure. Each agent is explicitly required
to check its assigned subactions against its capabilities, and only commit to the team
plan if there is no conflict (however, MIST agents, again as in JACK, do not look for
potential conflicts between different team plans). This procedure also establishes clause
(ii), mutual belief in the relevant agent having an appropriate recipe to fulfil its role(s)
in the team plan, and, in the case of group actions, clause (iv), however, only on the un-
derstanding that agents assume that for any group subaction β, a subsequently invoked
GREP (the mutually known mechanism) will succeed in elaborating that action into a
full SharedPlan for β. Clause (iii) involves IntThat. Here it is unclear what SharedPlans
theory formally requires (see the discussion in Grosz and Kraus [8]), but we take it that
any agent intends that the agent or group assigned to an action do that action. Appro-
priate communicative actions are included in the GRIPs for executing the SharedPlan
to enable synchronization of action execution and abandonment of the SharedPlan.
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Finally, note that although we have focused on the definitions of full and partial
SharedPlans, SharedPlans theory also includes “rationality axioms” about the agents,
such as that agents do not adopt conflicting intentions, Grosz and Kraus [7]. We have
made no attempt to satisfy these axioms, as this would require highly complex reasoning
by the agents that would at best undermine the efficiency of the computational model
of teamwork, or at worst be impossible to compute, especially as agents are typically
operating under a high degree of uncertainty in a dynamically changing environment.

5 Related Work

In this section, we discuss related general computational approaches to modelling team-
work and supporting team-based applications. First, Kinny et al. [11] presented a BDI-
style approach to representing and executing team plans, which introduced the use of
roles needed to be filled by the agents in a team. Synchronization amongst team mem-
bers occurs through rewriting the team plan to include communicative actions between
agents informing them when a synchronization point has been reached.

In the STEAM architecture, Tambe [17], each agent has a copy of a plan in which
certain steps are designated as team plans (requiring coordinated execution). For each
team plan, the team leader sends a synchronizing message to establish a joint persis-
tent goal. Once messages from each team member have been broadcast confirming the
establishment of the joint goal, execution can commence. Having the team plan as a
joint persistent goal places obligations on team members to inform the team when that
goal is dropped. The work of Pynadath et al. [13] extended STEAM to a more general
framework for team-oriented programming using TEAMCORE.

Finally, the JACKTeams model released as part of the JACK platform [10] presents
an extension of this approach, based on the work of Tidhar [18]. In the JACKTeams
framework, (software) team agents are treated on a par with individual agents in having
explicit team beliefs, goals and intentions. Team agent beliefs are both derived from, and
propagate to, the beliefs of the individual agents in the team, and the team agent medi-
ates the interaction between team members and acts as a central point of control. Thus
the agents in the team do not need to be aware of one another, whereas SharedPlans
theory requires teams with more autonomous agents which must know one another in
order to negotiate and participate in team activities.

6 Conclusion

In this paper, we presented a general framework for implementing the SharedPlans the-
ory of collaborative action, addressing computational issues such as team formation,
group plan elaboration, and SharedPlan execution, which involves communication, co-
ordination, synchronization and monitoring. The framework includes a team-oriented
programming language for the specification of recipes for SharedPlans, and uses the
JACK platform and BDI architecture for implementing the framework and interpreting
SharedPlans expressed in the recipe language. Our overall aim has been to develop a
generic computational teamwork model that is theoretically well-motivated and more
directly related to the supporting theory.
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5. Grosz, B.J. & Hunsberger, L. (2004) ‘The Dynamics of Intention in Collaborative Activity.’

Paper presented at the Conference on Collective Intentionalty IV, Siena, Oct, 2004.
6. Grosz, B.J., Hunsberger, L. & Kraus, S. (1999) ‘Planning and Acting Together.’ AI Magazine,

20(4), 23–34.
7. Grosz, B.J. & Kraus, S. (1996) ‘Collaborative Plans for Complex Group Action.’ Artificial

Intelligence, 86(2), 269–357.
8. Grosz, B.J. & Kraus, S. (1999) ‘The Evolution of SharedPlans.’ in Wooldridge, M. &

Rao, A.S. (Eds) Foundations of Rational Agency. Kluwer Academic Publishers, Dordrecht.
9. Hadad, M. & Kraus, S. (1999) ‘SharedPlans in Electronic Commerce.’ in Klusch, M. (Ed.)

Intelligent Information Agents. Springer-Verlag, Berlin.
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Abstract. In this paper, we generalize our formal approach to modelling PRS
agents away from PRS-specific assumptions to more general theories of rational-
ity, while not losing the concreteness of the connection between an agent’s mental
states and formal models, using three “puzzles” in the logic of intention to mo-
tivate our extended approach. We show how the theory can be used to represent
solutions to the puzzles and draw out insights into how agent architectures may
be extended to handle these more complex scenarios.

1 Introduction

In previous work, we developed formal models of a class of BDI agent architectures
based on PRS, Georgeff and Lansky [7]. We have developed an operational semantics
aiming to succinctly abstract the main properties of this family of architectures [16],
models of the “mental states” of agents based on this architecture [17], a formal deriva-
tion of some “rationality postulates” of those agents [18], extended the account to in-
corporate belief update and attempts [19], and examined model generation algorithms
for use in model checking for agents of this class [20]. The theory is based on a
logic, Agent Dynamic Logic (ADL), that combines elements from Computation Tree
Logic [6], Propositional Dynamic Logic [13], and BDI Logic [14]. The motivation of
all this work is to develop a logical framework that is at once rigorous in providing
formal notions of belief, desire and intention, yet which is also closely enough aligned
to the operational behaviour of this architecture to enable formal reasoning about the
behaviour of agents in this class.

Some aspects of this prior work are specific to the PRS architecture, and do not
extend to more general theories of rational agency. This has been deliberate, in order to
capture the behaviour of the PRS family in as concise a manner as possible. Two major
assumptions peculiar to PRS are (i) that the agent attempts to execute only one action
at a time, and (ii) that the agent selects a plan to fulfil an achievement goal only at the
time of executing that plan (at the latest possible moment). These assumptions reflect
more the simplicity of PRS and/or the characteristics of the environments in which PRS
agents are expected to operate, rather than general principles of rationality.

The main objective of this paper is to generalize the formal theory away from these
PRS-specific assumptions, while not losing the concreteness of the connection between
an agent’s mental states and formal models. To do this, we use as motivation three
puzzles in the logic of intention and action, two discussed extensively by Bratman [2]
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(a “Video Game” example and a “Strategic Bomber” example), and one presented here
derived from the Lottery Paradox. These examples highlight some of the complexities
of Bratman’s account which have not been captured in previous formal models of ratio-
nal agency. Our work is a step towards capturing these more complex properties.

One lesson from developing the formal models used in ADL is that the theory of
action modelling the dynamics of the environment must be clearly distinguished from
the beliefs of the agent, whereas in approaches such as Cohen and Levesque [4], the
theory of action is part of the agent’s beliefs. For PRS, these must be kept distinct
because the PRS agent does no reasoning about actions and plans except insofar as it
selects a plan from a given plan library to achieve some goal. Thus the theory of action
describes the agent’s behaviour, but is not part of the agent’s explicit beliefs. Bratman,
however, considers highly sophisticated rational agents who know their own theory of
action; nevertheless, this theory still needs to be distinguished from the beliefs of an
agent about the environment during the execution of some plan. Thus ADL uses two
modal operators to capture this distinction, a modal operator B for the agent’s beliefs,
and a modal operator A to capture the theory of action implicit in the formal models.

In ADL, the intentions of the agent are those actions the agent chooses from its plans
that eventually it will successfully perform, represented using a formula Iπ for a pro-
gram term π, and are relative to a situation, a state in a branching-time execution struc-
ture that includes accessibility relations for beliefs, alternative actual situations, and a
subworld relation denoting the successful executions of an action. The language of pro-
grams in ADL extends that for PDL in including special actions of the form achieve γ
where γ is a PC formula, and attempt π where π is a program term. The language also
includes test statements α? and program terms for conditional and iterative constructs,
defined as follows:

if α then π else ψ ≡ (α?;π) ∪ (¬α?; ψ)
while α do π ≡ (α?;π)∗;¬α?

The semantics of ADL is given in terms of computation trees, extending the approach
of Harel [8]. Union is defined in terms of “tree merging”, sequencing in terms of “tree
adjoining” and iteration in terms of the transitive closure of the sequencing operation.

The organization of this paper is as follows. We first describe the three “puzzles”
in the logic of intention that are addressed in this work, and then provide a critique
of earlier formal approaches to these problems (newly identifying shortcomings in that
earlier work). We then present definitions of ADL that extend the theory towards more
general models of rational agency, and indicate how the three puzzles are handled in the
framework. The exercise yields insights into how agent architectures may be extended
to handle these more complex scenarios.

2 Three Puzzles in the Logic of Intention

2.1 The “Package Deal” Problem: Strategic Bomber

The “package deal” problem, Bratman [2, Ch. 10], concerns the relationship between
choice and intention and the question of whether an agent intends the consequences of
its intended actions. The example discussed by Bratman compares a “Strategic Bomber”
with a “Terror Bomber”, both engaged in a war with the enemy.
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Terror Bomber plans to bomb a school in enemy territory, thereby killing the
children, and so to terrorize the enemy population. Strategic Bomber plans to
bomb a munitions plant, thereby undermining the enemy’s war effort. How-
ever, Strategic Bomber knows that the munitions plant is next to a school, and
by bombing the munitions plant, he will also kill the children. Strategic Bomber
has taken this into consideration in choosing his course of action. Does Strate-
gic Bomber intend to kill the children?

The problem arises because agents, in their reasoning about what to do, choose be-
tween alternative “scenarios”, sets of actions and their consequences taken into account
in their reasoning. So in particular, Strategic Bomber considers and deliberately chooses
to kill the children (as part of a larger scenario involving bombing the munitions plant).
So shouldn’t this mean that Strategic Bomber intends to kill the children? Bratman ar-
gues that it does not, essentially because “killing the children” does not play the three
characteristic functional roles of intention, e.g. the agent does not pursue means towards
killing the children (so would not plan to kill the children, for example, if they were
evacuated from the school). The question is how to capture these complex properties of
intentions in a formal model.

2.2 Motivational Potential: The “Video Game” Example

Bratman [1] uses the example of a video game to argue against what he calls the “Simple
View”, the view that if I do A intentionally then I intend to A. The argument hinges on
Bratman’s requirement for intentions to be strongly consistent, relative to the agent’s
beliefs, and hence the example provides support for this requirement.

Consider a video game, played with two hands, whose aim is to hit one of two
targets. A missile shot using the left hand heads towards one target; one shot
using the right towards another. The game ends when one of the targets is hit,
and it is impossible (and the agent knows this) to hit both targets simultane-
ously (in this case, the game shuts down just prior to this happening). A natural
strategy is for the agent to continually guide two missiles, one with each hand,
each towards the appropriate target, each trying to hit that target. Does the agent
intend to hit the targets?

The strong consistency requirement on beliefs and intentions is never defined pre-
cisely by Bratman; the closest statement approaching a definition is that an agent’s in-
tentions are strongly consistent relative to its beliefs when it is ‘possible for [its] plans
taken together to be successfully executed in a world in which [its] beliefs are true’,
Bratman [3, p. 19], though Bratman realizes that this is in need of further elaboration,
Bratman [2, p. 179, note 3].

Now given this requirement, in the video game example, the agent does not intend
to hit either target. Let the targets be target 1 and target 2. Then the two intentions, the
intention to hit target 1 and the intention to hit target 2, are not strongly consistent with
the belief that it is impossible to hit both target 1 and target 2. The question is that if
the agent does not intend to hit target 1 nor intend to hit target 2, what does the agent
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intend? Bratman [1] suggests a number of possibilities, such as the agent intends to
shoot at the targets, to try to hit the targets, to hit each target if it can, or to hit one of
the two targets. The questions for formal modelling are which of these is right and how
can the differences between them be captured.

2.3 Rational Belief and Intention: The Lottery Problem

The Lottery Paradox, usually attributed to Kyburg [10], is a problem about the rational-
ity of belief under uncertainty.

Consider a fair lottery with a million tickets and only one winning ticket. An
agent with one ticket has a very small chance of winning, hence it is rational
for the agent to believe that it will have a losing ticket. However, by similar
reasoning, it is rational for the agent to believe that any given ticket is a losing
ticket. But the agent also believes that there will be a winning ticket. So it seems
that the agent’s beliefs, each one of which is rational, are together inconsistent,
a clear violation of rationality.

The Lottery Paradox has been extensively discussed in the literature, and it is not
possible in this paper to survey all the proposed approaches. One reasonable way out of
this paradox, proposed by Pollock [12], is to deny that the agent is rational in believing it
has a losing ticket (Pollock treats this as a case of “collective defeat”, i.e. the collection
of equally supported beliefs that each ticket will not win, together with the belief that
one ticket will win, defeats the conclusion that any particular ticket will not win).

The Lottery Problem that I want to raise here is: is it possible for the agent to in-
tend to win the lottery, and further, if so, is the agent rational to so intend? After all,
if the agent is irrational in believing it will lose, the strong-consistency requirement
on intentions and beliefs does not block the (rational) agent’s intention to win the lot-
tery. But now the agent will start planning to win the lottery, planning what to do with
the money, etc., and this seems to be irrational behaviour. The problem is that Brat-
man’s theory seems to leave no room for the agent to intend and plan on the basis
of the likelihoods of achieving the intended outcomes, including extremely improba-
ble outcomes such as winning the lottery, and this, at root, is because beliefs are “flat
out”, not graded with any degree of certainty. The issue for formal modelling is how to
model the agent’s beliefs and intentions while respecting the answers given to the above
questions.

3 Critique of Previous Approaches

Despite the strong influence of Bratman’s work in the BDI agents literature, there have
been surprisingly few attempts to develop logics of belief, desire and intention. There
are, broadly speaking, two approaches to modelling intention, corresponding roughly
to Bratman’s “two faces” of intention. According to Bratman [1], intentions are Janus-
faced, looking to the present (in controlling action) and to the future (in planning).
In their future-directed aspect, actions of the agent are modelled as attempts with no
guarantee of success; viewed from the aspect of the (ongoing) present, the world is
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modelled as a sequence of states that actually occur, and intentions are incorporated
into such models. The approaches of Cohen and Levesque [4] and Wooldridge [21] are
of the latter type, taking as a starting point models of actions inspired by computational
logic; those of Rao and Georgeff [14,15] and Wobcke [17,19] are more oriented towards
the future-directed aspects (so notions of the agent’s possible actions and the failure of
an agent’s attempts are more pertinent in these approaches). However, the main diffi-
culty is to capture both present-directed and future-directed aspects of intention in one
formalism.

Perhaps the best known work is that of Cohen and Levesque [4], in which, rather than
formalizing intentions directly, intentions are reduced to persistent goals. Persistence
is related to Bratman’s notion of stability [2], but is much simpler, in referring only
to a temporal property. More precisely, an intention towards an action a to achieve
a goal p, relative to some condition q, is characterized, with respect to a state in a
sequence of states, as a persistent goal that the agent has that a be done and then p
hold immediately after believing that a will happen and then p hold. For a goal to be a
persistent goal (P-GOAL) relative to some condition q, the agent must believe the goal
does not currently hold, and have the goal and continue to have the goal until either
believing it to be achieved, believing it to be impossible or believing q to be false.

However, because the intentions of the agent are relative to a sequence of states
(world), the agent’s intentions can only be determined once it is known which world the
agent inhabits, as this will determine which goals persist. While in one sense, whether a
goal persists should depend on the world (e.g. a goal should be dropped if some adverse
circumstance in the world arises), in another sense the intentions of the agent should be
able to be related to the agent’s mental state at any point in time without reference to a
particular sequence of states, which is impossible with Cohen and Levesque’s theory as
intentions vary from world to world.

The problem can be illustrated with a simple counterexample. Suppose on Monday
at noon I decide on the goal of having lunch at the cafe, and I persist in having this goal
until I later have lunch at the cafe. Now on Tuesday at noon I decide exactly the same
thing, except on my way to the cafe I hear music and instead go to a nearby concert, and
have my lunch later at home. On Cohen and Levesque’s account, on Monday at noon
I had the P-GOAL (hence the intention) to have lunch at the cafe, while on Tuesday at
noon, I did not have this P-GOAL and intention (at no stage did I ever think it achieved
or infeasible to have lunch at the cafe, so the P-GOAL was only relative to the fact that
there was no concert). On the temporal understanding of “persistent goal” this is right:
as my behaviour showed, I was not really “committed” on Tuesday to having lunch
at the cafe, preferring instead the concert, but the problem is that, intuitively, there is
no difference between my mental states at noon on Monday and at noon on Tuesday
(recall I do not know about the concert on Tuesday until later), so why should I be
considered to have an intention (to have lunch at a cafe) on Monday that I don’t have
on Tuesday? The problem stems from the fact that the sequences of states in Cohen
and Levesque’s models represent courses of events of the actual world and the agent’s
beliefs and goals in the actual world, and not the possible actions the agent could or
would have performed in a range of “possible worlds”.
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Finally, in terms of addressing the logical properties of intentions, as Cohen and
Levesque themselves note, the approach of reducing intention to persistent goals is
problematic in that the logic of P-GOAL possesses the right properties for capturing the
side-effect free principle, that a rational agent need not intend the believed necessary
consequences (side-effects) of an intention, but ‘because of what [they] believe to be
the wrong reasons,’ Cohen and Levesque [4, p. 238].

Properly capturing the future-directed aspect of intention requires taking into ac-
count the nondeterminism of actions and the possibility of the agent’s attempts to fail.
An alternative approach more consistent with this aspect of intention was presented by
Rao and Georgeff [14,15], whose formalism is based on branching-time structures, in
which a situation (a state in a branching-time structure) can have multiple successor
situations determined by the different choices available to the agent. One other differ-
ence between this approach and Cohen and Levesque’s is that intention is treated as a
primitive concept.

Rao and Georgeff [15] explicitly address the side-effect problems using the Strate-
gic Bomber example, however in this formalism, “bombing the plant” and “killing the
children” are modelled as propositions, not actions. Thus it is open to Rao and Georgeff
to use standard devices in modal logic to ensure the desired conclusions, such as allow-
ing a possible world with a situation that satisfies “bombing the plant” but not “killing
the children”, and making such a situation goal and intention-accessible to a situation
modelling the state of the world, but not belief-accessible. However, the problem now
is how to relate those situations to the agent; such situations relate to the agent only
insofar as they satisfy (or not) the agents beliefs, goals and intentions, so this does not
(without further elaboration) provide any explanation of any underlying properties of
those beliefs, desires and intentions. The difficulty is that such a situation is not one
that can actually occur (that is, is not even a possible state the agent will consider or
encounter), so it is difficult to independently motivate the inclusion of such a situation
in a model of the agent’s reasoning or behaviour.

The formalism of Rao and Georgeff [14] is more complicated, despite appearing
earlier. In this model, “transitions” between situations in branching-time structures are
labelled with events, for each transition at most one event that either succeeds or “fails”.
The aim is to capture the attempts of an agent, which may succeed or fail; note that a
failed event labelling a transition refers to the action the agent was trying to do, not to
what actually happened as the result of that failed attempt. In any case, it is not clear
under this approach how the side-effect free principles for actions, in particular for the
Strategic Bomber example, should be modelled. Presumably “bombing the plant” and
“killing the children” are events, but the restriction in the models to at most one success-
ful or failed event per transition means that the relation between actions of killing the
children by bombing the plant cannot be modelled, as properly this requires modelling
two actions using the one transition (treating “killing the children” as a proposition
holding at situations would not work in general). Moreover, as Strategic Bomber suc-
ceeds in killing the children (though that was not his intention), even allowing multiple
successful events per transition does not solve the problem, because there would still
need to be a way to differentiate those successful events the agent intended from those
it did not (c.f. the motivational potential of the intention, Bratman [2, Ch. 8]).



An Analysis of Three Puzzles in the Logic of Intention 409

In earlier work, Wobcke [17,19], motivated by these problems, we developed a
logic called Agent Dynamic Logic (ADL), in which possible worlds corresponded to
branching-time execution structures of an agent program, and in which intentions re-
ferred to actions successfully performed by the agent. In Wobcke [18], we showed how
to automatically derive various logical properties of intention. However, the definitions
there were too strong, for, while intention satisfied the side-effect free principle, in that
an agent intending to bomb the plant did not intend to kill the children, it was not pos-
sible to model an agent that did intend actions that are consequences of its intended
actions, so the agent which intended both to bomb the plant and kill the children could
not be modelled. More formally, the formula Iπ∧ I(π∪ψ) was not satisfied unless π∪ψ
was the same action as π (when π is an action, π ∪ψ subsumes π and can be viewed as
a consequence of π). The basic reason for this is that the definitions assumed, as in Rao
and Georgeff [14], that only one primitive action could be attempted by the agent in any
one situation (as is the case for typical BDI agents, though see Pollack [11]). That this
assumption is too strong can be seen by looking at an example of action specialization.
Suppose there are two equally desirable plans with the postcondition of being in San
Francisco, the “Buridan” case discussed by Bratman [2, p. 11]. On the earlier defini-
tions, an agent intending to execute one of the plans could not also intend to achieve
being in San Francisco. This works for PRS agents, which select a plan to achieve a goal
only at the time of execution. However, this will not work for planning agents in gen-
eral, and so won’t adequately cope with the Strategic Bomber example where reasoning
and plan selection precede execution.

4 Modelling the Examples

The original semantics of action in ADL was based on execution structures, which pro-
vided, for each program term π in the language, a computation tree Rπ with each
node corresponding to a state of the environment together with some associated set
of belief-alternative states, defined by an accessibility relation B. Branching in execu-
tion structures corresponded to nondeterminism in the execution of actions. With each
mental state of the agent was associated a PRS-interpretation, also an execution struc-
ture (modelling the possible executions of the current set of plans of the PRS agent),
with in addition, a subworld relation I defining the successful action executions (those
achieving the postcondition) and an accessibility relation A giving the “actual alterna-
tive” situations, those situations that the agent could be in given its past history, starting
from some initial state of the environment and partially executing plans and making
observations. An agent was defined to have an intention to do an action π in a situation
σ in an execution structure if for any A-related situation σ′ of σ, some initial part of the
execution structure emanating from σ′ was isomorphic to the execution structure in Rπ

whose root had the same environment state and set of belief-alternatives as σ′.
However, as discussed above, this definition is too strong, as it embodies an assump-

tion, acceptable for PRS, that only one atomic action is attempted at any point in time. To
properly model the examples, in particular Strategic Bomber where two actions (“bomb-
ing the plant” and “killing the children”) are performed with the same behaviour, as also
studied by Israel, Perry and Tutiya [9], we need to modify the definitions as follows. An
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agent is now defined to have an intention to do an action π in a situation σ in an exe-
cution structure if for any A-related situation σ′ of σ, some initial part of the execution
structure emanating from σ′ is isomorphic to a subworld of the execution structure in
Rπ whose root has the same environment state and set of belief-alternatives as σ′. This
definition makes valid the formula Iπ ⇒ I(π ∪ ψ), so care must be taken to interpret
formulae such as I(π ∪ψ), which no longer mean an agent has a choice between π and
ψ (it being satisfied, for example, if the agent already intends π).

4.1 Video Game

In the Video Game example, the agent cannot both intend to hit target 1 and intend to hit
target 2. However, what the agent does intend depends, we believe, on the exact strategy
adopted. The program language in ADL allows the expression of a number of strate-
gies. Perhaps the most natural strategy is that the agent intends to repeatedly guide the
relevant missiles (m1 and m2) towards targets 1 and 2 (t1 and t2) until either is hit, ex-
pressed as the program ‘repeat attempt (guide(m1, t1)∪ guide(m2, t2)) until (hit(t1)
∨hit(t2))’. Here “guiding a missile towards a target’ is understood as an action that suc-
ceeds iff the missile is directed towards the target, but which may also fail (otherwise);
in both cases, the agent continues executing the plan. The expression guide(m1, t1) ∪
guide(m2, t2) here means that the agent has a choice between guiding m1 to t1 and m2
to t2, which is needed because ADL does not model the execution of two actions simul-
taneously. Thus what differentiates this example from the normal cases of intention is
that the intended action is a complex program, consisting of a variety of constituent ac-
tions (e.g. to guide a missile to target 1 or target 2), and the intention is directed towards
an attempt to perform the complex program, not towards the component actions. Thus,
returning to Bratman’s suggestions, under this strategy, the agent (i) does not intend to
shoot at the targets (if this is equivalent to guide(m1, t1) ∪ guide(m2, t2)), since the
agent only intends to attempt this (though repeatedly), (ii) does not intend (merely) to
try to hit the targets (attempt achieve(hit(t1) ∨ hit(t2))), since (iii) does intend to hit
one of the targets (achieve (hit(t1) ∨ hit(t2))), assuming the complex program is a
plan for its achievement. The language of ADL provides no way to express conditional
intentions of the form to “hit each target if it can”.

4.2 Strategic Bomber

To correctly model the Strategic Bomber, and to handle the side-effect free principle for
actions, the action of “bombing the plant” cannot be subsumed by “killing the children”.
But there is no transition on states of the environment for “bombing the plant” in which
the children are not also killed. To model this scenario, we therefore make use of the
idea that agents “keep track” of the intended effects of their actions, as discussed in
Bratman [2, p. 159]. Tracking is handled in ADL through modelling the agent’s changes
of belief as the result of observations associated with the agent’s chosen actions. In the
case of Strategic Bomber, we can define the observation associated with “bombing the
plant” to include the issue of whether the plant is destroyed, but not to include the issue
of whether the children are killed. In this way, there will be a transition on situations for
“bombing the plant”, corresponding to a successful execution (hence is intended), that
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is not also a transition for “killing the children” (a transition resulting in the same state
of the environment but differing in the agent’s beliefs), so that “bombing the plant” is
not subsumed by “killing the children”, and the agent intending the former is not forced
to intend the latter. However, the malicious Strategic Bomber, who does intend to kill
the children, can also be modelled, as the observation associated with “bombing the
plant” for him will include the issue of whether the children are killed, so for him, the
action of “bombing the plant” is subsumed by “killing the children”, and the intention
to bomb the plant implies the intention to kill the children.

4.3 Lottery Problem

As far as the logic of intention in ADL is concerned, there is no reason to prefer a mod-
elling where the agent can intend, or cannot intend, to win the lottery, since ADL does
not deal in probabilities and utilities. However, for the formal semantics to intuitively
represent the agent’s reasoning and behaviour, there is strong reason to prefer a model
in which the agent cannot intend to win the lottery. Moreover, this is preferred if we
also understand Bratman’s role of intention in “controlling the conduct” of the agent to
mean, not just that an intention to A leads to the agent trying to A, but that normally the
agent is expected to succeed in that execution, as is required for the intention to be used
reliably in coordinating the agent’s activities. Hence the simple solution to the problem
is to model the agent as intending to attempt to win the lottery, by choosing a plan, such
as “buy ticket”, whose postcondition is having a ticket, with the possible side-effect of
winning the lottery.

This solution suggests a simple extension to standard BDI architectures, which typ-
ically include plans whose postconditions are both the success conditions on their exe-
cution and the motivation for their consideration. The example suggests differentiating
these two functions, reserving the postcondition for the success condition (here having
a ticket), and providing the plan with an additional goal (here winning the lottery). As
in the Video Game example, the unusual aspect of this situation is that the agent’s in-
tention is merely an attempt whose success falls outside the agent’s control; thus the
situation is similar to that of speech acts, as discussed by Cohen and Levesque [5],
where a speech act such as a ‘request’ is modelled as an attempt (to get the hearer to
perform some action). Again, the agent needs to adopt a plan whose postcondition is the
successful execution of the attempt and whose goal is the further perlocutionary effect.
So this mechanism would enable a plan-based approach to communication via speech
acts to be incorporated into a BDI architecture.

5 Conclusion

Motivated by three examples from the literature on rational agency and intention, we
generalized our earlier approach to modelling BDI agents away from PRS-specific as-
sumptions, whilst maintaining the close correspondence between an agent’s internal
states and the formal models. We showed how a modification to the formal theory en-
abled the examples to be modelled, in particular by (i) allowing more than one action to
be performed with the same behaviour, and (ii) including a notion of goals which may
be indirect effects of plans in BDI agent architectures.
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Abstract. We propose that the key to building intelligent negotiating
agents is to take an agent’s historic observations as primitive, to model
that agent’s changing uncertainty in that information, and to use that
model as the foundation for the agent’s reasoning. We describe an agent
architecture, with an attendant theory, that is based on that model. In
this approach, the utility of contracts, and the trust and reliability of a
trading partner are intermediate concepts that an agent may estimate
from its information model. This enables us to describe intelligent agents
that are not necessarily utility optimisers, that value information as a
commodity, and that build relationships with other agents through the
trusted exchange of information as well as contracts.

1 Introduction

The potential value of the e-business market — including e-procurement — is
enormous. Given that motivation and the current state of technical development
it is surprising that a comparatively small amount of automated negotiation is
presently deployed.1 Technologies that support automated negotiation include
multiagent systems [1] and virtual institutions [2], game theory and decision
theory.

Game theory tells an agent what to do, and what outcome to expect, in many
well-known negotiation situations [3], but these strategies and expectations are
derived from assumptions about the agent’s preferences and about the prefer-
ences of the opponent. One-to-one negotiation is generally known as bargaining
[4] — it is the natural negotiation form when the negotiation object comprises a
number of issues. For example, in bargaining over the supply of steel issues could
include: the quantity of the steel, the quality of the steel, the delivery schedule,
the settlement schedule and, of course, the price. Beyond bargaining there is a
wealth of material on the theory of auctions [5] for one-to-many negotiation,
and exchanges for many-to-many negotiation. Fundamental to this analysis is
the central role of the utility function, and the notion of rational behaviour by
which an agent aims to optimise its utility, when it is able to do so, and to
optimise its expected utility otherwise.

1 Auction bots such as those on eBay, and automated auction houses do a useful job,
but do not automate negotiation in the sense described here.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 413–422, 2006.
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We propose that utility functions, or preference orderings, are often not known
with certainty; further, the uncertainty that underpins them is typically in a state
of flux. We propose that the key to building intelligent negotiating agents is to
take an agent’s historic observations as primitive, to model that agent’s changing
uncertainty in that information, and to use that model as the foundation for
the agent’s reasoning. We call such agents information-based agents. In Sec. 2
we describe these agents. Sec. 3 relates commitments made to their eventual
execution, this leads to a formalisation of trust. Strategies for information-based
agents are discussed in Sec. 4.

2 The Architecture of Information-Based Agents

The architecture of our information-based agent is shown in Fig. 1. The agent
begins to function in response to a percept (received message) that expresses a
need N ∈ N . A need can be either exogenous (typically, the agent receives a
message from another agent {Ω1, . . . , Ωo}), or endogenous. The agent has a set
of pre-specified goals (or desires), G ∈ G, from which one or more is selected to
satisfy its perceived needs. Each of these goals is associated with one or more
plans, s ∈ S. This is consistent with the BDI model [1], and we do not detail
these aspects here. The agent in Fig. 1 also interacts with information sources
{θ1, . . . , θt} that in our experiments2 include unstructured data mining and text
mining ‘bots’ that retrieve information from the agent market-place and from
general news sources.

Finally the agent in Fig. 1 inter-

Agent

Information
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Institution

Agent

Other

agents

Principal

1, . . , t 1
, . . , 

X N

GG

s  S

M Z

z

Js( )

Y  t I

Fig. 1. Agent architecture

acts with an ‘Institution Agent’, ξ,
that reports honestly and promptly
on the fulfilment of contracts. The
Institution Agent is a conceptual de-
vice to prevent the requirement for
agents to have ‘eyes’ and effectors.
For example, if agent Π wishes to
give an object Y to agent Ωk then
this is achieved by Π sending a mes-
sage to ξ requesting the transfer of
the ownership of Y from Π to Ωk,
once this is done, ξ sends a mes-
sage to Ωk advising him that he now
owns Y . Given such an Institution
Agent, agents can negotiate and
evaluate trade by simply sending and
receiving messages.

Π has two languages: C andL.L is a first-order language for internal representa-
tion — precisely, it is a first-order language with sentence probabilities optionally
attached to each sentence representing Π ’s epistemic belief in the validity of that
sentence. C is an illocutionary-based language for communication [6]. Messages
2 http://e-markets.org.au
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expressed in C from {θi} and {Ωi} are received, time-stamped, source-stamped
and placed in an in-box X . The illocutionary particles in C are:

– Offer(Π, Ωk, δ). Agent Π offers agent Ωk a contract δ = (π,ϕ) with action
commitments π ∈ L for Π and ϕ ∈ L for Ωk.
– Accept(Π, Ωk, δ). Agent Π accepts agent Ωk’s previously offered contract δ.
– Reject(Π, Ωk, δ[, info]). Agent Π rejects agent Ωk’s previously offered contract
δ. Optionally, information info ∈ L explaining the reason for the rejection can
be given.
– Withdraw(Π, Ωk[, info]). Agent Π breaks down negotiation with Ωk. Extra
info ∈ L justifying the withdrawal may be given.
– Inform(Π, Ωk, info). Agent Π informs Ωk about info ∈ L and commits to the
truth of info.
– Reward(Π, Ωk, δ, φ[, info]). Intended to make the opponent accept a proposal
with the promise of a future compensation. Agent Π offers agent Ωk a contract
δ. In case Ωk accepts the proposal, Π commits to make φ ∈ L true. The intended
meaning is that Π believes that worlds in which φ is true are somehow desired by
Ωk. Optionally, additional information in support of the contract can be given.
– Threat(Π, Ωk, δ, φ, [info]) Intended to make the opponent accept a proposal
with the menace of some sort of retaliation. Agent Π offers agent Ωk a contract
δ. In case Ωk does not accept the proposal, Π commits to make φ ∈ L true. The
intended meaning is that Π believes that worlds in which φ is true are somehow
not desired by Ωk. Optionally, additional information in support of the contract
can be given.
– Appeal(Π, Ωk, δ, info) Intended to make the opponent accept a proposal as a
consequence of the belief update that the accompanying information might bring
about. Agent Π offers agent Ωk a contract δ, and passes information in support
of the contract.

The accompanying information, info, can be of two basic types: (i) referring to
the process (plan) used by an agent to solve a problem, or (ii) data (beliefs) of the
agent including preferences. When building relationships, agents will therefore
try to influence the opponent by changing their processes (plans) or by providing
new data.

2.1 World Model

Everything that Π has at its disposal is derived from the messages in the in-
box X . As messages age, the degree of belief that Π associates with them will
decrease. We call this information integrity decay. A factor in the integrity of a
message will be the reliability of the source. This subjective decay is a feature
of the agent, and agents will differ in their subjective estimates.

Each plan is driven by its expectations of the state of the world, and by the
states of the other agents. These states will generally be quite numerous, and
so we assume that at any time the agent’s active plans will form expectations
of certain features only, where each feature will be in one of a finite number of
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states3. Suppose that there are m such features, introduce m random variables,
{Xi}m

i=1. Each value, xi,j , of the i’th random variable, Xi, denotes that the i’th
feature is in the j’th perceivable state, or possible world, of that feature.

The messages in X are then translated using an import function I into sen-
tences expressed in L that have integrity decay functions (usually of time) at-
tached to each sentence, they are stored in a repository Yt. And that is all that
happens until Π triggers a goal.

In general Π will be uncertain of the current state of each feature. Π ’s world
model, M ∈ M, consists of probability distributions over each of these random
variables. If these m features are independent then the overall uncertainty, or
entropy, of Π ’s world model is: H

t(M) = −
∑m

i=1 E(ln Pt(Xi)). The general idea
is that if Π receives new information then the overall uncertainty of the world
model is expected to decrease, but if Π receives no new information then it is
expected to increase.

2.2 Reasoning

Consider first what happens if Π receives no new information. Each distribution,
Pt(Xi), is associated with a decay limit distribution, D(Xi), that represents the
expected limit state of the i’th feature in the absence of any observations of the
state of that feature: limt→∞ Pt(Xi) = D(Xi). For example, if the i’th feature
is whether it is raining in Sydney, and xi,1 means “it is raining in Sydney” and
xi,2 means “it is not raining in Sydney” — then if Π believes that it rains in
Sydney 5% of the time: D(Xi) = (0.05, 0.95). If Π has no background knowledge
about D(Xi) then the decay limit distribution is the maximum entropy, “flat”,
distribution. In the absence of incoming information, P(Xi) decays by:

P
t+1(Xi) = Δi(D(Xi), Pt(Xi))

where Δi is the decay function for the i’th feature satisfying the property that
limt→∞ Pt(Xi) = D(Xi). For example, Δi could be linear:

P
t+1(Xi) = (1 − νi)D(Xi) + νi × P

t(Xi) (1)

where νi < 1 is the decay rate for the i’th feature. Either the decay function or
the decay limit distribution could also be a function of time: Δt

i and Dt(Xi).
If Π receives a message expressed in C then it will be transformed by inference

rules into statements expressed in L. We introduce this procedure with an exam-
ple. Preference information is a statement by an agent that it prefers one class of
contracts to another where contracts may be multi-issue. Preference illocutions
may refer to particular issues within contracts — e.g. “I prefer red to yellow”,
or to combinations of issues — e.g. “I prefer a car with a five year warranty
to the same car than costs 15% less with a two year warranty”. An agent will
find it useful to estimate which contract under consideration is favoured most
by the opponent. Preference information can assist with this estimation as the
3 We thus exclude the possibility of continuous variables.
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following example shows. Suppose Π receives preference information from Ωk

through an Inform(Ωk, Π, info) illocution: info = “for contracts with property
Q1 or property Q2, the probability that the contract Ωk prefers most will have
property Q1 is z” — the ontology in C is assumed to contain an illocutionary
particle that can express this statement. What happens next will depend on
Π ’s plans. Suppose that Π has an active plan s ∈ S that calls for the proba-
bility distribution Pt(Favour(Ωk, Π, δ)) ∈ M over all δ, where Favour(Ωk, Π, δ)
means that “δ is the contract that Ωk prefers most from Π”. Suppose Π has a
prior distribution q = (q1, . . . ) for Pt(Favour(·)). Then s will require an infer-
ence rule: JFavour

s (info) that is the following linear constraint on the posterior
Pt(Favour(Ωk, Π, δ)) distribution:

z =

∑
δ:Q1(δ) pδ(∑

δ:Q1(δ) pδ

)
+
(∑

δ:Q2(δ) pδ

)
−
(∑

δ:Q1∧Q2(δ) pδ

) (2)

and is determined by the principle of minimum relative entropy — a form of
Bayesian inference that is convenient when the data is sparse [7] — as described
generally below. The inference rule JFavour

s (·) infers a constraint on a distribu-
tion in M from an illocution expressed in C. Inferences of this sort are necessary
for Π to operate, but their validity is a personal matter for Π to assume.

Now, more generally, suppose that Π receives a percept μ from agent Ωk at
time t. Suppose that this percept states that something is so with probability
z, and suppose that Π attaches an epistemic belief probability R

t(Π, Ωk,μ) to
μ. Π ’s set of active plans will have a set of model building functions, Js(·), such
that JXi

s (μ) is a set of linear constraints on the posterior distribution for Xi

where the prior distribution is Pt(Xi) = q. Let p = (p1, . . . ) be the distribution
with minimum relative entropy with respect to q: p = arg minp

∑
j pj log pj

qj
that

satisfies the constraints JXi
s (μ). Then let r be the distribution:

r = R
t(Π, Ωk,μ) × p + (1 − R

t(Π, Ωk,μ)) × q

and then for a small time step δt let:

P
t+δt(Xi) =

{
r if K(r‖D(Xi)) > K(Pt(Xi)‖D(Xi))
q otherwise

(3)

where K(x‖y) =
∑

j xj ln xj

yj
is the Kullback-Leibler distance between two prob-

ability distributions x and y. The idea in Eqn. 3 is that the vector r will only
update Pt(Xi) if it contains more information with respect to the decay limit
distribution than the prior q. Then combining Eqn. 3 with Eqn. 1 let:

P
t+1(Xi) = (1 − νi)D(Xi) + νi × P

t+δt(Xi) (4)

and note that this procedure has dealt with integrity decay, and with two prob-
abilities: first, the probability z in the percept μ, and second the epistemic belief
probability R

t(Π, Ωk,μ) that Π attached to μ. Given a probability distribution
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q, the minimum relative entropy distribution p = (p1, . . . , pI) subject to a set
of J linear constraints g = {gj(p) = aj · p − cj = 0}, j = 1, . . . , J (that must
include the constraint

∑
i pi − 1 = 0) is: p = arg minp

∑
j pj log pj

qj
. This may be

calculated by introducing Lagrange multipliers λ: L(p, λ) =
∑

j pj log pj

qj
+λ ·g.

Minimising L, { ∂L
∂λj

= gj(p) = 0}, j = 1, . . . , J is the set of given constraints g,
and a solution to ∂L

∂pi
= 0, i = 1, . . . , I leads eventually to p.

2.3 Estimating Rt(Π, Ωk, μ)

Π attaches an epistemic belief probability R
t(Π, Ωk,μ) to each message μ. A

historic estimate of Rt(Π, Ωk,μ) may be obtained by measuring the ‘difference’
between commitment and execution. Π ’s plans will have constructed a set of
distributions. We measure this ‘difference’ as the error in the effect that μ has on
each of Π ’s distributions. Suppose that μ is received from agent Ωk at time u and
is verified at some later time t. For example, μ could be a chunk of information:
“the interest rate will rise by 0.5% next week”, and suppose that the interest
rate actually rises by 0.25% — represent what the message should have been μ′.
What does all this tell agent Π about agent Ωk’s reliability? Consider one of
Π ’s distributions for X that is qu at time u. Let pu

μ be the posterior minimum
relative entropy distribution subject to the constraint JX

s (μ), and let pu
μ′ be that

distribution subject to JX
s (μ′). We now estimate what Ru(Π, Ωk,μ) should have

been in the light of knowing now, at time t, that μ should have been μ′.
The idea of Eqn. 3, is that the current value of Rt(Π, Ωk,μ) should be such

that, on average, pu
μ will be “close to” pu

μ′ when we eventually discover μ′ — no
matter whether or not μ was used to update the distribution for X , as determined
by the acceptability test in Eqn. 3 at time u. The observed reliability for μ and
distribution X , Rt

X(Π, Ωk,μ)|μ′, on the basis of the verification of μ with μ′, is
the value of r that minimises the Kullback-Leibler distance:

R
t
X(Π, Ωk,μ)|μ′ = argmin

r
K(r · pu

μ + (1 − r) · qu‖pu
μ′)

If X(μ) is the set of distributions that μ affects, then the overall observed relia-
bility on the basis of the verification of μ with μ′ is:

R
t(Π, Ωk,μ)|μ′ = 1 − ( max

X∈X(μ)
|1 − R

t
X(Π, Ωk,μ)|μ′|)

Then for each ontological context oj , at time t when μ has been verified with μ′:

R
t+1(Π, Ωk, oj)=(1 − ν) × R

t(Π, Ωk, oj) + ν × R
t(Π, Ωk,μ)|μ′ × Sim(oj ,O(μ))

where Sim measures the semantic distance between two sections of the ontology,
and ν is the learning rate. Over time, Π notes the ontological context of the
various μ received from Ωk, and over the various ontological contexts calculates
the relative frequency, Pt(oj), of these contexts, oj = O(μ). This leads to an
overall expectation of the reliability that agent Π has for agent Ωk:

R
t(Π, Ωk) =

∑
j

P
t(oj) × R

t(Π, Ωk, oj)
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3 Commitment and Execution

The interaction between agents Π and Ωk will eventually lead to some sort of
contract : δ = (π,ϕ) where π is Π ’s commitment and ϕ is Ωk’s commitment.
No matter what these commitments are, Π will be interested in any variation
between Ωk’s commitment, ϕ, and what actually happens, the execution, ϕ′.
The form of this commitment could be a promise to deliver goods, or abide by
certain trading terms that extend over a period of time, or that some information
that may, or may not, prove to be correct. We denote the relationship between
commitment and execution, P

t(Execute(ϕ′)|Commit(ϕ)) simply as Pt(ϕ′|ϕ). In
general we assume that such commitment and execution takes place in the con-
text of a relationship ρ between Π and Ωk.

Beliefs ‘evaporate’ as time goes by. If we don’t keep an ongoing relationship,
we become unsure how trustworthy a trading partner is. This decay is what
justifies a continuous relationship between agents. The conditional probabilities,
P

t(ϕ′|ϕ), should tend to ignorance as represented by the decay limit distribu-
tion d = {di}. If we have the set of observations Φ = {ϕ1,ϕ2, . . . ,ϕn} then
complete ignorance of the opponent’s expected behaviour means that given the
opponent commits to ϕ, the conditional probability for each observable out-
come ϕ′ becomes di = 1

n , but Π may have background beliefs about Ωk’s
decay limit distribution. This natural decay of belief is offset by new obser-
vations. We define the evolution of the probability distribution as: Pt+1(ϕ′|ϕ) =(
(1 − ν) · d + ν · P

t
+(ϕ′|ϕ)

)
, where ν ∈ [0, 1] is the learning rate, and P

t
+(ϕ′|ϕ)

represents the posterior distribution for (ϕ′|ϕ) given an observed contract exe-
cution as the following shows.

Suppose that Π has a business relationship ρ with agent Ωk, that Ωk commits
to ϕ, and this commitment is sound. The material value of ϕ to ρ will depend
on the future use that Π makes of it, and that is unlikely to be known. So Π
estimates the value of ϕ to the relationship ρ he has with Ωk using a probability
distribution (p1, . . . , pn) over a relationship evaluation space E = (e1, . . . , en)
that could range from “that is what I expect from the perfect trading partner”
to “it is totally useless” — E may contain hard or fuzzy values. pi = wi(ρ,ϕ)
is the probability that ei is the correct evaluation of the enactment ϕ in the
context of relationship ρ, and w : L × L → [0, 1]n is the evaluation function.

Let (ϕ1, . . . ,ϕm) be the set of possible contract executions in some order.
Then for a given ϕk, (Pt(ϕ1|ϕk), . . . , Pt(ϕm|ϕk)) is the prior distribution of
Π ’s estimate of what will actually occur if Ωk committed to ϕk occurring and
w(ρ,ϕk) = (w1(ρ,ϕk), . . . ,wn(ρ,ϕk)) is Π ’s evaluation over E with respect to
the relationship ρ of Ωk’s commitment ϕk. Π ’s expected evaluation of what will
occur given that Ωk has committed to ϕk occurring is:

wexp(ρ,ϕk) =

⎛⎝ m∑
j=1

P
t(ϕj |ϕk) · w1(ρ,ϕj), . . . ,

m∑
j=1

P
t(ϕj |ϕk) · wn(ρ,ϕj)

⎞⎠ .

Now suppose that Π observes the event (φ′|φ) in another relationship ρ′ also
with agent Ωk. Eg: Π may buy wine and cheese from the same supplier.
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Π may wish to revise the prior estimate wexp(ρ,ϕk) in the light of the ob-
servation (φ′|φ) to:

(wrev(ρ,ϕk) | (ϕ′|ϕ)) = g(wexp(ρ,ϕk), w(ρ′,ϕ), w(ρ′,ϕ′), ρ, ρ′,ϕ,ϕ,ϕ′),

for some function g — the idea being, for example, that if the commitment,
ϕ, concerning the purchase of cheese, ρ′, was not kept then Π ’s expectation
that the commitment, ϕ, concerning the purchase of wine, ρ, will not be kept
should increase. We estimate the posterior Pt

+(ϕ′|ϕ) by applying the principle of
minimum relative entropy:

(
Pt

+(ϕj |ϕ)
)m

j=1 = argminp

∑m
i=1 pi log pi

Pt(ϕi|ϕ) where
p = (pj)m

j=1, satisfies the n constraints:

m∑
j=1

pj · wi(ρ,ϕj) = gi(wexp(ρ,ϕk), w(ρ′,ϕ), w(ρ′,ϕ′), ρ, ρ′, φ,ϕ,ϕ′)

for i = 1, . . . ,n. This is a set of n linear equations in m unknowns, and so the
calculation of the minimum relative entropy distribution may be impossible if
n > m. In this case, we take only the m equations for which the change from the
prior to the posterior value is greatest. That is, we attempt to select the most
significant factors.

Consider a distribution of expected fulfilment of commitments that represent
Π ’s “ideal” for a relationship with Ωk, in the sense that it is the best that
Π could reasonably expect Ωk to do. This distribution will be a function of
Ωk, Π ’s history with Ωk, anything else that Π believes about Ωk, and general
environmental information including time — denote all of this by e, then we have
Pt

I(ϕ
′|ϕ, e). For example, if Π considers that it is unacceptable for the execution

ϕ′ to be less preferred than the commitment ϕ then Pt
I(ϕ

′|ϕ, e) will only be
non-zero for those ϕ′ that Π prefers to ϕ. The distribution Pt

I(·) represents
what Π expects, or hopes, Ωk will do. Trust is the relative entropy between this
ideal distribution, Pt

I(ϕ
′|ϕ, e), and the distribution of the observation of fulfilled

commitments, Pt(ϕ′|ϕ). That is:

Trust(Π, Ωk,ϕ) = 1 −
∑
ϕ′

P
t
I(ϕ

′|ϕ, e) log
Pt

I(ϕ
′|ϕ, e)

Pt(ϕ′|ϕ)
(5)

where the “1” is an arbitrarily chosen constant being the maximum value that
trust may have. This equation defines trust for one, single commitment ϕ — for
example, my trust in my butcher if he commits to provide me with a 10% discount
for the rest of the year. It makes sense to aggregate these values over a class of
commitments, say over those ϕ that are subtypes of a particular relationship ρ,
that is ϕ ≤ ρ. In this way we measure the trust that I have in my butcher in
relation to the commitments he makes for red meat generally:

Trust(Π, Ωk, ρ) = 1 −
∑

ϕ:ϕ≤ρ P
t(ϕ)

[∑
ϕ′ P

t
I(ϕ

′|ϕ, e) log P
t
I(ϕ′|ϕ,e)
Pt(ϕ′|ϕ)

]
∑

ϕ:ϕ≤ρ Pt(ϕ)
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where Pt(ϕ) is a probability distribution over the space of commitments that
the next commitment Ωk will make to Π is ϕ. Similarly, for an overall estimate
of Π ’s trust in Ωk:

Trust(Π, Ωk) = 1 −
∑
ϕ

P
t(ϕ)

⎡⎣∑
ϕ′

P
t
I(ϕ

′|ϕ, e) log
Pt

I(ϕ
′|ϕ, e)

Pt(ϕ′|ϕ)

⎤⎦
4 Strategies

An agent requires strategies for deciding who to interact with, and for decid-
ing how to manage interaction using the language C. In C as defined in Sec. 2,
contracts may be for a single trade, or may encapsulate an on-going trading
relationship. Interaction is normally bound by an interaction protocol that mod-
erates the interaction sequence, and so may limit the range of model building
functions, Js(·). Consider the protocol in which statements in C are exchanged
between pairs of agents, and Offer(·) statements are binding until countered, or
until one of the pair issues a Quit(·). That is, an agent would only enter into a
negotiation — ie: offer exchange — if it were prepared to commit. To manage
this protocol, agent Π requires the following probability estimates in M where
Π is bargaining with opponent Ωk, in satisfaction of some need N ∈ N :

1. Pt(val(Π, Ωk, N, δ) = vi) — for any deal, δ, the probability distribution over
some valuation space {vi} that measures how “good” the deal δ is to Π .

2. Pt(acc(Π, Ωk, δ)) — for any deal, δ, the probability that Ωk would accept δ.
3. Pt(conv(Π, Ωk, Δ)) — for any sequence of offer-exchanges, Δ, the probability

that that sequence will converge to an acceptable deal.
4. Pt(trade(Π, Ωk, oj) = ui) — for an ontological context oj , the probability

distribution over some valuation space {ui} that measures how “good” Ωk

is as a trading partner to Π for deals in ontological context oj .

The estimation of these distributions has been described previously [8]. Π ’s strat-
egy determines how it uses these distributions. An approach to issue-tradeoffs is
described in [9]. That strategy attempts to make an acceptable offer by “walk-
ing round” the iso-curve of Π ’s previous offer (that has, say, an acceptability of
α) towards Ωk’s subsequent counter offer. In terms of the machinery described
here: arg maxδ{ Pt(acc(Π, Ωk, δ)) | Et(val(Π, Ωk, N, δ)) ≈ α }. By including the
“information dimension” Π can implement strategies that go beyond utilitar-
ian thinking. Π evaluates every illocution for its utilitarian value, and for its
value as information. For example, the equitable information revelation strategy
[8] responds to a message μ with a message that gives the recipient expected
information gain similar to that which μ gave to Π ; these responses are also
“reasonable” from a utilitarian point of view. An information-based agent eval-
uates all exchanges in terms of both their estimated utilitarian value, and their
information value.

Estimations of trust — Sec. 3 — may be used to select a trading partner. One
interesting question is to determine a set of partners to maintain for deals from
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a particular section of the ontology — this is a question of risk management.
Having identified such a set, the agent then has to decide which one of these
partners to use for the next negotiation. A nice strategy is to choose the partner
with a probability equal to the probability that they are the best choice — as
determined by trust, or some other means.

An information-based agent additionally requires strategies to manage the
exchange of information, and to be strategic in their information acquisition.
This includes strategies for dealing with the information sources {θ1, . . . , θt},
which becomes interesting if those sources are not always available, charge a fee,
or take some time to deliver. This also includes strategies for the acquisition
of information by both covert and overt strategic interaction with other agents
{Ω1, . . . , Ωo}. These information strategies are the subject of current research.

5 Conclusion

We do not claim that this is the end of the matter in deploying automated nego-
tiators, and the approach described here has yet to be trialed extensively. But we
do maintain the strategic apparatus of intelligent negotiating agents should in-
clude the intelligent use of information. We have proposed a theoretical basis for
managing information in the context of competitive interaction, and have shown
how that theory may be computed by an intelligent agent. Information theory
provides the theoretical underpinning that enables such an informed agent to
value, manage and exchange her information intelligently.
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Abstract. Negotiation is typically the way in which real world multi-
issue commercial contracts are resolved and signed. The automation of
negotiation in the B2B context has the potential to revolutionise trade.
Intelligent agents have been proposed as the software architecture for au-
tomating negotiation. Goals are important based on the notion from [1]
that an agent which focuses on negotiating by interests or goals rather
than positions may increase the quality of agreement, and the speed of
reaching the agreement. This paper presents work towards goal based
negotiation that extends an information theoretical framework for au-
tomating negotiation using maximum entropy inference with linear infor-
mation constraints. We place goals in terms of the information inference
model, with a view towards goal based argumentation.

1 Introduction

Negotiation is defined as a process whereby two (or more) individuals with con-
flicting interests reach a mutually beneficial agreement on a set of issues. The
parties may attempt to cooperate in order to achieve this agreement despite
having conflicting interests. The way they do this is to make proposals, offer
concessions, and trade views [2]. Up to a certain point determined by individual
preferences, each individual is willing to give up ground on particular issues to
reach this agreement.

E-commerce trade is one situation where intelligent agents have been applied
to automate negotiation. Agents act on behalf of humans in order to conduct
commerce trade automatically over the Internet. In game theoretical approaches
to automated negotiation, preferences and interests are represented in the form
of a utility function. Utility encapsulates an agents preference over the set of
possible agreements. However, there are two observed difficulties with respect
to a utilitarian approach to automating negotiation with agents on behalf of
humans. It is these two difficulties that inspire further research.

The first observed difficulty that has been frequently identified is that instilling
an agent with a utility function is difficult and unrealistic compared to what
happens in the real world [3]. Humans have great trouble knowing their utility,
and consequently, instilling an agent with this utility function is also difficult.
Additionally, in maximising expected utility, an agent estimates a probability
distribution inference model over outcomes based on information received from
the environment. Information however, may be volatile and in a continual state
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of decay, changing the shape of the probability distribution. It has been argued
by [4][5] that catering for volatility of information and changing distribution
models is crucial to being able to negotiate successfully.

The second observed difficulty is based on the general observation which fol-
lows the argument from [1]: by focusing on interests or goals rather than posi-
tions, it may be possible to reach agreements faster, and with a higher quality.
However, there is currently no model for automated negotiation which represents
an agent’s interests and accounts for an agent’s information distribution model.

An information theoretical model for negotiation[4] aims to estimate for a
set of possible negotiation outcomes, the likelihood of each outcome being true.
The way this is done is with maximum entropy inference with linear constraints.
The linear constraints are specified in terms of decaying integrity estimates for
information the agent believes at a particular point in time. By using maximum
entropy, the distribution model is maximally non-committal with regards to
missing information.

The two above mentioned difficulties inspire this paper towards developing a
model for integrating goals into an information theoretical model for automated
negotiation. We proposed a goal based model which extends the information
theoretical model for negotiation. An agent estimates goal probabilities which
are sensitive to decaying information. Additionally, the model may be extended
towards goal sharing with argumentation.

This paper is organised as follows. Section 2 defines goals in terms of negoti-
ating intelligent agents. Section 3 outlines an approach for incorporating goals
into an information theoretical framework for negotiation from [5][4].

2 Arguing for Goals in Negotiation

The main premise of this paper lies in the observation that negotiation, for
instance in e-commerce trade, is primarily a goal oriented process. A proponent
identifies a set of needs that requires fulfilment by way of the trade of a particular
item. The proponent identifies a set of goals that will fulfill the needs. These goals
are used to both guild the negotiation process and determine how successful the
proponent was in fulfilling his/her needs. These goals differ in type, and somehow
guide the proponent’s actions.

We argue that intelligent agents that automatically negotiate on behalf of
humans for the trade of items over the Internet should also adopt some form of
goal based approach for a number of reasons. Firstly, an explicit representation
of goals in negotiation allows an agent to identify what a successful negotiation
is. For instance, an agent that satisfies all of its goals by the conclusion of a
negotiation may be determined as being completely successful. It also may not
necessarily be important to the agent that all the goals are achieved, so long
as a few key goals are satisfied (“I really need to buy this fridge within my
budget, with high energy efficiency being very important, but not essential”).
In this case, it is partially successful. Secondly, by explicitly representing goals
it becomes possible to negotiate by focusing on interests instead of positions[1].
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Exchanging goals during the course of a negotiation enables the possibility to
reach agreements quicker and with outcomes closer to what is needed. Further-
more, argumentation about goals may also be incorporated into the negotiation.

We make the distinction in this paper between three types of goals. The first is
the primary trading goal. This goal type is a principle reason that the agent initi-
ates a negotiation. The trading goal(s) prompts the agent to negotiate for trade
such that by the conclusion of the negotiation, the trading goal(s) are fulfilled.
For example, an agent may adopt the primary goal to buy a fridge. Additionally,
the agent may adopt a trading goal to improve a business relationship.

The second type of goal is the resource-based goal. Resource based goals deter-
mine to what extent the agent is able to concede in terms of resources. An agent
has a set of resources to negotiate with, and may attempt to make other traders
commit to giving a certain amount of resources in return. Traditionally, an agent
has a preference structure over resources which identifies to a certain degree what
quantity/quality of a resource is preferred over other quantities/qualities. In this
respect it is possible to view resource based goals as a strong type of preference
relation. For instance, an agent has a preference relation over money where it
prefers spending less money than more but may spend more if circumstances
allow, and additionally, has a budget of only $X to spend, which is the upper
limit for the spending. Throughout this paper we make the distinction between
preferences and resource goals and identify a distinct boundary.

Finally, the third type of goal is the attribute goal. Attribute goals are goals
on the quantity/quality of the attributes of the item which is to be traded. In
certain situations, an agent knows what type of item it wants, but does not know
precisely which item. It also knows particular attributes of the type of item which
are important to it. For instance, an agent is unsure of what fridge to purchase,
though it maintains that the fridge must be highly energy efficient and be of a
particular size. Attribute goals are the quantity/quality of an attribute that the
item must possess if the agent is agree to a trade. In a sense, attribute goals
generalise the type of item to be traded. Attribute goals differ from resource
based goals since the former is limited to the objective availability of types of
items satisfying the attributes quantity/quality, where as the latter may be a
subjective formulation over resources available to trade for a specific item.

3 Goals and Information in Negotiation

We formalise our approach to incorporating goals in the negotiation. An informa-
tion theoretical framework for agent based negotiation[4] forms the base within
which goals are defined. The reader is referred to [4][5] for a proper treatment.

Let α and β be two agents willing to negotiate with each other for the exchange
of some item, item. The agents each have a knowledge base K and a belief set
B containing statements in first order predicate logic form. K contains logic
statements which are true that represent all that the agent knows about the
world. B contains logic statements b ∈ B which are given a sentence probability
B(b) ∈ [0, 1] that represents the degree of belief in the truth of that statement.
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β has an item and α wishes to acquire one somehow. α wants to negotiate a
contract δ = (Γα,Γβ) whereby if α agrees to a set of terms Γα and β agrees to
some other set of terms, Γβ, α will acquire item. The set of all possible contracts
is the deal space, V . The agent assumes V is finite. An issue in a negotiation is
an attribute of the contract. The domain of an issue is the set of possible values
that an attribute may have. The tuple ((jα1, jα2, . . . , jαm), (jβ1, jβ2, . . . , jβn))
represents the issues that α and β are responsible for. Let Dj be the domain of
issue j. For example, an agent may determine for an issue price a domain set
Dprice = {$5.6, $5.7, $5.8}, and so forth. For all domains of each issue, the set
of possible contracts is defined as V ⊆ {(x, y)|x ∈ Djα1 × Djα2 × . . .×Djαm , y ∈
Djβ1 × Djβ2 × . . .× Djβn

}. A possible contract is some δ ∈ V . When an offer is
accepted, {acc(δ)} ∪ K. When negotiation breaks down, {bd} ∪ K.

An agent describes a probability distribution(s) over the set of possible out-
comes. This distribution model(s) represents the likelihoods of particular out-
comes being true by the conclusion of the negotiation. An agent may know its
utility function, in which case it may estimate expected utility as a combination
of the utility and probability of each outcome being true. The concern of the
information theoretic approach is the role that information plays in shaping the
probability distribution. The approach that it takes is to use maximum entropy
with random worlds described here. A random world for K is a probability dis-
tribution Wa = {pi} over V , which expresses the agents belief that a particular
world is the actual world. M = {Wa} is the agent’s world model.

Information is used to constrain the construction of the probability distribu-
tions in M. For some information type a, the agent uses information of this
type to constrain the construction of a distribution Wa. The agent determines
what type of information it is interested in. For instance, it may be interested in
information about a market price, and not in the weather tomorrow. We use two
types of information here — self-valuation information, and opponent accept-
ability information. Self-valuation information is information the agent believes
about what is likely to be the most acceptable contract for itself. For α, we will
refer to information of this type with the predicate symbol ‘Acceptα’. Opponent
acceptability information is information the agent receives about what is most
likely to be the most acceptable contract for the opponent. For α, we will refer
to information of this type with the predicate symbol ‘Acceptβ ’.

Information that is sent to the agent is stored as a belief in B with an associ-
ated sentence probability B(b). For example, if α receives an offer of δ from β and
α estimates β tells the truth 90% of the time, α may store the belief ‘Acceptβ(δ)’
with B(Acceptβ(δ)) = 0.9. Given information that the agent believes, the agent
may construct the distribution Wa that is the least biased distribution with
regards to information it doesn’t know. The way this is done, is with maxi-
mum entropy. Traditionally, the entropy of a discrete random variable X with
probability mass function {pi} is defined:

H(X) = −
∑

n

pn log pn
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where pn ≥ 0 and
∑

n pn = 1. Let Wa be the “maximum entropy probabil-
ity distribution over V that is consistent with B”. That is, given some beliefs
of a particular information type a, the maximum entropy distribution is the
construction of the random world probability distribution which is “maximally
non-committal with regards to missing information”. The distribution is con-
structed using the same technique as for the maximum likelihood problem for
the Gibbs distribution – the reader is referred to [5][4] for a proper treatment.

In the following section, we extend this information theoretic framework to
include goals as a kind of strong preference statement, which reflects what an
agent needs to achieve out of a negotiation, and reflects on negotiation as a goal
oriented process.

3.1 Representing Goal Types

The goals for an agent at a given point in time determine what they need to
achieve in the future. We limit the discussion to goals which are directly related
to a negotiation situation. Let G be the set of negotiation goals that an agent
manages. G ⊆ GOALS, the set of all goals that an agent has at time t. We
refer to negotiation goals here as just ‘goals’. An agent has a partial ordering of
goals. This represents the notion that an agent views that some goals are more
important than other goals, though may not necessarily be the case for all goals.
The ordering of goals is represented by the ordering relation >G over G which
is both irreflexive and transitive. The ordering of goals generalises the notion
of motivation — an agent is said to be more motivated to satisfy g ∈ G than
g′ ∈ G iff g >G g′. This does not mean that an agent in a negotiation wants to
satisfy g instead of g′, but rather, the agent wishes to satisfy both, with g taking
on a marginally greater importance to the agent. When g and g′ are equally
motivated, it is possible to say g ∼G g′, where ∼G is reflexive, symmetric, and
transitive. For the time being, we can assume that all goals are equally important
— that is, ∀g,g′∈G(g ∼G g′).

A goal takes the form of a tuple (p, f, C, r) where p is a predicate statement
of the first order type, f is a goal statement evaluation which determines how
the goal is evaluated, C provides the set of conditions which determine when
the goal is evaluated, and r is the present state of the goal. G contains goals
of this type. An agent with a goal of this form constantly evaluates its actions
against f to maintain goal consistency such that it does not end up violating the
goal when the conditions C occur. The occurrence of C is taken here to mean
a certain state of K or B, however can be extended to involve a more temporal
conditions. By default until the event C occurs, r is UNKN. When C occurs,
the evaluation on f results in the update of r where r is SUCC iff f is true ,
FAIL iff f is false. In the discussion of goals, we refer to the p, f, C, or r of a
goal g with the symbol � (for instance, f � g reads “the statement evaluation f
of goal g”, r � g reads “the present state r of goal g”).

An example of a goal might be agent α has a budget of $250 to spend. By
the conclusion of a negotiation whereby a trade was agreed, α must satisfy
not having agreed to spend greater than $250. This is represented by the tuple
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(budget(250), (jprice ∈ δ, jprice < $250), {∃acc(δ)∈K∨∃bd∈K}, UNKN ). The goal is
evaluated when a contract is accepted or a breakdown occurs. If the negotiation
ends in breakdown, then this goal ultimately fails.

We now define three differing types of goals as identified earlier. Let Gt ⊆ G be
the set of primary trading goals. A primary trading goal is one which exists prior
to the negotiation and motivates an agent to negotiate for trade. The default pri-
mary trading goal here is the e-commerce goal to buy or sell an item (depending
on the agent’s perspective) — buy(item) or sell(item). For instance, α’s de-
fault set of primary trading goals is Gt,α = {(buy(item), (∃acc(δ)∈K), {∃acc(δ)∈K∨
∃bd∈K},UNKN )}. α is successful for buy(item) when a deal δ is agreed upon at
the conclusion of a negotiation (i.e., ∃acc(δ)∈K holds true). It is important to
note that the success of each g ∈ Gt may not depend on an agreement of δ. For
example, suppose that an agent comes to the negotiation table with the intention
of discovering or confirming information about competitors as well as striking
a deal. The agent may achieve the negotiation goal by the conclusion, regard-
less of agreement, in which case the negotiation may still be viewed as partially
successful. Argumentation in negotiation [6] certainly lends itself to these type
of goals. For the time being however, we limit this discussion to buy(item) and
sell(item) as possible primary trading goals — which is to say, only goals that
are evaluated on the existence of a deal or breakdown.

LetGr ⊂ G be the set of resource goals. An agent maintains knowledge about a
set of resources in K, however, for the purpose of the negotiation, may have a set
of goals which limit the amount of resources the agent is able to negotiate with
or wants to receive from the other trading agent. Resource goals directly relate
to issues in negotiation — that is, an issue may be a resource to be negotiated
for. The agent specifies resource goals with the aim of coming to an agreement on
issues in δ which stay inline with the resource goal specifications. For instance,
the goal to maintain a budget of spending no more than $250 identified earlier
is a resource goal when the issue is money. Another example is for the case
α wants to get a warrantee equal to or over 2 years for the purchase of item:
(warrantee(2), (jwarr ∈ δ, jwarr ≥ 2), {∃acc(δ)∈K ∨ ∃bd∈K}, UNKN).

Let Gm ⊂ G be the set of attribute goals. An attribute goal is defined as the
quality/quantity of an attribute of an item-type which is required by the agent. In
a negotiation, an agent can negotiate for the purchase of a general type of item by
negotiating across item attributes. For instance, α may negotiate with β for the
purchase of a fridge. α does not know much about fridges, but knows that the fridge
must be a minimum 4 star energy efficient and of a particular size. The options of
fridges available which suit the attribute goals are limited by what stock β has.
Precisely how α proceeds to select the fridge to purchase whilst keeping in line
with the attribute goals depends on the negotiation protocol ([2] for more details).

Issue goals are goals that an agent wishes to achieve for the issues in the
negotiation. The set of issue goals that an agent has is equivalent to Gr∪Gm. An
agent may have k issues, however the cardinality of |Gr ∪Gm| ≤ k. Generally, an
agent requires that (∀g∈Gr∪Gm , f � g is true for j ∈ δ) prior to an opposing
trader agreeing to δ.



Towards Goals in Informed Agent Negotiation 429

ThesetsofgoalsGt,Gr, andGm arepartitionsofG.That is,Gt∩Gr∩Gm = {Ø}.
Additionally, all goals identified here are internal to a trading agent. They are
internal from the perspective that they represent only what the agent needs to
achieve in the negotiation and directly restrict and guide the agents behaviour.
An agent only knows its own goals, and makes no assumptions about what other
agent’s goals are. Argumentation makes goal sharing possible, in which case an
agent not only knows its own setG, butmay also know some of all of another agent’s
goal set, e.g. Gβ . This is not explored here, and for now we assume the agent only
knows its internal goals.

3.2 Goals and Acceptability

The internal goals that an agent has affects what an agent finds acceptable
in a negotiation. Given that goals are a kind of hard preference, we integrate
goals in the form of hard linear constraints upon which the maximum entropy
distributions are constructed.

An agents possible deal set, V , is internally restricted in some sense by goals.
We define this restriction by G on the set of random worlds Wa. Because G rep-
resents an agents own goals, the restriction on Wa occurs for only information
that are self valuation information types. Here, we only consider the self valua-
tion that α has on itself, ‘Acceptα’. Thus, α attempts to estimate the random
world distribution WAcceptα given both G and B constraints.

A g ∈ G enforces a linear constraint if and only if f � g is an issue-based
evaluation statement. In this model, the set Gr ∪Gm satisfies this feature. The
set Wa is internally restricted by a goal constraint for g ∈ Gr ∪Gm of the form:

∀v∈V
∑

n

{pn ∈ Wa : f � g is false for vn} = 0

That is to say, the random worlds distribution for a consistent with Gr ∪Gm

is the set of worlds where PWa(v) = 0. Why are the probabilities zero? In the
case of goals, an agent that knows its goals does not want to violate the goals.
Goals represent what an agent needs to achieve from the negotiation as a kind of
minimal mark. The maximum entropy inference operates over the set of possible
deals which do not violate the goals.

An example illustrates the above. α intends to purchase a seconds goods fridge
from β. In this situation, α knows precisely the fridge model wanted, however
does not know what price nor how many days it will take to be delivered —
these are the two negotiation issues. α has a budget of $200 which it does not
want to reach, so anything under this is ok. α also knows that tomorrow is not a
good day to deliver the fridge (no one will be there to receive it), but any other
day is fine up until 5 days time. α represents its goals as such: Gα = {

(buy(fridge), ∃acc(δ)∈K, {∃δ∈K ∨ ∃bd∈K}, UNKN ),
(budget(), (jcost ∈ δ, jcost < $200), {∃acc(δ)∈K ∨ ∃bd∈K}, UNKN ),
(daysdel(), (jday ∈ δ, 2 ≤ jday ≤ 5), {∃acc(δ)∈K ∨ ∃bd∈K}, UNKN )}.
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α attempts to estimate Wa for ‘Acceptα’ based on the preferential relations
∀x,y∈jprice((x > y) → (Acceptα(x, z) →Acceptα(y, z))) and ∀x,y∈jdays

((x > y) →
(Acceptα(z, x) →Acceptα(z, y))). The probability estimates for the likelihood
that an offer is the highest offer α is willing to accept, that maximises entropy
given G constraints, looks like:

1 2 3 4 5
$160 0.0 0.9408 0.7056 0.4704 0.235
$170 0.0 0.7056 0.5292 0.3529 0.1765
$180 0.0 0.4704 0.3529 0.2359 0.1176
$190 0.0 0.2359 0.1765 0.1176 0.0588
$200 0.0 0.0 0.0 0.0 0.0

3.3 Opponent and Towards Goal Based Strategy

An agent aims to estimate the probabilities for the highest offer that an opposing
trading agent will make. The agent then negotiates according to its estimates
for its own acceptability, the opposing traders acceptability, and the goals that
it knows it must achieve. For any strategy to be successful, a definition of a
successful negotiation is needed.

In the negotiation an agent aims to trade successfully by the conclusion of
the negotiation. In the literature for automated negotiation, what it means to
be successful is defined as traditionally being the agreement of a contract which
maximises utility (or for instance reaches an pareto optimal solution). However,
utility may be unknown in real world negotiation, and imparting such informa-
tion on an agent difficult. Here, we seek to define a successful negotiation in
terms of the achievement of goals.

Definitions of a successful negotiation. An agent is completely successful in
their negotiation trade iff ∀g∈G , r � g ≡ SUCC. An agent has a partial success iff
∃g,g′∈Gt , r � g ≡ SUCC, r′ � g′ ≡ FAIL. An agent has a compromised success iff
∀g∈Gt∃g′∈Gr∪Gm , r�g ≡ SUCC, r′�g′ ≡ FAIL. An agent has a partial and com-
promised success iff ∃δ∈K∃g′∈Gr∪Gm∃g′′∈Gt , r � g ≡ SUCC, r′ � g′ ≡ FAIL, r′′ �
g′′ ≡ FAIL. An agent is completely unsuccessful iff ∀g∈G , r � g ≡ FAIL.

A partial success is described for the situation where at least one of the pri-
mary trading goals has been satisfied. A compromised success is the case where
although all of the primary trading goals are satisfied, at least one of the issue
goals has not been satisfied. In this case, for this to occur, an agent must have
compromised the requirement of the satisfaction of one or more goals. A par-
tially successful and compromised negotiation outcome is one where a deal was
agreed, however at least one primary trading goal was not satisfied, and at least
one issue goal was not satisfied.

The agent negotiating towards a successful negotiation conclusion may do so
by defining what degree of success is required. A completely successful negotiation
may be important to an agent. On the other hand, a compromised success might
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be still be acceptable. For now, we look at the case where an agent is satisfied at
the conclusion iff it is completely successful in terms of goals. We limit the agents
scope to either a completely successful or completely unsuccessful negotiation.

A goal oriented strategy for an agent is one which aims to negotiate towards
achieving the agents goals. A default trading goal oriented strategy is one which
aims to achieve the agents issue goals (and henceforth, satisfy the default trad-
ing goal). In order for the agent to strategically reason about whether or not
information views concur with its goals for the negotiation, the agent seeks to
estimate the likelihood of goal success. The way this is modeled here is with
possible goal worlds.

A possible goal world is a type of possible world where, for all goals, it is
known whether they succeed or fail (for this we refer to r � g ≡ SUCC as just
g#, and r � g ≡ FAIL as just g⊥ ). The set of possible goal worlds R is the
set of possible worlds where each is a permutation of a goal set. For example, if
Gr ∪ Gm = {g, g′} then RGr∪Gm = {g# ∧ g′#, g# ∧ g′⊥, g⊥ ∧ g′#, g⊥ ∧ g′⊥}.
An agent considers the possibility that any of the goal permutations might be
the actual permutation.

An agent attempts to define the distribution Wa constrained by information
of type a. The distribution is created in similar way as for α’s acceptability, with
an alternative assumption over the preferential relation, and no assumption on
the opposing agents goals Gβ

1.
For issue goals in negotiation, the agent estimates possible goal worlds for V .

The set of worlds in V consistent with some s ∈ RGr∪Gm is the set:

D(s) = {v ∈ V|((s ≡ g#) → f � s for v) ∨ ((s ≡ g⊥) → ¬f � s for v)}

The probability that an opposing agent will accept a possible goal world is:

P(s ∈ RGr∪Gm) =
∑

n

{pn ∈ Wa : vn ∈ D(s)}

where ∀s∈RGr∪Gm
,
∑

P(s) = 1. This says that the probability of each possible
goal world associated with an information view a is equal to the sum of the
random world probability distribution estimates consistent with the issue goals.

For example, α estimates β’s acceptability distribution WAcceptβ
for selling a

fridge where the issues are price and days delivery. α receives an offer from β to
sell the fridge for $190 with 4 days delivery. Based only on this information, the
probability distribution which maximises entropy looks like:

1 2 3 4 5
$160 0.0563 0.0563 0.0563 0.0563 0.01
$170 0.0563 0.0563 0.0563 0.0563 0.01
$180 0.0563 0.0563 0.0563 0.0563 0.01
$190 0.0563 0.0563 0.0563 0.0563 0.01
$200 0.01 0.01 0.01 0.01 0.01

1 GB �= {Ø} in the case of goal exchange via argumentation, discussed separately.
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There exists a single belief B(Acceptβ(4, $190)) = 0.9. α retains its goals Gα.
Thus, thereare fourgoalpermutations:R = {budget()#∧daysdel()#, budget()#∧
daysdel()⊥, budget()⊥ ∧ daysdel()#, budget()⊥ ∧ daysdel()⊥}. Consequently,
based on WAcceptβ

, α estimates the likelihood of β reaching each possible goal
world s ∈ R as D0: P(s1) = 0.7156,P(s2) = 0.2252,P(s3) = 0.04,P(s4) = 0.02.
The entropy is measure as H(D0) = 0.33969.

The agent can now represent with certainty the least biased estimates on
goal success that ‘maximises entropy’ based only on known information. Due
to the size limitations of this paper, we do not consider strategy in this paper.
We leave as ‘future work’ the development of goal based strategies, extension
towards argumentation, and the evaluation of the framework.

4 Conclusion

Goals and interests are important in negotiating for e-commerce trade. In au-
tomating negotiation, by using goals and interests in negotiation it may be possi-
ble to reach faster outcomes, with a higher quality. There has been little research
towards negotiating with goals and interests.

We place a goal oriented framework in terms of the information theoretical
approach. The certainty of the goals are an extension of information that the
agent knows at a particular point in time. The estimate of negotiation success
in terms of goals is the maximally non-committal estimate with regards to miss-
ing information. Goals are aimed towards constructing a negotiation framework
where interests may be shared in negotiation via argumentation.

References

1. Rahwan, I., Sonenberg, L., Dignum, F.: Towards interest-based negotiation. In: AA-
MAS ’03: Proceedings of the second international joint conference on Autonomous
agents and multiagent systems, New York, NY, USA, ACM Press (2003) 773–780

2. Jennings, N., Faratin, P., Lomuscio, A., Parsons, S., Sierra, C., Wooldridge, M.: Au-
tomated negotiation: prospects, methods and challenges. Int. J. of Group Decision
and Negotiation 10 (2001) 199–215

3. Henrich, J.: Does culture matter in economic behavior? ultimatum game bargaining
among the machiguenga of the peruvian amazon. American Economic Review 90
(2000) 973–979

4. Debenham, J.: Bargaining with information. In: AAMAS ’04: Proceedings of the
Third International Joint Conference on Autonomous Agents and Multiagent Sys-
tems, IEEE Computer Society (2004) 663–670

5. Debenham, J.: Auctions and bidding with information. In: AAMAS ’04: Agent
Mediated Electronic Commerce Workshop AMEC within Third International Con-
ference on Autonomous Agents and Multi Agent Systems, IEEE Computer Society
(2004) 15–28

6. Rahwan, I., Ramchurn, S.D., Jennings, N.R., McBurney, P., Parsons, S., Sonenberg,
L.: Argumentation-based negotiation. The Knowledge Engineering Review 18 (4)
(2003) 343–375



A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 433 – 442, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Application of OWA Based Classifier Fusion in  
Diagnosis and Treatment offering for Female Urinary 

Incontinence 

Behzad Moshiri1, Parisa Memar Moshrefi2, Maryam Emami3, and Majid Kazemian1 

1 Control and Intelligent Processing Center of Excellence, Electrical and Computer Eng. 
Department, University of Tehran, Tehran, Iran  

2 Department of Computer Engineering, Islamic Azad University Science and Research Branch, 
Tehran, Iran 

3 Urology Department, Iran University of Medical Science, Tehran, Iran 

moshiri@ut.ac.ir, parisa.moshrefi@gmail.com, 
am.kazemian@ece.ut.ac.ir, emami59658@yahoo.com 

Abstract. Classifier fusion is a process that combines a set of outputs from 
multiple classifiers in order to achieve a more reliable and complete decision. In 
this work, the application of Ordered Weighted Averaging (OWA) operator as a 
classifier fusion approach, for diagnosing and offering the treatment of female 
urinary incontinence has been investigated. In this study, a classifier 
combination system has been constructed on four underlying individual 
classifiers, with different approaches including two multi-layer perceptrons, a 
generalized feed forward and a support vector machine. The system combines 
the decisions of these classifiers and is considered as a medical council based 
on only clinical patients data. Instead of choosing very accurate and expensive 
data sources like urodynamic, cystoscopy and voiding cystourethrogeram as 
paraclinical tests, we can nominate a small group of experts and use not so 
costly clinical measurements and then take experts' judgments and weight them 
by the level of expertise they have. Considering only clinical patient data which 
gathered from Iran urology medical center, the accuracy of OWA based 
classifier fusion system in diagnosis of urinary incontinence types improved 
2.02%, 4.11% and 8.27% comparing the accuracy obtained by best individual 
underlying classifier, simple averaging and majority voting respectively.  

Keywords: Urinary incontinence, Classifiers combination, OWA, Confusion 
matrix. 

1   Introduction 

Classifier fusion systems are considered in decision level information fusion. Data 
may be combined, or fused, at a variety of levels like raw data level, feature level and 
decision level. In combining classifiers instead of fusing raw data, the final outputs of 
the classifiers should be combined. The advantage of such classifier fusion system is 
that each individual underlying classifier may represent different useful aspect of the 
problem, or of the input data, while none of them represent all useful aspects [1]. Less 
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costly information is the other important advantage of such system where it could 
utilize less accurate sources. 

Urinary incontinence is uncontrolled leakage of urine causing hygienic and social 
problems. This is one of the most common chronic medical conditions seen in 
primary care practice. Incontinence is an expensive problem, generating more costs 
each year. Women have higher rates of urinary incontinence than men. Prevalence 
increases with age; one third of women older than 65 years have some degree of 
incontinence, and 12 percent have daily incontinence [16]. Evaluation of the disease 
includes clinical and paraclinical tests [18]. The clinical tests consist of patient 
history, physical and manual measurements which are relatively cheap but the 
paraclinical tests including some examinations such as urodynamic, cystoscopy and 
voiding cystourethrogeram (VCUG) are very expensive. 

With clinical assessments, women could be categorized into four groups of 
diagnostic requirements: incontinence on physical activity (stress incontinence), 
incontinence with mixed symptom, incontinence with urgency and incontinence with 
complex history [11]. Complex history such as infection, radical pelvic surgery, and 
fistula are not considered in our work. The differential diagnosis of three other groups 
of female urinary incontinence is a quite difficult for physician because of the 
patient's reporting symptoms which are not always present truly and also because of 
the overlapping class boundaries. Consequently, prescribing appropriate treatment can 
be difficult. A variety of methods have been used to classify a patient on the basis of 
patient information [3-5]. 

In this study, we classify different types of female incontinence and select 
treatment options based on only clinical patient data. In most patients with stress 
incontinence, surgery is the final way of treatment. The request of the patient for the 
way of treatment is important and this is due to the inconvenience that incontinence 
makes for the patient. In mixed type, regarding to the severity of stress, treatment has 
been led to surgery or medication. The urge incontinence can be treated with 
medication. 

As individual underlying classifiers, we utilize four neural networks which fed 
with processed clinical patient data. Classifiers' expertises in diagnosis were 
calculated via their confusion matrices. The accuracy of the classifier fusion system 
with OWA has been explored and compared to some other combining methods like 
simple averaging and majority voting. The results demonstrate a considerable 
improvement of disease diagnosis, even using not expensive clinical patient data. The 
rest of this study is organized as follows: Section 2 describes the combining 
classifiers. The mathematics of optimistic and pessimistic OWA is described in 
section 3. Different sources of information and also the data pre-processing phase are 
described in section 4. Section 5 demonstrates the architecture of classifier fusion 
system. The experimental results are shown in section 6 and finally the conclusion is 
drawn in section 7. 

2   Combining of Classifiers  

Recently, deriving more enriched decision from multiple sources using different 
methods of evidence combination has been widely investigated and applied in 
statistic, management, science, pattern recognition and bioinformatics [6]. 
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Each classifier simply maps the input feature vector X to c-dimensional output 
vector, where c is the number of class labels. The classifier output could be arranged 
in a vector with supports to each class as follows: 

T
i,ci,i (x)]d(x), ...,  [d(x) D 1=  (1) 

Without loss of generality, we could restrict all  (x)d ji, between 0 and 1. If a crisp 

class label of x is needed, we can use the maximum membership rule as argument of 
maximum value in vector ( )xDi : 

( )( )xDArgMaxclass i=  (2) 

In our case there are four class labels including: stress-surgery, mixed-surgery, 
mixed-medication and urge-medication, which are labeled as 321 ,, ccc and 

4c respectively. 

In the context of classifier fusion with L classifiers, which aims at a higher 
accuracy than each individual member, the output of classifiers could be set into the 
decision profile matrix which represents the soft labels. Here, we utilized four 
underlying classifiers so the decision profile is configured as: 

(3) 

 

Here, we applied OWA aggregation operator for fusion of class supports obtained by 
underlying classifiers. This fusion operator just uses the jth column of DP(x), 
regardless of what the support for the other classes is. These types of methods are 
known as class-conscious methods [20]. 

3   Ordered Weighted Averaging (OWA) 

An OWA operator was first introduced by Yager [8], as a universal operator which is, 
in some reasonable sense, the best to use [9]. The OWA of dimension c is a 

mapping ℜ→ℜcF: , and provides a means for aggregating objects support from 
classifiers LDDD ,...,, 21 for class jc . This operator for combining classifiers works as 

follows[20]:   

( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1,1 1,2 1,3 1,4

2,1 2,2 2,3 2,4

3,1 3,2 3,3 3,4

4,1 4,2 4,3 4,4

d x d x d x d x

d x d x d x d x
DP x

d x d x d x d x

d x d x d x d x

=

  Support from classifiers D1,…,D4 for class c3 

Output of classifier D2(x) 
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What is considerable in OWA operator is the ordering step of elements. 
Particular iw is not associated with ia  but rather associated with the particular ordered 

position of the arguments.  
OWA is a very flexible operator in which by selecting appropriate weights, a 

variety of arithmetic operators could be extracted. For example when the first weight 
in W is set to one and others to "zero" then OWA acts as a pure "or", vice versa  when 
the last weight is "one" while others are zero then OWA operates as "and". It is 
proved that the aggregated done by an OWA operator is always between maximum 
and the minimum. A degree of orness associated with OWA with weigh vector W was 
defined as [10]: 

=
−

−
=

n

i
iwin

n
Worness

1

)(
1

1
)( . (4) 

To obtain weightening vector, a class of OWA named exponential OWA operators 
is used which generates a set of OWA weights satisfying a given degree of orness. 
For solving this problem there exist a simple relationship between the orness and the 
elements of weight vector of OWA [10]: 

• Optimistic weights: 
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• Pessimistic weights: 
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Where parameter α belong to the unit interval, 0 ≤ α ≤ 1 and is related to orness value 
and number of data sources [10]. 

1. Find vector ], w, , w[wW L…= 21 considering the following constraint: 
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4   Data Sources to Be Used  

For evaluating and offering the treatment of the disease, some different diagnostic 
clinical parameters including subjective and objective data were gathered from 
several data sources. The data sources consist of symptoms, which are the history of 
the patients, and signs, which are qualitative or quantitative measurements of physical 
examinations [18].  

Subjective data consist of irritating and obstructive symptoms. These are some 
questions about having frequency, dysuria, urgency, urge symptom, stress symptom, 
nocturnal, incomplete evacuation, force and calibre, hesitancy and post void  

 
Table 1. Clinical parameters for evaluation of common types of urinary incontinence 

Value Parameter 
 Yes, No Frequency 
 Yes, No Dysuria 
 Yes, No Urgency 
 Yes, No Urge Symptom 
 Yes, No Nocturia 

 Yes, No 
Stress 
Symptom 

Irritating 

 Yes, No 
Incomplete 
evacuation 

 Yes, No Force  
 Yes, No Hesitancy  

 Yes, No 
Post void 
dribbling 

Obstructive 

Subjective 

Young (< 55), old (  55)  Numerical Age 

Thin (< 18.5),Normal (18.5-25), 
Fat (25-40), Very fat ( 40) 

Numerical Body mass index 

 Numerical Cesarean 

 Numerical Normal, vaginal delivery 

 
Pregnancy 

 Yes, No Discopathy 
 Yes, No Radical hysterecty 
 Yes, No Ap repair 
 Yes, No Diabetes mellitus 

 
Past medical  
History(PMH) 

 - Medication 

 
Normal, 
Abnormal 

Perineal 
sensation 

 
Normal, 
Abnormal 

Bulbocavernous 
reflex  

 
Neurological  
exam  

 Yes, No Rectocel  
 Yes, No Entrocel 

 Yes, No 
Uterine 
prolapsed 

 Yes, No Cystocel 
Weak (1-2) 
 Strong (3-4) 

Numerical Cystocel grade 

 
 
Vaginal 
exam 

objective 
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dribbling. The age of patient causes the loss of estrogens and neurological changes 
and also reduces the elasticity. Pregnancy and childbirth affects hormones, causing 
the pressure of uterus and contents and mechanical disruption of muscles and 
sphincters. Body mass index is included in the parameters and it is calculated 
considering the weight and height of the patient [17].  

Body Mass Index (BMI) = weight / (height^2). (7) 

Objective data is obtained from general examinations such as observation of urine 
loss with cough, neurological and vaginal exams including pelvic and rectal exams.  

The diagnostic parameters, gathered from different sources of information, are 
mixed. There are both binary and continuous parameters. Continuous variables 
become discrete asking the experts (Table 1).  

For evaluating the disease, we find out that more than one parameter might have 
the same behavior in the system. We simplify our problem by replacing a group of 
parameters with a single new parameter. For reducing the parameters, we have 
consulted with the physicians. Table 2 shows the reduced parameters for evaluating 
the disease. For example parameters: Incomplete evacuation, force, hesitancy and post 
void dribbling is replaced by new parameter: 'difficulty with voiding'.  

Table 2. Reduced parameters for evaluation of urinary incontinence with clinical data 

Value Parameter 
 Yes, No Frequency 
 Yes, No Dysuria 
 Yes, No Urgency 
 Mild, Severe  Urge Symptom 
 Yes, No Nocturia 
 Mild, Severe  Stress Symptom 

Irritating 

No(Incomplete  evacuation =No & 
Force=No &  Hesitancy=No &  
Post void dribbling=No) 
Yes(otherwise) 

Yes, No 
Difficulty with 
voiding 

Obstructive 

Subjective 

Young (< 55), old (  55)  Numerical Age 

No ( Rectocel=No & Entrocel =No 
& Uterine prolapsed=No & 
Cystocel=weak) 
Yes(otherwise) 

Yes, No Prolapse 

Normal (0–100ml),  
Abnormal (>100ml) 

Numerical Post void residue  

Physical 
exam 

Objective 

Data used in this study was gathered from Iran urology medical center 
(Hasheminejad hospital). Data of 120 patients was used for training the system and 
the 48 remaining cases for testing its performance.  Table 3 shows the frequency of 
each type in both training and testing datasets.  

The patients’ data, like the other real-world information, are incomplete. There are 
a lot of missing data. Several approaches have been explored to act with missing data 
[12]. As all of parameters could be considered in yes or no category, so we simply 
replaced yes with 1, no with -1, and  missing data with 0. 



 Application of OWA Based Classifier Fusion in Diagnosis and Treatment 439 

Table 3. Statistics of training and testing datasets 

Diagnosis 
class 

Dataset 

Stress- 
medication  

surgery 

Mixed – 
surgery 

Mixed – 
medication 

Urge – 
medication 

Train 61 39 11 9 
Test 20 16 9 3 

5   Underlying Classifiers 

Neural networks are the best known types of classifiers. Selecting the appropriate 
weights for a neural network is an optimization problem. Combining multiple 
decisions generated by different networks improves the final decision. The main idea 
is to develop L independent neural networks, separately train them with relevant 
features, classify a given input pattern by each of them, and then apply an appropriate 
fusion method to derive the final class [13]. 

As individual underlying classifiers, we explored different neural networks and 
investigated their results and finally choose four neural networks with best exclusive 
results. Figure 1 shows the architecture of our classifier fusion system.  

 

Fig. 1. The classifier fusion system architecture for diagnosis of urinary incontinence 

Selected Networks as classifiers in this study are: (1) A Multi Layer Perceptron 
(MLP) with 3 hidden layer and 3 neurons in each layer, (2) MLP with 1 hidden layer 
and 6 neurons in its hidden layer, (3) A general feed forward network with 6 neurons 
on its hidden layer and (4) a support vector machine. 

The results of the classifiers were summarized in the form of the confusion matrix. 
A confusion matrix is a matrix in which the actual class under test is represented by 
the matrix rows, and the class estimated by the classifiers represented by the matrix 
columns [14]. Table 4 exemplifies the confusion matrix of General Feed Forward 
classifier.  
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Table 4. Confusion matrix of General Feed Forward classifier in diagnosis of urinary 
incontinence types 

           Predicted class                 
 

Actual Class 
 

 stress- 
medication or 
surgery 

Mixed-
surgery 

mixed-
medication 

urge-
medication 

stress- medication or surgery 20 0 0 0 

mixed-surgery 1 15 0 0 

mixed-medication 1 3 5 0 

urge-medication 0 0 0 3 

The element M[i][j] repreosents the number of times that class i was assigned to 
class j, and indicates the correct classification. If the matrix is not normalized the sum 
of rows i is total number of cases in class i and the sum of elements of column j is the 
total num of predicted cases in class j. 

6   Experimental Results 

Figure 2 represents the accuracy of the individual classifiers as well as different 
fusion methods for diagnosis types of urinary incontinence of the gathered cases from 
Hasheminejad hospital. Optimistic OWA and pessimistic OWA operators, with 
optimized alpha in the training dataset, have the highest accuracy. Simple averaging 
and majority voting perform with accuracy of 87.5 and 83.34 respectively. Patients 
with stress and urge incontinence can be fully diagnosed by each utilized combination 
method. Misclassification between mixed-surgery and mixed-medication has the  
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Fig. 2. Accuracy of individual underlying classifiers and Fusion Methods in diagnosis of 
female urinary incontinence types  
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highest rate. Discrimination between prescribing medication and performing surgical 
operation on a patient with mixed incontinence is difficult. In some cases physician 
intended to perform surgical operation on patient with mixed type of incontinence 
while they are not sure.  

The most complex class, mixed-medication, can be classified with OWA and 
simple averaging methods better than majority voting. Although this class can be 
diagnosed with one hidden layer MLP (second classifier) better than the other used 
approaches, but the overall accuracy of OWA in diagnosis is the highest among the 
underlying individual classifiers and other fusion methods. The accuracy of OWA 
considering only clinical patient data reaches to 91.61%.  This accuracy is higher than 
the total accuracy of each individual classifier: MLP3-3, MLP6, SVM and GFF which 
are 87.5, 87.5, 83.33 and 89.58 respectively. 

It is clear that the more the numbers of the cases in each class are, the better the 
accuracy of that class becomes. In our work, the number of patients in mixed-
medication group was almost restricted.  

7   Conclusions and Future Research 

Referring to every year growing cost of evaluation and treatment of urinary 
incontinence, using the proposed classifier system could be considerably useful. We 
achieved to noticeable diagnosis accuracy, using only clinical patient data. The 
system does not need expensive parameters evaluation procedure for making decision 
about the type of incontinence. Further more, we can utilize this system in medical 
centers which are not equipped with expensive paraclinical instruments. 

To further improve the system, using individual classifiers with more accuracy and 
diversity could reduce the overall rate of misclassification. We are also exploring the 
system with paraclinical patient data such as urodynamic measurements on the basis 
of classifiers combination. Closing the eyes to the cost of the urodynamic test, where 
using it is inevitable, it is clear that the results will improve. As a further research, a 
supplementary system could be designed and added to urodynamic software for 
interpreting the measured signals during the test and supporting the decision about the 
type of the disease.  
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Abstract. The notable developments in pervasive and wireless technology en-
able us to collect enormous sensor data from each individual. With context-
aware technologies, these data can be summarized into context data which  
support each individual’s reflection process of one’s own memory and commu-
nication process between the individuals. To improve reflection and communi-
cation, this paper proposes an automatic cartoon generation method for fun. 
Cartoon is a suitable medium for the reflection and the communication of one’s 
own memory, especially for the emotional part. By considering the fun when 
generating cartoons, the advantage of the cartoon can be boosted. For the fun-
nier cartoon, diversity and consistency are considered during the cartoon gen-
eration. For the automated generation of diverse and consistent cartoon, context 
data which represent the user’s behavioral and mental status are exploited. 
From these context information and predefined user profile, the similarity be-
tween context and cartoon image is calculated. The cartoon image with high 
similarity is selected to be merged into cartoon cuts. Selected cartoon cuts are 
arranged with the constraints for the consistency of cartoon story. To evaluate 
the diversity and consistency of the proposed method, several operational ex-
amples are employed. 

1   Introduction 

Personal computing and World Wide Web fundamentally change each individual’s 
communication environments at home and the office. People in the world present 
their thought to a large number of anonymous people by posting articles, images and 
videos on their personal web page and web log. Pervasive computing environments 
will not only change and enhance our office environment, but also change our com-
munication pattern in the relationship with family members, friends and business 
partners in the everyday life. Through the sensors such as GPS, visual and audio sen-
sors in the pervasive computing environment, we can collect log data from each indi-
vidual’s daily life. These logged sensor data can be employed to infer user’s behavior, 
emotion, and surrounding by applying context-aware techniques [1]. Such inferred 
context data are useful in summarizing an individual’s daily life. Like a personal di-
ary, summarized context is helpful in reflecting one’s own memory and in strengthen-
ing the communication process. Even though multimedia representation of the context 
like images and videos could be more ambiguous than simple text, multimedia is 
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more effective to represent and share impressions about personal experiences [2]. Par-
ticularly, cartoon can effectively express personal emotion. Especially, funny cartoon 
enhances the impression of personal experiences. To make funnier contents, contents 
designers make various patterns in the contents while considering users’ cognitive  
acceptability [3]. 

For the automated generation of funny cartoon, this paper focuses on the diversity 
of cartoon images and the consistency of cartoon story. Various patterns in the car-
toon can be made by diverse cartoon images, and the readers’ cognitive acceptance is 
considered using consistency constraints. For the automatic cartoon generation, we 
compose character and background images from the user profile and landmark con-
text events. To find appropriate character and background images to the landmark 
events, semantic similarities between landmarks and images are computed. After 
composing, generated cartoon cuts are reorganized using consistency constraints to 
keep the consistency of cartoon story. The formal description of the problem is the 
following. Given a tuple L of n landmark events, a cartoon story CSk is a tuple CSk = 
{CCk1, CCk2, …, CCkn} where 

• L = {event1, event2, …,eventn} is a tuple of landmark events in which eventx is the 
xth event that is extracted from daily context data; 

• CCkm = {CartoonImagekm1, CartoonImagekm2, …, CartoonImagekmh} is a tuple of 
cartoon images that describe the cartoon cut which is the most feasible to the mth 
event and consists of h different types of cartoon images, i.e., character image, 
background image, etc. 

2   Related Works 

With the development of pervasive and mobile technology, many context aware re-
searches are going on. R. Miikkulainen proposed the episodic memory that catego-
rizes stories and recovers script-based memories by hierarchal SOM (Self-organizing 
Feature Maps) [4]. E. Horvitz made a Bayesian network representation of human 
cognitive behavior [5]. He also designed a learning model that found out critical 
events from online calendar software. Together with context-aware researches, many 
researchers have been studying about how to represent these context data effectively. 
B. Viégas of MIT media laboratory created two visualizations from email archives. 
One highlighted social networks and the other depicted the temporal rhythms of inter-
actions with individuals [6]. ATR institute in Japan developed ComicDiary [7] as sub-
system of C-MAP project which was visitor guidance system for exhibition. 
ComicDiary organizes scenario using story stream method and composes the cartoon 
image and text using template. Because our research focuses on the diversity of car-
toon composition, methods using predefined templates will generate only limited set 
of cartoons. 

When we compose character and background images with user’s context data, there 
is a process that finds relevant images for context data. For this process, we can utilize 
image retrieval researches [8]. Generally, there are two kinds of retrieval methods. One 
is QBK (query-by-keywords) and the other is QBE (query-by-example). When we 
compose a cartoon image, QBK approach is more applicable. M. Inoue suggested im-
age retrieval methods for lightly annotated images by using image similarities [9]. In 
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the retrieval process, annotations in the images can be used as query keywords. In the 
sense that QBK requires to compute semantic similarities between keywords and the 
images, it can be compared to compose various web services with user’s service re-
quest. To compose web services, Cardoso matches service object (SO) and service 
template (ST) in the web service searching process [10]. SO defines the real web ser-
vice component that system wants to find, and ST defines the functions of web service 
that user requests. Matching process consists of two steps. At first, system looks for SO 
that is the most similar to ST using structural and functional similarities. After that, to 
match actual functions of SO and ST, semantic similarity between functions of SO and 
ST is utilized. Semantic similarity is computed by employing the numerical formula 
similar to Jaccard coefficient like in the following equation. 

rqp

p
sij ++

=  . (1) 

Sij = similarities between object i and object j 
p = number of attributes that object i and object j all have 
q = number of attributes that object i has, but object j does not 
r = number of attributes that object j has, but object i does not 

3   Cartoon Generation Method 

Entire process of cartoon generation is shown in Fig. 1. It selects the character and 
background images in the similarity of the landmark events from context-aware mod-
ule with user profile. In selection process, semantic similarity between images and 
landmark event is calculated based on the predefined annotations for the images. Af-
ter selecting the cartoon cuts for each context data, they are organized into a story 
stream to make a plausible cartoon story. 

 

Fig. 1. Cartoon generation process 
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3.1   Landmark Events and User Profile 

For the automatic composition of cartoon images, landmark events and user profile 
are used as input data. A landmark event is a set eventx = (<Behavior>, <Environ-
ment>) is the xth landmark event in chronological order which describes the important 
event happened during the day consists of behavioral and environmental landmarks. 
Behavioral landmark <Behavior> is a set of keywords that describe user’s action and 
emotional status. Environmental landmark <Environment> is a set of keywords that 
describe the place where the event happens. User profile is a set of values that reflect 
the user’s preference about the cartoon image. For example, preferred character style 
and preference about exaggerated cartoon image can be used as attribute. 

3.2   Cartoon Cut Composition 

A cartoon cut CCkm = {CharacterImagekm,   BackgroundImagekm} is a tuple of cartoon 
images that describe the cartoon cut which is the kth feasible cartoon composition to 
the mth landmark event. To compose diverse cartoon cuts, we match landmark events 
and images in a flexible way. After defining images with the keywords from the same 
ontology which define landmark events, we match cartoon image and landmark event 
by the semantic similarity between them. By means of semantic similarity, we cannot 
only acquire various cartoon cuts from limited images but also easily expand the an-
notation of landmark events and cartoon images. At first, semantic similarity between 
the cartoon images and landmark events are calculated using the equation (2). From 
the images whose similarities are higher than certain threshold, the candidate list of 
cartoon cuts is generated. The threshold for image selection is defined in considera-
tion of cartoon diversity and computational cost. Lower threshold will compose more 
diverse cartoon expression, but will require more computational cost for the consis-
tency constraint violation check. 

|)()()(|

|)())()((|
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Similarity(eventm, imagekmh) = similarities between eventm and imagekmh 
eventm = the mth landmark event 
imagekmh = cartoon image of type h in the kth feasible cartoon cut composition  

for the mth landmark event 
UP  = user profile 
p(X)  = a set of attributes that object X has 

3.3   Cartoon Story Composition 

After image selection process for cartoon cut composition, a number of cartoon cuts 
are acquired for each landmark event. These cartoon cut lists are organized into story 
stream to select a cartoon story from available stories. The story stream is a graph 
constructed by connecting cartoon cuts satisfying two conditions m n and a tuple {x, 
y}∉ConsitencyConstraints where 
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• CCkm is the kth feasible cartoon cut composition for the mth landmark event; 
• CCjn is the jth feasible cartoon cut composition for the nth landmark event; 
• ConsistencyConstraints is a set of tuples that consist of the preceding relationship 

between behaviors or emotions. For the preceding relationship in consistency con-
straints, the consistency of the character’s emotion and the character image style 
are considered. For an example, (“Very happy”, “Very sad”); 

• K(X) = p(imageX1) p(imageX2) … p(imageXl) is a union of keyword sets that 
describe images (imageX1, imageX2,…, imageXl) in cartoon cut X; 

• x  K(CCkm) and y  K(CCjn). 

After constructing cartoon story stream, available cartoon stories are searched 
through the story stream graph using the process described in Fig. 2.  One cartoon 
story among the candidates is randomly selected to be presented as the final cartoon. 

CartoonCutList, two dimensional array of cartoon cuts 
ConsistencyConstraints, the constraints defines the 
preceding relationship between two behaviors and emo-
tions 
ComicStripList, a list of available cartoon stories 

Func Init() 
  For C1 in CartoonCutList[1] 
    Scenario.add(C1) 
    Search(C1, Scenario, 1) 
    Scenario.remove(C1) 

Func Search(CartoonCut Cn, Scenario, Level) 
  Scenario.add(Cn) 
  IF (Level is CartoonCutList.Length) 
    ComicStripList.add(Scenario) 
    Scenario.remove(Cn) 
    return 
  For dc in CartoonCutList[Level+1] 
    Bn  BehaviorOf(Cn) 
    Bn+1  BehaviorOf(Cn+1) 
    If (ConsistencyConstraints.has(Bn,Bn+1) is false) 
      Search(Cn+1, Scenario, Level+1) 
  Scenario.remove(Cn) 
  return 

Fig. 2. Cartoon story search process 

4   Operational Examples 

4.1   Scenario Description 

Because the fun of the composed cartoon story can be evaluated only in subjective 
measure, we evaluate the fun of the cartoon by evaluating the diversity and the consis-
tency of the cartoon. To evaluate the generated cartoon story, we create sample  
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Table 1. Landmark context examples 

ID Behavioral landmark Environmental landmark 
1 Movement, MP3, Stand Bus, Indoor 
2 Study, Take a class, Sit University, Classroom, Indoor 
3 Eat, Korean Food, Sit University, Dinning Room, Indoor 
4 Talk, Phone, Stand University, Outdoor 
5 Cheer, Watch, Stand Stage, Outdoor 
6 Drink, Beer, Sit, Cheer Drinking House, Bar, Indoor 

Table 2. Category of keywords to describe landmark events and cartoon images 

Category of keywords Examples (Number of total keywords) 

Basic Stand, Sit, Phone, See, Kiss, …(16) 

Movement Work, Run, Car, Bus, Subway(5) 
At home Cook, Bath, Shower, Makeup, …(12) 
In work Study, Paperwork, Presentation, …(11) 

Entertainment Dance, Sing, Game, …(8) 

Sports Tennis, Golf, Ski, Swim, Yoga, …(9) 

Action 

Others Umbrella, Shopping back, …(7) 

Behavior 

Emotion  Happy, Sad, Angry, Surprised, …(30) 
Indoors Classroom, Cafeteria, Office, … (45) 
Midtown Sidewalk, Shopping quarters, … (21) 
Nature Woods, Mountain, Beach, …(38) 

Place 

Imaginary Heaven, Hell, Space, …(35) 
Weather  Sunny, Cloudy, Rainy, …(21) 

Season Spring, Summer, Fall, Winter (4) 

Environment

Time 
Day/Night Day, Night (2) 

Cartoon Style  Oriental, Western (2) User Prefer-
ence Exaggeration  Exaggerated, Non-exaggerated (2) 

scenario landmark events described in Table 1. Description of landmark events and 
cartoon images are annotated using the keywords in Table 2. For each landmark, simi-
larities between cartoon character and background images are computed with user 
profile using the cartoon cut composition method. Computed similarities between a 
landmark event event4 and some of cartoon character images are shown in Fig. 3. The 
cartoon images with the similarity over 50% are selected to be composed into cartoon 
cuts. These cartoon cuts are arranged into story stream graph as depicted in Fig. 4. 
Using story stream graph, final cartoon story is composed with cartoon cuts which do 
not violate the consistency constraints as shown in Table 3. With composed cartoon  
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Fig. 3. Semantic similarities between character images and the landmark event (ID =4) 

 

Fig. 4. A part of story streams generated by a landmark context example. Each box represents a 
cartoon cut which composed of annotations of the character image and the background image. 
Dashed lines represent the relation which violates the consistency constraints. 

story, image representation of cartoon story is generated. Fig. 5 shows one of the 
composed cartoon story images. To evaluate the method, four composed cartoon story 
images were shown to participants. 
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Table 3. A part of consistency constraints 

 ID Preceding Behavior Irrelevant Following Behavior 
1 Very Happy Very Sad 
2 Happy Very Sad 
3 Very Sad Very Happy 
4 Very Sad Happy 
5 Sad Very Happy 

 

 

Fig. 5. A composed cartoon story from landmark examples in Table 1 to evaluate the diversity 
and the consistency 

4.2   Evaluation of Generated Cartoons 

By composed cartoon stories, user evaluation tests for cartoon cuts and cartoon story 
were performed with five participants. For each question, 5-point scale measure is 
used to grade an item. At first, cartoon cuts generated by a landmark example are 
evaluated in the criteria of the diversity and the descriptiveness. Fig. 6 shows the 
evaluation results. After cartoon cut evaluation, diversity and consistency of four car-
toon stories were asked to the participants. The diversity of cartoon stories results in 
4.0 of average and 1.0 of standard deviation, and the consistency of cartoon stories is 
depicted in Fig. 7. These data are not enough for the statistical significance, but the 
average score for each criterion shows affirmative tendencies.  
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Fig. 6. Diversity and descriptiveness of cartoon cuts for each landmark event (n=5) 

0

1

2

3

4

5

6

1 2 3 4 AVG

Cartoon Story

C
on

si
st

en
cy

 
Fig. 7. Consistency Scores of four generated cartoon stories (n=5) 

5   Concluding Remarks 

To strengthen the effectiveness of the communication and the reflection of everyday 
mobile life, we generate funny cartoons with landmark events. From the landmark 
events and the user profile, we generate the cartoon cuts by applying semantic simi-
larity between the context events and the images. Theses cartoon cuts are arranged 
into a cartoon story by using consistency constraints. By these methods, we can ac-
quire a variety of funny cartoon stories with consistency. Because we use rather sim-
ple composition method, it can be smoothly used to compose the cartoons even in the 
limited mobile environments. But in this method, to exactly describe cartoon images, 
too much annotation costs are required to define cartoon images with a set of key-
words. To decrease the annotation cost, cartoon image should be described with less 
keywords. By utilizing ontology like ConceptNet [11] or LifeNet [12], the annotation 
cost can be decreased. The approach with ontology can be also useful in selecting ap-
propriate cartoon images and cartoon stories with landmark events. More fundamental 
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approach to decrease annotation costs like automatic image annotation [13] will be 
more plausible. Our future works include ontology design for the cartoon image and 
landmark events annotation. 
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Abstract. We propose a welfare interface using multiple facial features track-
ing, which can efficiently implement various mouse operations. The proposed 
system consist of five modules: face detection, eye detection, mouth detection, 
facial features tracking, and mouse control. The facial region is first obtained 
using skin-color model and connected-component analysis (CCs). Thereafter 
the eye regions are localized using neural network (NN)-based texture classifier 
that discriminates the facial region into eye class and non-eye class, and then 
mouth region is localized using edge detector. Once eye and mouth regions are 
localized, they are continuously and correctly tracking by mean-shift algorithm 
and template matching, respectively. Based on the tracking results, mouse op-
erations such as movement or click are implemented. To assess the validity of 
the proposed system, it was applied to the interface system for web browser and 
was tested on a group of 25 users. The results show that our system have the ac-
curacy of 99% and process more than 12 frames/sec on PC for the 320×240 size 
input image, as such it can supply a user-friendly and convenient access to a 
computer in real-time operation.  

1   Introduction 

During the last decades, considerable interest has been shown in video-based inter-
faces that use human gestures to convey information or to control devices and  
applications [1, 2]. Users can create gestures by a static hand or body pose, or by a 
physical motion, including eye blinks or head movements. Among these, facial fea-
tures movements, such as a gaze direction, eye blinks, and mouth opening/closing, 
have a high communicative value that allows for the extraction of human intention or 
orders. Moreover these interfaces can support the people who can not use the key-
board or mouse due to severe disabilities, Due to these, such an interface has gained 
many attractions, so far many systems have been developed [3-6].   

Most of them use eye movements or mouth movements to control some devices. 
The systems using eye movements were developed in [3, 4]. These systems can sup-
ply the mouse movement and click event through moving the eye and gazing a spe-
cific area during one more seconds. As well as eye movements, the systems proposed 
in [5, 6] were developed using mouth movement. These systems were applied as mu-
sical controller, digital painting and fatigue detection of driver by detecting various 
mouth movements. 
                                                           
* Corresponding author. Tel.: +82-2-450-4135; Fax: +82-2-450-4135 
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However, the above mentioned systems are difficult to operate user’s various in-
tentions in the systems. For instance, in case of only using eye movement, we can 
easily catch user’s detail intentions such as moving cursor all the time with no diffi-
culty in display, but such systems need the waiting time to select the menu. On the 
contrary, it is difficult to present user’ detail intentions using mouth movement, while 
it is possible to imply various meaning using mouth shape such as mouth open-
ing/closing. As a result, the systems using one more facial feature should be devel-
oped to support various operations in real-time.  

In this paper, we develop the PC-based HCI system using multiple facial features 
such as mouth and eye, then the major advantage of our system is to provide accurate 
features tracking and to express user’s various intentions. Our system consists of 5 
modules, as shown in Fig. 1. It receives and displays a live video of the user sitting in 
front of the computer. The user moves the mouse pointer by moving his (her) eyes, 
and clicks icons and menus by opening and closing his (her) mouth.  

In our system, the facial region is first obtained using skin-color model and con-
nected-component analysis. Thereafter the eye regions are localized using NN-based 
texture classifier that discriminates the facial region into eye class and non-eye class, 
and then mouth regions localized using edge detector. Once the eye and mouth re-
gions are localized, they are continuously and correctly tracking by mean-shift algo-
rithm and template matching, respectively. This enables us to accurately detect user’s 
facial feature regions even if they put on the glasses in the cluttered background. Once 
facial feature regions are detected in the first frame, the respective features are con-
tinuously tracked by a mean-shift and template matching. Based on the tracking re-
sults, mouse operations such as movement or click are implemented. 

 

Fig. 1. The overall configuration of the system 

To evaluate the proposed method, the system is used as the interface of web 
browser to convey the user’s command via his (her) eye and mouth movements. The 
proposed system is tested on 25 peoples, then the results shows that our system has 
the accuracy of 99% and confirms that our system is robust to the time-varying illu-
mination and less sensitive to the specula reflection of eyeglasses. Also, the results 
show that it can be efficiently and effectively used as the interface to provide a user-
friendly and convenient communication device.  

This paper is structured as follows. We describe face detection in section 2, eye de-
tection in section 3 and mouth detection in Section 4. And then section 5 describes 
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facial features tracking in section 5. Based on the tracking results, mouse operations 
implemented in section 6. Section 7 contains results of using this system, and then 
section 8 concludes with general observations. 

2   Face Detection Module 

Detecting pixels with a skin-color offers a reliable method for detecting face part. In 
this work, the skin color is represented in the chromatic color space, where it can be 

represented by 2D Gaussian distribution, G(m, Σ2 ), as follows.  
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where r  and g  represent Gaussian means of r and g color distribution respectively, 

and 2Σ  represent covariance matrix of each distribution. These parameters were 
provided in our previous work [7]. 

Once the skin-color model is created, the most straightforward way to locate the 
face is to match the skin-color model with the input image to identify facial regions. 
As such, each pixel in the original image is converted into chromatic color space, and 
then compared with the distribution of the skin-color model. By thresholding the 
matched results, we obtain a binary image (see Fig. 2(b)). For the binary image, the 
connected-component analysis is performed to remove the noise and small region. 
The generated connected-components (CC) are filtered by their attributes, such as 
size, area, and location. Then the facial regions are obtained by selecting the largest 
components with skin-colors, which is shown rectangular box in Fig. 2(b).  

 

Fig. 2. Face detection results. (a) original color images, (b) extracted facial regions.(the facial 
region is surrounded by a rectangle) 

3   Eye Detection Module 

After detecting face regions, we try to detect eye locations. Generally, the eye region 
has the following properties: 1) it has the high brightness contrast between white eye 
sclera and dark iris and pupil, along the texture of the eyelid; 2) it has place in the 
upper of the facial region. These properties help reduce the complexity of the prob-
lem, and facilitate the discrimination between the eye regions from the whole face.  
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Here we use an MLP to automatically discriminate between eye regions and non-eye 
ones in various environments. The input layer of the network has 57 nodes, the hidden 
layer has 33 nodes, and the output layer has 1 node. Adjacent layers are fully con-
nected. Fig. 3 describes the architecture of the MLP-based texture classifier. 

 

Fig. 3. The architecture of the MLP-based texture classifier 

We assume that the eye has a different texture from the facial region and is detect-
able. The simplest way to characterize the variability in a texture pattern is by noting 
the gray-level values of the raw pixels. However, since the main disadvantage is that 
the size of the feature vector is large, we use a configuration from autoregressive 
features (only the shaded pixels from the input window in Fig. 3) [8]. This reduces the 
size of the feature vector from M2 to (4M-3), thereby resulting in an improved gener-
alization performance and classification speed. After training, the neural network 
outputs the real value between 0 and 1 for eye and non-eye respectively. If a pixel has 
a larger value than the given threshold value, it is considered as an eye; otherwise it is 
labeled as non-eye.  

Fig. 4 shows the classification result using the neural network. In Fig. 4(a), the pix-
els to be classified as eyes are marked as blue. We can see that all of the eyes are 
labeled correctly, but there are some misclassified regions as eye. To eliminate false 
alarms, we use the CCs result posterior to the texture classification. We have then 
applied three-stage filtering on the CCs:  

Stage 1: Heuristics using features of CCs such as area, fill factor, and horizontal 
and vertical extents; The width of the eye region must be larger than the predefined 
minimum width (Min_width), the area of the component should be larger than 
Min_area and smaller than Max_area, and the fill factor should be larger than 
Min_fillfactor. 

Stage 2: Heuristics using the geometric alignment of eye components; we check 
the rotation angles of two nearby eye candidates. They have to be smaller than the 
pre-defined rotation angle. 
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Using these two heuristics, the classified images are filtered, then the resulting im-
age is shown in Fig. 4(b). In Fig. 4(b), the extracted eye region is filled green for the 
better viewing. 

(b) 

Fig. 4. An example of eye detection. (a) the classified image by the neural network, (b) the 
detected eye region after post-processing. 

4   Mouth Detection Module 

In this section, we try to detect mouth region. To reduce the complexity of mouth 
detection, it is detected based on the position of eye regions. Then two following 
properties are used: 1) it has place within distance between two eye positions, and in 
the lower facial region than the eye region; 2) it has high contrast in comparison with 
surroundings. Thus, mouth region is localized using the edge detector within the 
search region estimated using several heuristic rules based on eye position.  

The search window for mouth detection is shown in Fig. 5. Let denote DH and DV 

be the distance between eyes and distance between search window and the center of 
two eyes, respectively. Then, the search window, S=(SH, SW)is defined as follows: the 
width of search window, SW is equal to the DH, and the height of search window, SH is 
experimentally determined to the 40px.  

DH

DV

SW

SH

Search 
window

  

Fig. 5. Search window to detect mouth region 

The detection result within estimated region includes narrow edges and noises. For 
discrimination of these noises, we use CCs result posterior to the facial boundary. 
Through this post-processing, the resulting image is shown in Fig. 6. Facial boundary 
was detected as well as real mouth region by edge detector, as can be seen in Fig. 6(a) 
– 6(c). Then the final mouth region after post-processing is shown in Figs. 6(b) - 6(d). 
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(a) (b) (c) (d) 

Fig. 6. An example of mouth detection 

5   Facial Features Tracking Module 

5.1   Mean-Shift Based Eye Tracking 

To track the detected eyes, a mean shift algorithm is used, which finds the object by 
seeking the mode of the object score distribution [9]. In the present work, the color 
distribution of detected pupil, Pm(gs)=−(2πσ)-1/2exp{(gs− )2σ-1 )}, where the  and σ 
are set to 40 and 4 respectively. The distribution is used as the object score distribu-
tion at site s, which represents the probability of belonging to an eye.  

A mean shift algorithm is a nonparametric technique that climbs the gradient of a 
probability distribution to find the nearest dominant mode. The algorithm iteratively 
shifts the center of the search window to the weighted mean until the difference be-
tween the means of successive iterations is less than a threshold. The search window 
is moved in the direction of the object by shifting the center of the window to the 
weighted mean. 

The weighted mean, i.e. the search window center at iteration n+1, mn+1 is com-
puted using the following equation,    

∈∈
+ ⋅=

Ws
sm

Ws
smn gPsgPm )()(1
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The search window size for a mean shift algorithm is generally determined accord-
ing to the object size, which is efficient when tracking an object with only a small 
motion. However, in many cases, objects have a large motion and low frame rate, 
which means the objects end up outside the search window. Therefore, a search win-
dow that is smaller than the object motion will fail to track the object. Accordingly, in 
this paper, the size of the search window of the mean shift algorithm is adaptively 
determined in direct proportion to the motion of the object as follows:    
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where  and  are constant and t is the frame index. This adaptation of the window 
size allows for accurate tracking of highly active objects.  

5.2   Template Matching Based Mouth Tracking 

When the mouse is detected in the first frame, it is used as a template to determine the 
position of the mouse in the next frame [10]. Using this template, the tracking module 
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searches user’s mouse in a search window, where is centered at the position of the 
feature in the previous frame. The template is iteratively shifted within this search 
window and compared with the underlying sub-images.  

The result of the comparison of a template and a sub-image is represented by a 
matching score. The matching score between a component and a template is calcu-
lated using Hamming distance. The Hamming distance between two binary strings is 
defined as the number of digits in which they differ. We calculate the matching score 
for all templates and pick the templates with the best matching score. 

Fig. 7 shows the results of the facial features tracking, where the facial features are 
drawn out white for the better viewing. As can be seen in Fig. 7, the facial features are 
accurately tracking.  

 

 

 

Fig. 7. Tracking result of facial features 

6   Mouse Control Module 

The computer translates the user’s eye movements into the mouse movements by 
processing the images received from the PC camera. Then the processing of a video 
sequence is performed by the proposed facial features tracking system. The system 
determines the center of eyes in the first frame as the initial coordinates of mouse, and 
then computes it automatically in subsequent frames. The coordinates of mouth re-
gion and eye regions in each frame are sent to the operating system through Window 
functions. Mouse point is moved according to eye movement. If a user opens one's 
mouth, we consider that a user intends to click menus or icons on the corresponding 
screen region.  

7   Experimental Results  

To show the effectiveness of the proposed method, it was used as the interface of web 
browser to convey users’ command via an eye and mouth movements. Fig. 8 shows 
the interface using our method, which consists of a PC camera and a computer. The 
PC camera, which is connected to the computer through the USB port, supplies 30 
color images of size 320×240 per second. The computer is a PentiumIV−3GHz with 
the Window XP operating system. 
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Fig. 8. The interface system using our facial features tracking method 

To assess the effectiveness of the proposed method, the interface system was tested 
on 25-users under the various environments.  Then, the tracking results are shown in 
Fig. 9. The extracted facial features have been drawn white for better viewing. The 
features are tracked throughout the 100 frames and not lost once.  

 

Fig. 9. Tracking result  

To quantitatively evaluate the performance of the interface system, it was tested 
through web browsers. Each user was given an introduction to how the system 
worked and then allowed to practice moving the cursor for five minutes. The five-
minute practice period was perceived as sufficient training time by the users. In the 
web browser, each user was asked to click the item (ex. Icon, menu, etc.) thirty times 
with the mouse using eyes and mouth movement. For each test, the user’s time to 
click the item was recorded. 
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Table 1. Processing time 

Stage Time (ms) 

Face Detection 60 

Eye Detection 110 

Mouth Detection 47 

Tracking 62 

Average Time 78 

Table 1 shows the time taken to detect the face and facial features, and track them. 
In the system, the detections of facial features and face are once executed for the 
initial frame and only tracking is executed for the subsequent frame. Therefore, the 
average time to process a frame is about 78 ms, and then our system process more 
than 12 frames/sec.   

Table 2. Test result 

 Click Non-Clicked 

When the user intends to click 
 the menu 

747 (99%) 3 (1%) 

Otherwise 0 (0%) 750 (100%) 

Table 2 presents the accuracy to be taken to click the item in the web browser. We 
can see that the system is mostly operated the mouse operation correctly.  

Table 3. Timing comparison between Eye Mouse [4] and proposed method 

Method Measure Time/sec 
Mean 0.66s Eye Mouse [4] 
Deviation 0.02s 
Mean 0.49s Proposed method 
Deviation 0.06s 

Table 3 presents the average time to be taken to click the item in the web browser, 
when playing with Eye Mouse [4] and the proposed method. The latter is about 1.5-
times faster than the former and can reduce tiredness and inconvenience.   

Consequently, the proposed system can supply a user-friendly and convenient ac-
cess to a computer in real-time operation. Since it does not need any additional hard-
ware except a general PC and an inexpensive PC camera, the proposed system is very 
efficient to realize many applications using real-time interactive information between 
users and computer systems. 
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8   Conclusions  

In this paper, we implemented the welfare interface using multiple facial features 
detection and tracking as PC-based HCI system. The proposed system has worked 
very well in a test database and cluttered environments. It is tested with 25 numbers 
of people, and then the result shows that our system has the accuracy of 99% and is 
robust to the time-varying illumination and less sensitive to the specula reflection of 
eyeglasses. And the experiment with proposed interface showed that it has a potential 
to be used as generalized user interface in many applications, i.e., game systems and 
home entertainments.  
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Abstract. Human-computer interactions in augmented reality games
are generally based on human gestures. For each input video frame cap-
tured from a live video camera, image analysis technologies are used to
infer the human intension. The development of augmented reality user
interfaces is a difficult task due to the instability of the gesture analy-
sis. The user interfaces cannot be efficiently developed with traditional
development techniques. In this paper, we investigate an effective devel-
opment methodology for gesture-based augmented reality interfaces by
means of three different approaches. The implementation requires a real-
time tracking of bare hands or real rackets to allow fast movements and
interactions without delay. We also verify the applicability of the pro-
totyping mechanism by implementing and demonstrating an augmented
reality game played with either bare hands or real rackets.

1 Introduction

Nowadays, many 3D games are readily accessible and they are played widely.
Some 3D games are extremely realistic and sophisticated. Recently, several aug-
mented reality (AR) games have appeared, which provide immersive 3D gaming
environments [1,2,3]. Testbeds for AR tabletop gaming have also been proposed
to explore the possibilities of realistic and interactive game interface [4]. In re-
cent years, vision-based gestural interfaces have been proposed [5,6]. However,
in the field of gesture analysis and recognition, it is very difficult to understand
hand gestures, mainly due to the large degrees of freedom (DoF) of the hand
configuration. Most of the previous work has been focused on the recognition of
static hand postures. The fusion of the dynamic characteristics of gestures has
only recently been taken much interest [7].

Recently, a use of AR technologies in computer gaming has been reported
in various sports computer game genres. One of the most strong points of AR
games is that games built in AR can blend physical aspects and mental aspects
to enhance existing classical game styles [8]. A virtual tennis game was developed
on a virtual environment connecting an egocentric head mounted display system
with an exocentric fishtank system [2]. Their system uses a head mounted display
and a motion tracker without using sports instruments. A tennis game is a kind
of a paddle game which is a game involving the use of a paddle. Some paddle
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game applications use real balls and real rackets [3][9]. On the other hand, some
applications use real rackets without a real ball [10].

Real world sports games are strongly physical and players are free to use their
whole physical bodies. AR games could also be physical as real world games.
Moreover, the same content can be injected seamlessly into the real world [8].
However, current AR devices are indisposed and are not ready to such AR games.
Physical interactions are significantly limited by input devices, such as paddle
trackers in table tennis games.

For the physical interactions at such gaming environments, the eventual goal
is to use means of human-to-human interactions. The purpose of the natural
interface is to develop a conversational interface based on natural human-to-
human interactions. Gestures are typical natural expressions and they could be
integrated with other expressions, such as voice, body movements, and facial
expressions. In the gestural interface, hand poses and specific gestures are used
as commands. Naturalness of the interface requires that any gesture should be
interpretable [7]. In a vision-based gesture interface, it is required to discriminate
gestures given purposefully from unintended gestures and to use the intended
gestures as instructions to the interface system. Computer vision algorithms for
interactive graphics applications need to be robust and fast. They should be
reliable, work for different people, and work against unpredictable backgrounds.

Unfortunately, the current vision-based gesture interfaces do not provide a
satisfactory solution due to the complexity of the gesture analysis. Vision-based
gesture interfaces have suffered from enormous variety of environments. It is
hard to deal with uncontrolled light conditions, complex background of users,
and movements of human hands based on articulation and deformation. These
reasons increase difficulty both in the hand-tracking step and in the gesture
recognition step. A compromise would be possible using some sensory devices,
using simple shaped markers, using marked gloves, using simple backgrounds, or
restricting the poses of hands to frontal directions. Those approaches might not
be appropriate for the gesture interface since they restrict natural human ges-
tures or environments. For the practical implementation, one should determine
the level of knowledge that should be extracted from the image analysis. The
knowledge extraction is difficult and time consuming, and it makes the gesture
interface not applicable to game applications.

An important property of AR applications is that the application context
restricts the possible visual interpretations and the user exploits the immediate
visual feedback to adjust their gestures.Such consideration makes the problem
much easier. Moreover, the high-level knowledge is seldom required for most
sports games. The minimum level of knowledge could be extracted by a simple
and fast method not discarding the naturalness of the interface. These cues
motivate us to investigate a development methodology of a versatile gesture
interface for AR games. Our goal is to develop gesture-based natural interfaces
that are fast and stable without any strict restrictions on human motion or
environments.
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Fig. 1. Feature point tracking for gesture recognition

Fig. 2. Identifying hand gestures by filtering skin color regions and tracking feature
points

In the remainder of this paper we first describe the interaction method with
bare hands in section 2. We then describe the interaction method with a real
paddle in section 3. Finally we show experimental results in section 4 and provide
conclusions in section 5.

2 Interactions with Bare Hands

A considerable amount of research has been conducted on computer-related
gesture-recognition technology for various reasons. For example, a gesture in-
terface would speedup the player’s reaction time in playing games. It can also
be used to help physically disabled persons to interact with computers [11].
Though there is a lot of potential uses in niche applications, the gesture recog-
nition technology faces several critical problems. As an interface-related issue,
there are many different hand motions of making the same gesture and there
is not a common rule in interpreting the detected hand motions. The robust
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Fig. 3. Hand gestures to click virtual menu buttons

Fig. 4. Identifying intended gestures for menu selection

recognition of hand motions in an arbitrary environment is nearly impossible
since there are too many varying factors to be considered such as varying illumi-
nation conditions, confusing backgrounds, and irregular speed of hand motions.

Feature point tracking is a typical approach for many motion recognition
problems. First, many good features are extracted and tracked as shown in Fig. 1.
Then, the point trajectories are analyzed to infer the motion information. There
are huge amount of ambiguity in the inference and it is hard to assure the
recognition result is correct.

A promising way to reduce the ambiguity is to use the color information. The
feature points in skin regions are more important than other feature points. We
could put more weights on skin points in hand gesture recognition. The hand
motion can be inferred from the consistent movements skin points. Fig. 2 shows
feature tracking and skin region detection for the hand gesture recognition.

We have investigated a fast hand motion detection and gesture classification
method. Great emphasis has been placed on the processing speed and the sta-
bility of the responses. The screen shots of our interface prototype is shown in
Fig. 3. From the tracked point features, motions of moving objects are analyzed.
The moving patterns of the motion trajectories are used to determine whether
the motion is intended gestures. We first filter skin color regions and determine
the candidate image locations of hands. Then, we detect and track the skin re-
gions. The intended hand motion is inferred based on the trajectories of the
moving regions in a short time interval.

For the proximity touch to a menu icon, we locate skin color regions and
analyze gestures occurred in the regions. The hue-saturation-value(HSV) model
is used to intuitively specify skin color properties. Hue is a 360 degree value
through color families and saturation is the degree of strength of a color. The
important property of hue is the invariancy to the various lighting environment.
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For the values r, g, and b in the RGB color space, each range from 0 to 1, hue
h ranges from 0 to 360◦ and saturation s ranges from 0 to 1. For general digital
color images, r, g, and b have discrete values range from 0 to 255 to store each
color value in one byte. The HSV color space also should be quantized to fit into
the byte range.

The shape of the skin color subspace in the HSV space can be estimated
by successive adjustments according to skin regions of test images[12]. Based
on the statistics, we filter skin color regions. We only use h and s to eliminate
the lighting effects. However, under the very dark illumination, the skin color
filtering is unstable and we exclude the case when the intensity is too small. The
skin color subspace is bounded by the following constraint:

(h ∈ [0, 22] or h ∈ [175, 180]) and s ∈ [58, 173] and v ∈ [76, 255]

The skin color boundary also works well for different human races and different
lighting conditions.

We determine the proximity of hand parts to action positions and infer the
intended user click action from the moving direction of hand parts. We detect
enough number of feature points and track them. Fig. 2 shows skin color regions
in the green color and feature points in the red color. It is common that some
feature points disappear due to the point matching failure. When a feature point
is failed in matching, a new one is detected and added to the feature point set.
The trajectories of all feature points are kept during a fixed time interval. When
one of the skin color regions overlaps with one of action regions, the trajectories
of feature points inside the skin color regions are inspected. If the trajectory
shape agrees the user intended menu selection, the corresponding action is ac-
tivated. Unintended gestures have inconsistently moving trajectories such as an
abrupt change of moving direction, small motion trajectories where the starting
positions are near an action region, and confusing trajectories crossing multiple
action regions. Fig. 4 shows how we can discriminate intended gestures from
accidental gestures.

3 Interactions with a Real Paddle

More stable interaction is possible if we use a paddle instead of using human
hands. Contrary to human hands, paddles are rigid objects and they have less
degree of freedoms in their shapes. A table tennis game is a typical example of the
paddle-based game. In an augmented reality version of the table tennis computer
game, the camera detects the spatial movement of the player’s real paddle and
moves the virtual paddle accordingly. It can be played as a single player playing
against a computerized opponent, or against another player through the network.

A table tennis racket is made from a wooden blade, which is flat and rigid.
The sides of the blade used to hit the ball are covered in a rubber. If both sides
of the bat are used to hit the ball, one rubber must be bright red, and the other
rubber black. If only one side of the bat is used, the rubber on that side can
be red or black, but the other side without rubber must be the other color. We
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Fig. 5. Interactions with a real paddle: A user is stroking the virtual ball while watching
a screen monitor (left) or a HMD (right) on which the virtual ball is displayed

-180 -90 180900 -180 -90 180900

Fig. 6. Color histogram analysis to detect the racket region

assume a single side of the racket is used in playing and that side is covered in
a red-colored rubber.

To locate the racket position, we filter racket-colored pixels and count the
number of pixels in two directions of the image coordinate system. The hue
value of the true red color is 0◦. The negative range is changed to the positive
range by adding 360◦ to it. Since we are interested in the red colored racket
we set the range of hue to [-180◦, 180◦] instead of [0◦, 360◦] to preserve the
continuity around 0◦. By default, pixels whose hue value is in [-10◦, 10◦] are
regarded as the candidate pixels of the racket surface. The range depends on
the lighting conditions and physical environments. For example, at the playing
environment shown in Fig. 5, most pixels in the racket falls in the range [-15◦,
5◦]. We discard too dark pixels by enforcing the third component at the HSV
space must be greater than 0.5.
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Fig. 7. Racket pose estimation using the attached marker

Fig. 8. Tracking a real racket using a marker attached to the racket

To adaptively determine the racket pixels, the hue range should be computed
according to the current lighting condition. Fig. 6 shows the hue range decision
process. For a racket image, we locate the racket positioned at the image center
and compute the average value and the variation of the hue component. In the
figure, the computed hue range is [-8◦, 12◦]. Then, using the range, pixels are
filtered and the racket pixels are determined, as shown in the right figure, where
the pink colored pixels are in the hue range. The histogram in the left figure is
for the distribution of hue values for all pixels and the histogram in the right
figure is for the pixels in the centered rectangular region. The hue values for the
racket pixels are densely located around the mean value.

The number of pixels in the racket color range is counted along both the
horizontal and the vertical directions and the counts along the two directions
are stored in two separate arrays. The image location of the racket is given by
seeking the peak points at the arrays. This technique is robust even for the case
when some racket-like regions exist around the real racket.

Many augmented reality applications use black and white fiducial markers
for both the fast and easy detection of features and the direct computation of
camera poses. Using a marker-attached racket, we can utilize further information
for the racket poses such as the position and orientation of the racket relative
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Fig. 9. The frame processing time for three untrained users
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Fig. 10. Feature tracking errors for three types of hand gestures

to the camera. We attach a marker on the racket surface and detect the marker
during the game playing. Fig. 7 shows the detected racket poses overlapped with
the marker-attached racket images. Fig. 8 shows the racket tracking results. The
identified racket face is marked in yellow color together with the marker corners
and the marker direction.

4 Experimental Results

We implemented three different types of interaction: interactions using bare
hands, using a real racket, and using a marker-attached real racket. To demon-
strate the interactions with bare hands, a gesture-controlled music player is im-
plemented. In the music player, several menu icons are displayed on the top of
the screen and a user can activate a menu by hand gestures as shown in Fig. 3.
The music player has four menu icons to play, stop, forward, and backward a
music. Each menu item is shown as an icon located on the top side of the camera
view.

For the paddle-based interactions, we implemented an augmented reality table
tennis game. In the virtual table tennis game, a user can hit the virtual ball with
a table tennis racket. The game player manipulates the virtual ball in the 3D
space by means of a red colored table tennis racket in front of the camera field
of view. A player playing the virtual table tennis game is shown in Fig. 5. The
player can see her current pose in the virtual space on a monitor screen or on a
stereoscopic head-mounted display.
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The experiments were performed on a 2.6GHz Pentium 4-based system. The
frame size is fixed to 320×240. Color space conversion to HSV space and skin
color region filtering requires 15 milliseconds on average per frame. Feature track-
ing for 500 feature points requires 42 milliseconds on average per frame. The
overall processing speed for the interface is about 15 frames per second. The
frame processing time for input video streams are shown in Fig. 9.

The interface using a real racket is much faster than the feature-based in-
terface. Red color pixel filtering and histogram accumulation provides candidate
positions of the racket. Though much complicated and accurate analysis is possi-
ble, it is just a trade-off between time and cost. The overall physics and rendering
speed for the game is 75 frames per second. Due to the limit of our camera capa-
bility, the frame rate is limited by at most 30 frames per second. Thus, the actual
paddle movement is reflected to the virtual paddle position at the frame rate.

Our experimental results showed that using only feature tracking for the ges-
ture recognition is significantly unstable. Fig. 10 shows the number of failed
features during the tracking. We have tried to recognize ten different gestures
for three different motions: normal motions, fast motions, and abrupt fast mo-
tions. For each trial we find 100 feature points at the first frame and track them
during next 100 frames. If some feature points are failed in tracking they are
immediately excluded and new feature points are inserted. For each frame we
count the number of failed features and accumulate it during the 100 frames. For
each of the three cases, the accumulated number of failed features in tracking is
shown in Fig. 10. For the normal motion the number of failed features are about
20 on average. For the fast motion many features points get out of the field of
view and the number of failed features are about 40 on average. The abrupt
motion makes the worst result. The number of failed features are about 425 on
average or, equivalently, 4 failed features per frame.

We found a much stable interaction is possible when using both feature track-
ing and color filtering. To observe the effectiveness of the hybrid approach, we
measured the menu activation accuracy for the gestures of three untrained users.
Each user tried 100 menu selection gestures in front of the camera watching the
monitor. One of them is requested to do them with fast hand motion. For nor-
mal speed gestures of two users, 93 trials and 95 trials were succeeded. For fast
gestures of the third user, 84 trials were succeeded.

To validate the superiority of the gesture interface over the classical interface,
we also implemented a conventional mouse and keyboard based interface in the
virtual table tennis game. Untrained users have tried both interfaces. All the
users confirmed that the gesture interface using the paddle is true to nature and
easier to operate than the conventional interface.

5 Conclusion

We described gesture-based interaction methods applicable to augmented real-
ity applications. Three different approaches were described: using human hand
gestures, using a red colored racket, using a marker-attached racket. For the



472 J.-S. Park, J.-H. Yoon, and C. Kim

discrimination of intended gestures from accidental hand movements, we use
a smooth trajectory toward one of virtual objects or menus. We have imple-
mented and tested two simple augmented reality applications: a gesture-based
music player and a virtual table tennis game. Though the accuracy of interactions
depends on many factors regarding the given gestures, a considerable improve-
ment was possible by using both the fiducial tracking and the color filtering of
the human hands or the real racket surface.

We have still lots of room for improvement in accuracy. Obvious directions
for future work for the improvement include applying the unified framework
of various user contexts such as velocity of motion, patterns of hand gestures,
current human postures, and human body silhouette.
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Abstract. Fingerspelling is used in sign language to spell out names of people 
and places for which there is no sign or for which the sign is not known. In this 
work we describe a Turkish fingerspelling recognition system that recognizes 
all 29 letters of the Turkish alphabet. A single representative frame is extracted 
from the sign video, since that frame is enough for recognition purposes of the 
letters mentioned. Processing a single frame, instead of the whole video, 
increases speed considerably. The skin regions in the representative frame are 
extracted by color segmentation in YCrCb space before clearing noise regions 
by morphological opening. A novel fast alignment method that uses the angle of 
orientation between the axis of least inertia and y axis is applied to hand 
regions. This method compensates small orientation differences but increases 
big ones. This is desirable when differentiating the fingerspelling signs, some of 
which are close in shape but different in orientation. Also the use of minimum 
bounding square is advised, which helps in resizing without breaking the 
alignment. Binary values of this minimum bounding square are directly used as 
feature values, and that allowed experimenting with different classification 
schemes. Features like mean radial distance and circularity are also used for 
increasing success rate. Classifiers like kNN, SVM, Naïve Bayes, and RBF 
Network are experimented with, and 1NN and SVM are found to be the best 
two of them. The video database was created by 3 different signers, a set of 290 
training videos, and a separate set of 174 testing videos are used in experiments. 
The best classifiers 1NN and SVM achieved a success rate of 99.43% and 
98.83% respectively.  

Keywords: Turkish Fingerspelling Recognition, Fast Alignment, Angle of 
orientation, Axis of Least Inertia, Minimum Bounding Square, Classification.  

1   Introduction 

Sign Language is a visual means of communication using gestures, facial expression, 
and body language. Sign Language is used mainly by deaf people and people with 
hearing difficulties.  There are two major types of communication in sign language. 
The first one has word based sign vocabulary, where gestures, facial expression, and 
body language are used for the most common words. The second one has letter based 
vocabulary, and is called fingerspelling, which is a method of spelling words using 
hand movements. Fingerspelling is used in sign language to spell out names of people 
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and places for which there is no sign and can also be used to spell words for signs that 
the signer does not know the sign for, or to clarify a sign that is not known by the 
person reading the signer [1]. 

Sign languages develop specific to their communities and are not universal. For 
example, ASL (American Sign Language) is totally different from British Sign 
Language even though both countries speak English [2]. In the automatic sign 
language recognition, there are successful systems for American Sign Language (SL) 
[3], Australian SL [4], and Chinese SL [5] . 

Previous approaches to word level sign recognition rely heavily on statistical 
models such as Hidden Markov Models (HMMs). A real-time ASL recognition 
system developed by Starner and Pentland [3] used colored gloves to track and 
identify left and right hands. They extracted global features that represent positions, 
angle of axis of least inertia, and eccentricity of the bounding ellipse of two hands. 
Using an HMM recognizer with a known grammar, they achieved a 99.2% accuracy 
at the word level for 99 test sequences. For TSL (Turkish Sign Language) Haberdar 
and Albayrak [6], developed a TSL recognition system from video using HMMs for 
trajectories of hands. The system achieved a word accuracy of 95.7% by 
concentrating only on the global features of the generated signs. The developed 
system is the first comprehensive study on TSL and recognizes 50 isolated signs. This 
study is improved with local features and performs person dependent recognition of 
172 isolated signs in two stages with an accuracy of   93.31% [7].  

For fingerspelling recognition, most successful approaches are based on 
instrumented gloves, which provide information about finger positions. Lamar and 
Bhuiyant [8] achieved letter recognition rates ranging from 70% to 93%, using 
colored gloves and neural networks. More recently, Rebollar et al. [9] used a more 
sophisticated glove to classify 21 out of 26 letters with 100% accuracy. The worst 
case, letter ’U’, achieved 78% accuracy.  Isaacs and Foo [10] developed a two layer 
feed-forward neural network that recognizes the 24 static letters in the American Sign 
Language (ASL) alphabet using still input images. ASL fingerspelling recognition 
system is with 99.9% accuracy with an SNR as low as 2.  Feris, Turk and others [11]   
used a multi-flash camera with flashes strategically positioned to cast shadows along 
depth discontinuities in the scene, allowing efficient and accurate hand shape 
extraction. Altun et al. [12] increased the effect of fingers in Turkish fingerspelling 
shapes by thick edge detection and correlation with penalization. They achieved 99% 
accuracy out of 203 sign videos of 29 the Turkish alphabet letters. 

In this work, we have developed a signer independent fingerspelling recognition 
system for Turkish Sign Language (TSL). The representative frames are extracted 
from sign videos. Hand objects in these frames are segmented out by skin color in 
YCrCb space. These hand objects are aligned using the novel angle of orientation 
based fast alignment method. Then, the aligned object is moved into the center of a 
minimum bounding square, and resized. The binary values of the minimum bounding 
square are used as classification features, in addition to the binary object features like 
mean radial distance and circularity. We experimented with different classification 
schemes and reported their success rate. 

The remaining of this paper is organized as follows: In Section 2 we describe the 
representative frame extraction, our fast alignment method, and extraction of  
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additional object features. Section 3 covers the video database we use. We listed the 
classification schemes we used in Section 4. Finally, conclusions and future work are 
addressed in Section 5. 

2   Feature Extraction 

Contrary to Turkish Sign Language word signs, Turkish fingerspelling signs, because 
of their static structure, can be discriminated by shape alone by use of a representative 
frame. To take advantage of this and to increase processing speed, these 
representative frames are extracted and used for recognition. Fig. 1 shows 
representative frames for all 29 Turkish Alphabet letters.  

 

In each representative frame, hand regions are determined by skin color. From the 
binary images that show hand and background pixels, the regions we are interested in 
are extracted, aligned and resized. In addition to aligned binary pixel values, binary 
object features are extracted to support maximum correlation based matching. 

Each process is summarized below: 

2.1   Representative Frame Extraction 

In a Turkish fingerspelling video, representative frames are the ones with least hand 
movement. Hence, the frame whose distance to its successor is minimum can be 
chosen as a representative frame. Distance between successive frames f and f+1 is 
given by the sum of the city block distance between corresponding pixels: 

 

Fig. 1. Representative frames for all 29 letters in Turkish Alphabet 
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2.2   Skin Detection by Color 

For skin detection, YCrCb color-space has been found to be superior to other color 
spaces such as RGB and HSV [13]. Hence we convert the pixel values of images from 
RGB color space to YCrCb using (2). 

In order to decrease noise, each of the Y, Cr and Cb components of the image are 
smoothed with the 2D Gaussian filter given by (3), where σ is its standard 
deviation  

BGRY 114.0587.0299.0 ++= , YBCr −= , YRCb −=  (2) 
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Chai and Bouzerdom [14] report that pixels that belong to the skin region have 
similar Cr and Cb values, and give a distribution of the pixel color in Cr-Cb plane. 
Consequently, we classified a pixel as skin if the Y, Cr, Cb values of it falls inside the 
ranges 135 < Cr < 180, 85 < Cb < 135 and Y > 80 (Fig. 2.a). 

After clearing small skin colored regions by morphological opening (Fig. 2.b), skin 
detection is completed.  

 

       
            (a)                        (b) 

Fig. 2. (a) Original image and detected skin regions after pixel classification, (b) result of the 
morphological opening. 

        
          (a)                                (b)                   (c)                    (d)            

Fig. 3. (a)-(b) The 'C' sign by two different signers. (c)-(d) The 'U' sign by two different 
signers. 
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2.3   Fast Alignment for Maximum Correlation Based Template Matching 

Template matching is very sensitive to size and orientation changes. A scheme that 
can compensate size and orientation changes is needed. Eliminating orientation 
information totally is not appropriate however, as depicted in Fig. 3. Fig. 3a-b show 
two 'C' signs that we must be able to match each other, so we must compensate the 
small orientation difference. In Fig. 3c-d we see two 'U' signs that we need to 
differentiate from 'C' signs. 'U' signs and 'C' signs are quite similar to each other in 
shape, luckily orientation is a major differentiator. As a result we need a scheme that 
not only can compensate small orientation differences of hand regions, but also is 
responsive to large ones. 

 

Fig. 4. Axis of least second moment and the angle of orientation 

We propose a fast alignment method that works by making the angle of orientation 
(θ ) zero. Angle of orientation, given by (4), is the angle between y axis and the axis 
of least moment (shown in Fig. 4). 
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        (a)            (b)                      (c)                        (d)                      (e) 

Fig. 5. Stages of fast alignment. (a) Original frame. (b) Detected skin regions. (c) Region of 
Interest (ROI). (d) Rotated ROI. (e) Resized bounding square with the object in the center. 
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Let's define bounding square as the smallest square that can completely enclose all 
the pixels of the object. After putting images in the center of a bounding square, and 
than resizing the bounding square to a fixed, smaller resolution, the fast alignment 
process ends (Fig. 5). 

2.4   Additional Binary Object Features 

Instead of using only pixel values in the bounding square, additional binary object 
features are extracted to support decision process. 

These features include area, center of area, perimeter [15], angle of orientation 
(defined above), and circularity (defined as perimeter2/area). In addition, mean radial 

distance Rμ  is extracted: 

−=
n nnNR yxyx ),(),(1μ  (5) 

where n iterates over all pixels, N is the number of pixels, ( x , y ) is the center of 

area, ( nx , ny ) is the coordinate of the nth pixel, and . denotes the Euclidean 

distance between two pixels. Another feature is the standard deviation of radial 

distance Rσ , defined as 
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As the last binary object feature, a second circularity measure C  is computed by 

RRC σμ= . (7) 

To summarize, 9 binary object features are added to the 30x30 binary values of the 
minimum boundary square. 

3   Video Database 

The training and test videos are acquired by a Philips PCVC840K CCD webcam. The 
capture resolution is set to 320x240 with 15 frames per second (fps). While 
programming is done in C++, the Intel OpenCV library routines are used for video 
capturing and some of the image processing tasks.  

We have developed a Turkish Sign Language fingerspelling recognition system for 
the 29 static letters in Turkish Alphabet. The training set was created using three 
different signers. For training, they signed a total of 10 times for each letter, which 
sums up to 290 training videos. For testing, they signed a total of 6 times for each 
letter, which sums up to 174 test videos. Table 1 gives a summary of the distribution 
of the train and test video numbers for each signer. Notice that training and test sets 
are totally separated.  
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Table 1. Distribution of train and test video numbers for each signer 

 Signer 1 Signer 2 Signer 3 Total 
 Train Test Train Test Train Test Train Test 

A 4 2 4 2 2 2 10 6 
         

Z 4 2 4 2 2 2 10 6 
Total       290 174 

Table 2. Success rates of most successful classifiers on fingerspelling data 

Classifier Success Rate (%)

1NN [16] 99.43

SVM [17] 98.85

Random Forest [18] 97.13

RBF Network [19] 96.55

Multinomial Naive Bayes [20] 93.68

Naive Bayes [21] 88.51

J48 [22] 85.63

4   Classification Comparison 

A set of different classification algorithms are applied to the features extracted as 
explained in Section 2 and obtained results are sorted according to their success rates. 
These classification results are summarized in Table 2.  

The most successful classifiers are one nearest neighbor (1NN) and support vector 
machine (SVM). These methods classified more than 98% successfully, as seen in 
Table 2. The biggest problem is in the classification of the letter 'S', which is confused 
by ' '. A second problem letter was 'G', which is confused by ' '. The confused 
characters are very similar to each other in shape, as seen in Fig. 6. 

    

Fig. 6. Two difficult cases where our methods may fail. Left to right: 'S' and ' ', 'G' and ' '. 

5   Conclusions and Future Work 

A Turkish fingerspelling recognition system is tested and found to have more than 
99% accuracy. Testing and training sets is created by multiple signers, as a 
consequence the developed system is signer independent. Accuracy is the result of the 
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fast alignment process we applied. This process brings objects with similar orientation 
into same alignment, while bringing objects with high orientation difference into 
different alignment. This is a desired result, because for fingerspelling recognition, 
shapes that belong to different letters can be very similar, and the orientation can be 
the main differentiator. After the alignment, to resize without breaking the alignment, 
the object is moved into the center of a minimum bounding square. The binary values 
in minimum bounding square are used as the features. In addition, we used binary 
object features like circularity and mean radial distance, which helped increasing 
success rate.  

Our method is robust to the problem of occlusion of the hands, because the fast 
alignment method allows us to process an ensemble of one or more connected 
components in the same way.  

The system is fast due to representing the sign video by a single frame, the speed 
of fast alignment process, and resizing the bounding square to a smaller resolution. 
The amount of resizing can be arranged for different applications. 

Since we used binary pixel values as ordinary features, we are able to experiment 
with different classification algorithms, amongst which are kNN, SVM, RBF 
Network, Naïve Bayes, Random Forest, and J48 tree. The 1NN and SVM give the 
best success rates, 99.43% and 98.85% respectively.  

Not all letters in Turkish alphabet are representable by one single frame, ' ' being 
an example. The sign of letter involves some movement that differentiates it from 'S'. 
In fact, this letter is the one that prevented us achieving a 100% success rate. Still, 
representing the whole sign by one single frame is acceptable since this work is 
actually a step towards making a full blown Turkish Sign Language recognition 
system that can also recognize word signs. That system will incorporate not only 
shape but also the movement, and the research on it is continuing. 

The importance of successful segmentation of the skin and background regions can 
not be overstated. In this work we assumed that there is no skin colored background 
regions and used color based segmentation in YCrCb space. The systems' success 
depends on that assumption, and research on better skin segmentation is invaluable. 

The fast alignment and classification schemes presented would work equally well 
in the existence of a face in the frame, even though in this study we used only hand 
regions when creating the fingerspelling video database.  

Although we demonstrated the fast alignment method in the context of hand shape 
recognition, it is equally applicable to other problems where shape recognition is 
required, for example to the problem of shape retrieval. 
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Abstract. Real time traffic monitoring is one of the most challenging problems 
in machine vision. In this paper, we describe a method for multiple vehicles 
tracking and traffic parameters extraction based on Discrete Wavelet Trans-
form. Occlusion is effectively resolved by our method. In order to describe the 
traffic characteristics, some important traffic parameters are extracted, such as 
vehicle trajectory, vehicle speed and vehicle count. Discrete wavelet transform 
is used to prevent the disturbance of fake motions. Experimental results are pre-
sented to demonstrate the effective tracking of vehicles on an urban artery. 

Keywords: Vehicle tracking; Traffic parameter extraction; ITS; DWT. 

1   Introduction 

Animals can rapidly detect changes and take corresponding actions in their normal 
environment. This particular ability to be aware of environmental changes is very 
important for survival, for example, to find food or avoid predators. The sense of 
vision plays an important part in animal behavior either for tracking movements or 
identifying objects of interest. If such an ability can implemented artificially, these 
applications will be used in automated inspection and surveillance tasks. 

The Intelligent Transportation System (ITS) technology has significantly enhanced 
the ability to provide relevant information to road users. Traffic parameters can be 
extracted to describe the characteristics of the vehicles and their movement. Various 
kinds of traffic control systems, such as automatic tolls, congestion detection, and 
automatic routing, can be implemented with these traffic parameters. 

In spite of these advantages, the vehicle detection error due to occlusion makes se-
rious difficulties to extract traffic parameters. In our method the occlusion is effec-
tively resolved. The experiment results show that our proposed framework is effective 
in vehicle tracking and parameter extraction. 

This paper is organized as follows: In Section 2, we give a brief review of related 
work. In Section 3, the motion detection method based on background subtraction is 
presented. In Section 4, the vehicle tracking and parameter extraction is described. 
Experimental results and conclusion are given in Section 5. 
                                                           
* This work is supported by science foundation for young teachers of Northeast Normal Uni-

versity, No. 20061002, China. 
* Corresponding author. 
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2   Related Work 

Recently, several motion detection algorithms have been proposed. Generally, they 
can be classified into three methodologies: the background subtraction based, the 
probability based, and the temporal difference based approach. 

There were some systems that achieved the vehicle detection through background 
subtraction based method [1, 2]. Background subtraction based on standard intensities 
may work well if the illumination for the processed images is constant. Any change in 
illumination will significantly affect intensities, because the traditional background 
subtraction method uses a fixed reference background image. Therefore, quality and 
illumination-tolerance provided by background subtraction are the basic criteria to be 
concerned for moving object detection and image segmentation. Hence, the traditional 
background subtraction based on standard intensities is inherently sensitive to illumi-
nation. So background updating is needed due to the change of ambient lighting, 
shadow, weather, etc. 

The method proposed by Paragios and Deriche in [3] considered a probability and 
statistics problem, and used the observed information to obtain a classification equa-
tion of probability and statistics problem, and used the observed information to obtain 
a classification equation of probability to segment image. These detection models can 
detect and track moving objects perfectly, but they suffer from the high computing 
cost, so it is hard to be used in real-time surveillance application.  

Temporal difference method computes difference between two successive frames 
so as to remove static part and get moving part within the image [4][5]. It is a simple 
method for detecting moving objects in a static environment, but unable to detect 
static vehicle. Moreover, the results of inter-frame subtraction are also influenced by 
speed of vehicles. Too low or too high speed may cause errors in vehicle detection. 

3   Motion Detecting 

In the following sub-sections, we will present the motion detection approach. Firstly, 
the background is extracted, then the background subtraction method based on wave-
let transform is proposed, and at last the bounding boxes of the moving vehicles are 
located. 

3.1   Background Extraction  

In image sequences of road traffic, it might be impossible to acquire a background 
image. Hence, it is desirable that the initial background image is automatically ex-
tracted from a sequence of road traffic images. Therefore, we use the background 
extraction method described in [6]. The approach is summarized as follows: 

Step 1: Subtract the successive frames to get the motion difference image, 
Step 2: Segment the difference images to get foreground and background region, 
Step 3: If one pixel never appears in the background image, but now in the back-
ground region, then we use its corresponding value to update the background image, 
Step 4: Repeat steps 1, 2 and 3, until the percentage of extracted background pixels 
reaches to a predefined value, end. 
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The detail procedure of background extraction is shown in Fig. 1. The result of the 
inter-frame subtraction method is influenced by the speed of the vehicles, and if the 
speed is very slow, the difference images will have little moving pixels. In order to 
reduce the processing time and increase the calculating accuracy, we use two pairs of 
images like frame t and frame t-4, frame t and frame t+4, but not every frame. 

 (a) (b)  (c)  

(d) (e)  (f)  

Fig. 1. The sequential procedure of background subtraction: (a)-(c) are the initial input images, 
(d)-(f) are the first, second, and third iteration results 

3.2   Background Subtraction Based on Discrete Wavelet Transform 

When digital images are to be viewed or processed at multiple resolutions, the dis-
crete wavelet transform (DWT) is the mathematical tool of choice [7]. In addition to 
being an efficient, highly intuitive framework for the representation and storage of 
multi-resolution images, the DWT provides powerful insight into an image’s spatial 
and frequency characteristics. The Fourier transform, on the other hand, reveals only 
an image’s frequency attributions.  

Two dimensional discrete wavelet transform (DWT) can be used to decompose an 
image into four sub-images (LL, HL, LH, HH). An example of two-scale DWT is 
shown in Fig .2. We can see that the high frequency sub-images, such as LH and HL, 
contain the detailed information like the edge of leaves. Because the moving vehicles 
belong to low frequency part, and we don’t take more attention to the detailed infor-
mation of the frame, so our background subtraction is performed in the low frequency 
sub-image of the two-scale DWT (the upper left corner in Fig. 3.(b)) due to the con-
sideration of low computing cost and noise reduction issue.  

After the background generated, the foreground pixels can be extracted by the fol-
lowing equation:  
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=
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DWT corresponding to the current input image and background image, t is the frame 
number, and T is a predefined threshold.  
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(a)                                                                           (b) 

Fig. 2. Two-scale DWT: (a) Original image, (b) The result of two-scale DWT 

3.3   Background Updating 

In background subtraction method, the result of object region extraction strongly 
depends on the quality of background image. Thus, it is necessary to develop a robust 
background image updating approach along with the illumination variance.  

The current input image also contains foreground objects, so we have to classify 
the pixels as foreground and background, and only use the background pixels to up-
date the current background. The binary inter-frame difference image DBi,j is used to 
classify the pixels.  
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The formulation shows that in the current input image, if pixel ) ,( yx  belongs to the 

foreground, then we keep the former corresponding background pixel unchanged, 
otherwise we use the value of this pixel to update the former background image. Be-
cause the background subtraction is performed on the low frequency sub-image, and 
in the low frequency sub-image some details like the trees’ movement are disap-
peared, so the updated cycle can be longer than the method without DWT. 

3.4   Bounding Box of the Moving Objects 

After the background subtraction procedure, we extract the connected component of 
the foreground images. No connected component means that there is no object mov-
ing in the frame. If there are more than one connected components, we can conclude 
that there are moving objects in the frame. The bounding box can be located by com-
puting the maximum and minimum value of x and y coordinates of connected compo-
nents. The extracted bounding boxes are shown in Fig. 3. (c).  
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 (a)  (b)  (c)  

Fig. 3. (a) Image of current frame, (b) The difference image of background subtraction, (c) 
Moving objects bounded by bounding boxes 

4   Object Tracking and Traffic Parameter Extraction 

4.1   Feature Extraction 

On the road, every vehicle has its unique location, so the position of the vehicle is the 
most important feature for vehicle tracking in our method. The centroid coordinates of 
connected components are used to represent the vehicle’s location. The bounding 
box’s width and height are also used as another two important features. So the feature 
vectors of object i can be represented as follow:  

) , , ,( iiiii yxheightwidthF =  , (3) 

where iwidth , iheight , ix and iy are bounding box’s width, bounding box’s height, 

object centroid’s x-axis coordination and object centroid’s y-axis coordination. 

 

 

Fig. 4. The flow of the object identification 
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4.2   Object Identification 

A feature queue is created to save the features of the moving objects. When a new 
object enters the system, it will be tracked, and the features of the object are extracted 
and recorded into the queue. Once a moving object i  is detected, the system will 

extract the feature iF  and identify it from the identified objects in the queue by com-

puting the distance ) ,( ji FFD  as follow:  

ji FFjiD −=) ,(  , (4) 

where j is one of the n identified objects, and the flow chart of the object identifica-
tion is described in Fig. 4. 

4.3   Occlusion Removal 

In order to resolve the occlusion problem, firstly we must detect the occurrence of the 
occlusion. This problem is resolved by examining the following conditions: 

a. Inspect the size of the bounding box. If the width and the height of a region are 
more than certain thresholds, that region includes more than one object. 
b. Inspect the ratio of the width to the height of the bounding box. If the ratio is out of 
a certain threshold, that region includes more than one object. 
c. Inspect the location of the region. If a new object appears in the middle part of the 
scene, this region must be an occluded one. 

There are mainly two cases that cause the occurrence of the object merge as follows: 

a. Horizontal merging. A vehicle merges with the one that is in its right side or left 
side. 
b. Vertical merging. A vehicle merges with the one located at its back or front. 

Taking the vertical merging as an example, we describe the procedure of splitting 
the occluded vehicles as follow: 

Step 1: Extract the connected component of the occluded region, 
Step 2: For every row, calculate the horizontal distance iD  ( i =1, 2, … , n, where n is 

the number of the rows) of the occluded region, 
Step 3: Subtract the neighboring iD as follow:  

0  if     1 ≠−= + iiii DDDG  , (5) 

where i is the corresponding row number, 
Step 4: Find the maximum iG  and the row number i is the split row position, end. 

Because the bottom and the top of the object in the bounding box may have the 
maximum iG , but they are not the split place we want, so we divide the region into 

three parts: upper part, middle part and lower part, and iG   is calculated only in the 

middle part. The ratio of the three parts in our study can be defined as shown in Fig.5. 
(a). The final result is shown in Fig. 5. (b). 
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(a)    (b)  

Fig. 5. (a) The ratio of the three parts, (b) The final result of the split 

4.4   Traffic Parameter Extraction Via Vehicle Tracking 

Traffic parameters, such as vehicle count, vehicle speed, and vehicle trajectory are 
extracted via vehicle detection and tracking method. When a vehicle is detected, it is 
added to the linked-list that includes the information about it, such as position and 
frame count. The information is updated as the vehicle object moving within the 
tracking area. Vehicle trajectory is drawn based on the position in the linked-list. Two 
kinds of vehicle count are calculated: the vehicle count moving left and right. Vehicle 
speed is computed by the equation as below:  

tF

FD
Speed

×=  , (6) 

where D is the physical distance between entrance and exit of the tracking area, F and 
Ft are frame rate and number of frames taken for the vehicle to pass the tracking area, 
respectively. 

5   Experimental Results and Conclusions 

5.1   Experimental Results 

In order to test our algorithm, we used image sequences of about 400 frames of a 
video tape captured by a common CCD camera. This camera was installed on the 
side-view of the road. 

The result of the tracking without occlusion removal is shown in Fig. 6. (a) and (b).  
The vehicle count is shown on the upper left corner of the image, and classify into left 
and right moving direction. For example, the number of left direction vehicles in Fig. 
6. (a) is 4, and the number of right direction vehicles is 1. The vehicle direction is 
described using the right and left arrow on the vehicle. We can see that the bounding 
box in the lower left corner of Fig. 6. (a) contains two vehicles which merged to-
gether. In some papers like [8], they can only separate overlapping vehicles with the 
similar size, but with our proposed method, the occlusion is successfully resolved as 
shown in Fig. 6. (c). The bounding box in the middle right of Fig. 6. (b) also contain 
two vehicles. The two vehicles merge together because of the shadow. They are sepa-
rated, and the final result is shown in Fig. 6. (d).  
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The background subtraction in the low frequency sub-image can successfully pre-
vent the disturbance of fake motions. We can see that there are trees in the back-
ground image, and they swing with the wind. When the vehicles move nearby the 
trees, the vehicles and trees may be merged together, and the bounding boxes will be 
larger than vehicles. In this situation, when the bounding boxes’ properties satisfy the 
occlusion removal conditions, then these vehicles will be split as shown in Fig. 7. (a), 
but use the DWT, the fake motions are successfully removed, and the result is shown 
in Fig. 7. (b). The wavelet used in our paper is Haar wavelet. 

 

     
       (a)                                                                  (b) 

     
        (c)                                                                 (d) 

Fig. 6. (a) The 17th frame without occlusion removal, (b) The 120th frame without occlusion 
removal, (c) The 17th frame with occlusion removal, (d) The 120th frame with occlusion removal  

     
           (a)                                                                   (b)  

Fig. 7. (a) The result of 27th frame without DWT, (b) The result of 27th frame with DWT 
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6   Conclusions 

A method for vehicle tracking and traffic parameter extracting is proposed in this 
paper. The occlusion is successfully removal. The vehicle speed, vehicle count, and 
vehicle trajectory are given to describe the traffic characteristic. The fake motions 
always belong to high frequency, and our background subtraction is operated on the 
low frequency sub-images of current frames and corresponding backgrounds, so the 
fake motions like the movement of the trees are successfully removed.  
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Abstract. This paper presents an example-based learning approach to divide a 
foreground blob of people into its constituents on a surveillance video camera 
image. As people tend to walk and interact in groups with other people, occlu-
sions frequently happen in camera images. They are detected in the same fore-
ground image blob and dividing it into image parts of constituting individuals is 
a prerequisite for high-level vision processing like people tracking and activity 
understanding. The division is easy for a human observer but difficult in com-
puter vision especially when the image resolution is low. We treat this task as a 
pattern classification problem by identifying partial outline shape patterns of a 
foreground blob, which can characterize the position where the blob can be well 
divided. When a probabilistic neural network was employed to identify the pat-
tern, the network showed over 80% correct recognition rates in experiments.  

1   Introduction 

Video surveillance (VS) is one of most active subjects in current computer vision re-
search [1]. Humans and vehicles are two important targets in VS. Processing human 
images is generally with more difficulties than processing vehicle images mainly due 
to the non-rigid nature of a human. Various approaches have been proposed for proc-
essing human images for various applications. Some analyzed body parts and shapes 
in relatively high-resolution images [2,3], while others tracked multiple people in 
low-resolution images of a camera installed in a far distance [4]. If the size of a hu-
man is small, it is difficult to build and maintain the statistics in his or her image fea-
tures such as colour and shape. This is the case we consider in this paper.  

A frequent problem that is encountered when processing people images of a VS 
camera is occlusion. People tent to walk and interact in groups with other people, 
thereby increasing the chances that a person being targeted will be occluded by other 
person moving together completely or partially [5]. When a camera is fixed at a far 
distance from the scene, people can have relatively slow non-linear motions. Then oc-
clusions tend to last for long period of time [4].  

The simplest method tackling the occlusion problem is avoiding it by placing a 
camera looking vertically downwards [6]. However, this misses most information of 
people monitored such as colour and silhouette. In [7], an occlusion is detected when 
multiple people are predicted to be located within the same region in the new video 
image frame based on their velocities. No attempt was made to segment a blob of 
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multiple humans occluded each other into constituents but just waiting de-occlusion. 
Analyzing the outline of a blob of multiple humans, for example using an active con-
tour (snakes), is another way of segmentation [8]. However, when people are in low-
resolution, it cannot be effective as small error in foreground extraction causes  
significant change in the contour. Practically, outdoor surveillance cameras are often 
installed at a far distance for wider field-of-view.  

In this paper, a foreground blob of multiple humans is segmented into individual 
constituents using a probabilistic neural network (PNN) [9], which is a neural network 
implementation of the Bayesian classifier. Fig. 1(b) shows an example of segmenta-
tion, which the PNN employed in this paper does. We regard detecting the segmenta-
tion position separating two people (occluding and occluded) vertically in a  
foreground blob as a two-class pattern recognition problem; positions need to be seg-
mented constitute a class and others constitute the other class. The use of a PNN is 
motivated by two factors. First, it is hard to characterize occlusion by some feature 
variables. Different clothes and postures will cause different variable values. Sec-
ondly, if images are in low-resolution, it is difficult to build a reliable statistical model 
because the number of pixels is not enough. Although a human observer can separate 
people in occlusion without difficulty, the method implicitly used by human intelli-
gence is hard to formulize. In this situation, while most existing techniques cannot 
provide an effective solution, a PNN is expected to determine where a blob of people 
needs to be segmented by learning based on shape information of upper body parts of 
human targets.    

 

                               (a)                                                                      (b) 

Fig. 1. Two approaches to tackle occlusion problem when processing human images: (a) shows 
an example image of a camera fixed to look downward. The occlusion problem can be virtually 
avoided but significant information loss is resulted, (b) shows a segmentation example of oc-
cluded humans. In this paper we design a PNN to get a result like this.  

2   Extracting Data Patterns for PNN   

The goal of research work described in this paper is finding the best segmentation po-
sition for a foreground image blob of multiple people. After various attempts, we  
arrived at a conclusion that using a PNN is an effective method. Fig. 2 shows the pro-
cedures from input image processing to PNN-based segmentation. As shown in the 
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figure, two important steps are required to extract data for a neural network em-
ployed: extracting humans as foreground and obtaining their shape information for 
segmentation. 

 

Fig. 2. Procedures to segment an image of occluded humans. Occlusion occurs not only when a 
person is occluded by another person but also when people are in close distance each other. 

2.1   Extracting Foreground Blobs of Humans    

The initial stage of VS is moving target detection. There are three conventional meth-
ods to detect moving targets in video sequences: temporal differencing [10], optical 
flow [11], and background subtraction [12]. Temporal differencing is very adaptive to 
dynamic environments, but generally does a poor job of extracting all relevant feature 
pixels. Optical flows can be used to detect independently moving targets in the pres-
ence of camera motion. However, most optical flow computation methods are very 
complex and are inapplicable to real-time algorithms if there is no specialized hard-
ware like [13]. The background subtraction technique generally provides the most 
complete feature data. One disadvantage is its high sensitivity to dynamic scene 
change. In this paper, an adaptive background subtraction method proposed by Lipton 
et al [12] is used. For each pixel value np  in the n'th image frame, a running average 

np  and a form of standard deviation 
npσ are maintained by temporal filtering. Due to 

the filtering process, these statistics change over time reflecting dynamism in the en-
vironment. The filter is of the form 

/( ) .tF t e τ=  (1) 

where τ  is a time constant which can be configured to refine the behaviour of the sys-
tem. The filter is implemented like 

1 1(1 ) .n n np p pα α+ += − +  

1 1 1(1 ) | | .n n n np pσ α σ α+ + += − + −  

(2) 



494 Y. Do 

where fα τ= × , and f  is the frame rate. If a pixel has a value that is more than 2σ  
from np , then it is considered a foreground pixel.      

To obtain better foreground images, two error types are considered. First, similar 
colours of background and human clothing often result in incomplete extraction of a 
moving people. We processed the binary foreground image extracted by dilation 
twice and then erosion. Secondly, erroneous extraction of non-moving pixels brings 
noise in a foreground image. The noise is removed using a size filter whereby blobs 
below a certain critical size are ignored.  

2.2   Extracting Shape Pattern by Draping 

When processing low-resolution images of people, it is difficult to obtain stable col-
our statistics of a target as the number of pixels belong to the target is small. Fre-
quently, the foreground detection is also not complete and the problem becomes 
worse. Fig. 3(b) shows such a case for an image given as Fig. 3(a). In this situation, 
the boundary of the extracted foreground blob provides useful information on targets.   

 

(a)                     (b)                     (c) 

Fig. 3. Example of draping: (a) original image, (b) foreground blob extracted, (c) draping line 

We propose to use a line connecting top pixel of each column in an image blob (we 
call it 'draping line') as a shape descriptor. As illustrated in Fig. 4, draping line is dif-
ferent from contour, which follows the boundary of a blob. Actually, draping is much 
simpler than boundary following and output data length is shorter. Although it misses 
most shape information of the side and lower parts of a human blob (e.g., neck and 
legs), it becomes hardly a problem in low resolution images. Instead, using a draping 
line is robust against the error of foreground extraction. Incomplete foreground ex-
traction inside a blob does not change the line shape at all. Fig. 3(c) shows such a 
case. Top pixels of columns in an image usually represent upper parts of human bod-
ies and the upper parts are relatively stable than lower parts in extracted images when 
a person moves [14].  

Partial slope of a draping line is used as a clue to detect vertical segmentation posi-
tion for an image blob of occluded humans. The slope of a pixel np on a draping line 
can be determined as one of three cases;  +1 if 1n np p +< , 0 if 1n np p += , and -1 if 

1n np p +> . The draping line of Fig. 4(a), for example, can be represented by slope code 
like {+1, +1, +1, +1, -1, -1, +1, +1, 0, 0, -1, -1, -1, 0}. This representation is simpler 
than those used for boundary following such as chain code. Assuming Fig. 4 shows a 
real foreground image of two humans, a good segmentation position is at the 7th (or 
8th) column. This position corresponds to slope pattern {-1, +1, +1}. We use a part of 
slope code as the input of a PNN employed to determine a segmentation position.  
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(a)                                 (b)  

Fig. 4. Draping: (a) shows an example of draping line compared to boundary following illus-
trated in (b) 

3   Probabilistic Neural Network 

In this paper, we employ a PNN to find a good segmentation position. The PNN in-
troduced by Specht [9] is essentially based on the well-known Bayesian classifier 
technique commonly used in many classical pattern recognition problems. When us-
ing a Bayesian classifier, a key step is estimating the probability density functions 
(pdf) from the training patterns. However, in some cases like the problem of this pa-
per, estimating the pdf is difficult. In the PNN, a nonparametric estimation technique 
known as Parzen window [15] is used to construct the class-dependent pdf for each 
classification category required by Bayes' theorem. This allows determination of the 
chance a given vector pattern lies within a given category. By the following equation, 
we can estimate the conditional pdf  

/ 2 1 1 2

1

( ) ((2 ) ) ( ) exp[ ( ) ( ) / 2 ].
jPT

j jM M T
j j i i

i

f x PT x x x xπ σ σ− −

=

= − − −  (3) 

where M stands for the dimensionality of input patterns, PTj denotes the number of 

training patterns belong to class j, j
ix represents the i'th input training pattern from 

class j, and σ  is a smoothing parameter (Although we used σ  as standard deviation 
in eq. (2), smoothing parameter is usually denoted as σ  and we redefine the symbol 
here). Combining this with the relative frequency of each category, the PNN selects 
the most likely category for the given pattern vector.  

A PNN consists of four layers: input layer, pattern layer, summation layer, and 
output layer. The input layer represents the m input variables {x1, x2, ..., xm}. The input 
neurons distribute all of the variables x to all the neurons in the pattern layer. The pat-
tern layer is fully connected to the input layer, with one neuron for each pattern in the 
training set. The weight values of the neurons in pattern layer are set equal to the dif-
ferent training patterns. Each pattern-layer neuron j performs a dot product on the in-
put pattern vector x with the pattern stored as a weight vector such that j jZ = xw . 

Then a nonlinear transfer function 2exp[( 1) / ]jZ σ−  is done before outputting to the 

summation neuron. Both x and wj are normalized to unit length. The summation of the 
exponential terms is carried out by the summation-layer neurons. There is one  
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summation neuron for each class. The weights on the connections to the summation 
layer are fixed to unity so that the summation layer simply adds the outputs from the 
pattern-layer neurons. The outputs of summation neurons are connected to a single 
output neuron. If two classes, say A and B, are considered, only one connection has a 
non-unity weight C, which is defined as 

( ) /( ).B B A A A BC h l n h l n= −  (4) 

where nA and nB are numbers of training patterns from class A and B respectively, h is 
a priori probability of occurrence of patterns from corresponding class, and l is the 
loss function associated with a decision. 

4   PNN Design for Segmenting an Image Blob of Occluded People 

We regard the segmentation problem as a classification problem. Segmentable posi-
tions constitute a class (say class S), and other positions constitute the other class (say 
class N). As there are only one or few good segmentation positions, the size of class S 
is much smaller than that of class N (i.e., much more training data for class N).  

The input vector of the PNN designed has a part of slope code from a draping line 
as its elements. This means that the PNN estimates a good segmentation position from 
the local shape pattern of upper body parts of humans in occlusion. For a foreground  
 

Fig. 5. PNN implementation to segment a foreground image blob of occluded humans. In our 
experiment relatively good results were obtained by a reasonable network size when five con-
sequent elements of slope code were used as network input. 
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image blob in the width of c pixels, c-1 elements of slope code are first obtained from 
a draping line. The network output represents the goodness of segmentation at the 
centre position of a part of slope code inputted. In a typical pattern recognition prob-
lem using a PNN, the output is binary. But, in this paper, we get real output values for 
input vectors, and the position of the maximum output value is selected assuming an 
occluding person and an occluded person are in a foreground image blob. For image 
blobs to be used for training the PNN, the best segmentation positions are set manu-
ally and used for true output values. However, since the position at which a fore-
ground image blob can be best segmented is difficult to determine but it can be within 
some range, three left and right positions of user determined segmentation position 
are also set to class S. In this way, the size of class S becomes larger.   

5   Results 

A PNN designed to segment image blobs of occluded people is tested. Various oc-
clusion cases are synthesized randomly with five people sampled from real images as 
shown in Fig. 6. Training data for the PNN are obtained from 30 occlusion cases 
synthesized using Person 1 and Person 2, in addition to other 30 cases using Person1 
and Person 3. Sixty testing data are generated by overlapping images of Person 2 and 
Person 3, and images of Person 4 and Person 5. Testing data from Person 4 and Per-
son 5 are interesting because both images are not used for training. Furthermore ex-
tracting foreground pixels of Person 4 is quite incomplete particularly around his 
neck and shoulder, which are upper body parts and important in determining a drap-
ing line.   

 

Fig. 6. Synthesized occlusions for training (Person 1 + Person 2 and Person 1 + Person 3) and 
for testing (Person 2 + Person 3 and Person 4 + Person 5) the PNN designed 
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Unlike multilayer perceptron networks (MLPNs), weights of connections in a PNN 
are fixed. So, training a PNN can be regarded as finding the best smoothing parameter 
σ  for a set of training input vectors that maximizes the classification accuracy. Fig. 7 
shows the training result. We used five elements of slope code for the network input 
with 1.2σ = . Although better training can be done with a larger network input vector, 
the differences are not significant while the training performance of using three input 
elements is notably bad. Table 1 shows the training and testing results. Notice that 
network showed still good result for the occlusions between Person 4 and Person 5. 

Fig. 7. PNN training for different smoothing parameters and input vectors 

Table 1. PNN training and testing results ( input vector size=5, 1.2σ = )  

Division Synthesized     oc-
clusion cases 

Successful segmen-
tation rates [%] 

Person 1 + Person 2 87 
Training 

Person 1 + Person 3 80 
Person 2 + Person 3 83 

Testing 
Person 4 + Person 5 87 

6   Conclusion 

This paper presents a probabilistic neural network approach based on the well-
established Bayesian classifier method to segment a foreground image blob of oc-
cluded people for video surveillance applications. The network design technique and 
procedures to extract data to train the network are described. It is discussed that a 
PNN is useful to tackle occlusions particularly in low-resolution images, where  
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existing contour-based technique is difficult to be used. Upper body parts of humans 
are relatively stable during human motion and patterns of partial draping line are used 
for the network learning. Unlike multilayer perceptrons, which need ad hoc design 
procedures and long training time, implementation of a PNN is straightforward and 
simple. In experiments using various synthesized occlusion cases of people, the PNN 
designed showed over 80% success rates. 
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Abstract. A novel method for fingerprint matching using Learning Vector 
Quantization (LVQ) Neural Network (NN) is proposed. A fingerprint image is 
preprocessed to remove the background and to enhance the image by eliminat-
ing the LL4 sub-band component of a hierarchical Discrete Wavelet Transform 
(DWT). Seven invariant moment features, called as a fingerCode, are extracted 
from only a certain region of interest (ROI) of the enhanced fingerprint. Then 
an LVQ NN is trained with the feature vectors for matching. Experimental re-
sults show the proposed method has better performance with faster speed and 
higher accuracy comparing to the Gabor feature-based fingerCode method.  

1   Introduction 

Because of durability and uniqueness, fingerprints have been widely applied in sev-
eral fields of personal identification including criminal identification and access con-
trol. However, a reliable and efficient fingerprint recognition system is difficult 
achieved. Contrary to popular belief with extensive research efforts, automated fin-
gerprint recognition is not a closed problem. Reliable matching of fingerprints is still 
a challenging problem. No two different impressions of a fingerprint are identical, 
even when they come from the same individual. The matching algorithm has to be 
therefore invariant to changes in orientation, displacement, elastic deformation, occlu-
sion and missing features. Varying skin conditions may produce poor quality images 
that can lead to feature extraction errors and subsequently error during recognition. 

Usually, there are two main methods for fingerprint matching: minutiae-based 
matching methods [1-2] and texture-based matching methods [3-4]. The more popular 
and widely used techniques, minutiae-based matching methods, use a feature vector 
extracted from the fingerprints and stored as sets of points in the multi-dimensional 
plane. The feature vector may contain minutiae’s positions, orientations or both of 
them, etc. It essentially consists of finding the best alignment between the template 
and the input minutiae sets. However, minutiae-based matching methods may not 
utilize the rich discriminatory information available in the fingerprints and very time 
consuming [5]. The texture-based matching methods use different types of features 
from the fingerprint ridge patterns such as local orientation and frequency, ridge 
shape and texture information. The features may be extracted more reliably than  
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minutiae. Among various texture-based matching methods, Gabor feature-based fin-
gerCode method [3] and its improved version [4] show relatively high performance 
comparing to previous works. These approaches use a fixed length representation, 
called as a fingerCode, to represent each fingerprint.  

A good fingerprint recognition system should be robust to rotation, since we can 
not insure all the input fingerprints have alignments with the template fingerprints 
stored in the database. Inaccurate or wrong results may result in if the input finger-
prints are rotated. To achieve approximate rotation invariance, the Gabor feature-
based fingerCode method requires five templates per fingerprint in database during 
enrollment, and each corresponds to a rotated version of the original template. Fur-
thermore, five more templates are generated by rotating the image by 11.250 during 
the matching procedure for rotation invariance. Therefore, each fingerprint is repre-
sented with ten associated templates stored in the database. The template with the 
minimum score is considered as the rotated version of the input fingerprint image. 
With this approach, the matching requires a larger storage space and a significantly 
high enroll time for rotation invariant. Therefore, new approaches need to explore to 
resolve the demerits of this method. 

Invariant moments are one of the principal approaches used in image processing to 
describe the texture of a region. The set of moments [7] can be invariant to transla-
tion, rotation, and scale changes [6], and be used for fingerprint matching to solve the 
rotation problem.  

To employ the merits of the invariant moments and to resolve the demerits of the 
Gabor feature-based fingerCode method, a new matching method is proposed in this 
paper. Instead of using multiple rotation templates for rotation invariant as in Gabor 
feature-based fingerCode method, we used seven invariant moments from a cropped 
enhanced fingerprint image (or a ROI) based on a reference point. In our approach, a 
vector with these seven invariant moments, called as a fingerCode as in ref [3], is 
used to represent a fingerprint. Then the matching itself is realized by an LVQ NN, 
which is a supervised pattern classification method with each output unit representing 
a particular class or category. LVQ NN learning has the advantage of very fast con-
vergence [11] and has favorable classification ability. In addition, as one of the tex-
ture-based matching methods, the invariant moment fingerCode based method also 
takes of rich discriminatory information available in the fingerprints, so it is able to 
match with high accuracy.  

The paper is organized as follows: The theory of invariant moments and LVQ NN 
are briefly reviewed in section 2 and 3 respectively. In section 4, the fingerprint en-
hancement is introduced. The proposed matching method is explained in details in 
section 5 and experimental results are shown in section 6. Finally, conclusion remarks 
are given in section 7. 

2   Invariant Moments 

In order to extract moment features, which may be invariant to translation, rotation 
and scale changes, from the ROI of the enhanced image, we used the moments de-
fined in ref [6, 7].  
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For a 2-D continuous function f(x,y), the moment of order (p +q) is defined as 

    ( , )p q
pqm x y f x y dxdy

∞ ∞

−∞ −∞

=       for p, q= 0, 1, 2,…                      (1) 

A uniqueness theorem states that if f(x,y) is piecewise continuous and has nonzero 
values only in a finite part of the xy-plane, moment of all orders exist, and the mo-
ment sequence (mpq) is uniquely determined by f(x,y). Conversely, (mpq) is uniquely 
determined by f(x,y). 

The central moments are defined as 
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If f(x,y) is a digital image, then Eq.(2) becomes 
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and the normalized central moments, denoted pqη , are defined as 
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A set of seven invariant moments can be derived from the second and the third 
moments by Hu [7]. As shown below, Hu derived the expressions from algebraic 
invariants applied to the moment generating function under a rotation transformation. 
They consist of groups of nonlinear centralized moment expressions. The result is a 
set of absolute orthogonal moment invariants, which can be used for scale, position, 
and rotation invariant pattern identification. 
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3   LVQ NN 

The topology of LVQ NN was originally suggested by Tuevo Kohonen in the mid 
80's, well after his original work in self-organizing maps. Both this network and self-
organizing maps are based on the Kohonen layer, which is capable of sorting items 
into appropriate categories of similar objects. Specifically, LVQ NN is an artificial 
NN model used both for classification and image segmentation problems.  

Topologically, the network contains an input layer, a single Kohonen layer and an 
output layer. An example network is shown in Fig.1. The output layer has as many 
processing elements as there are distinct categories, or classes. The Kohonen layer has 
a number of processing elements grouped for each of these classes. The number of 
processing elements per class depends upon the complexity of the input-output rela-
tionship. Usually, each class will have the same number of elements throughout the 
layer. It is the Kohonen layer that learns and performs relational classifications with 
the aid of a training set. This network uses supervised learning rules.  

LVQ NN classifies its input data into groupings that it determines. Essentially, it 
maps an n-dimensional space into an m-dimensional space. That is it takes n inputs 
and produces m outputs. The networks can be trained to classify inputs while preserv-
ing the inherent topology of the training set. Topology preserving maps preserve near-
est neighbor relationships in the training set such that input patterns which have not 
been previously learned will be categorized by their nearest neighbors in the training 
data.  

 

Fig. 1. The architecture of an LVQ NN 

In the training mode, this supervised network uses the Kohonen layer such that the 
distance of a training vector to each processing element is computed and the nearest 
processing element is declared the winner. There is only one winner for the whole 
layer. The winner will enable only one output processing element to fire, announcing 
the class or category the input vector belonged to. If the winning element is in the 
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expected class of the training vector, it is reinforced toward the training vector. If the 
winning element is not in the class of the training vector, the connection weights en-
tering the processing element are moved away from the training vector. This later 
operation is referred to as repulsion. During this training process, individual process-
ing elements assigned to a particular class migrate to the region associated with their 
specific class.  

4   Fingerprint Image Enhancement 

A fingerprint image is preprocessed to remove the background and to enhance the 
image by eliminating the LL4 sub-band component of a DWT. Since the details of 
images keep no background part of an original image, the values in these sub-band 
images, their combinations, or the derived features from these bands uniquely charac-
terize features better than those from an original image. So we use the enhanced  
fingerprint image for processing instead of the original image. The theory of multi-
resolution analysis with DWT is briefly introduced below. 

In multi-resolution analysis, the DWT of a given signal may be interpreted as the 
decomposition of the signal into a set of time frequency functions by the use of trans-
lated and dilated basis functions of a mother wavelet. An image can be decomposed 
by DWT with divided into four sub-bands and critically sub-sampled by applying 
DWT as shown in Fig.2 (a). These sub-bands labeled LH1, HL1, and HH1 represent 
the finer scale wavelet coefficients or details of image, while the sub-band LL1 corre-
sponds to coarse level coefficients or approximation image. To obtain the next coarse 
level of wavelet coefficients, the sub-band LL1 alone is further decomposed and criti-
cally sampled. This results in two-level wavelet decomposition as shown in Fig.2 (b). 
Similarly, to obtain further decomposition, LL2 can be used and this process contin-
ues until some final scale is reached. Also, we can reconstruct the original image by 
combining any combination of sub-band images from each level of decomposition. 

 
(a) one-level                                             (b) two-level 

Fig. 2. Image decomposition by DWT (a) one-level (b) two-level 

It is known that to subtract the reconstructed images with higher level decomposi-
tion compoments usually keeps more information than lower level wavelet decompo-
sition. In this paper, wavelet decomposition is used to decompose the input fingerprint 
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image into four different scales. The flow diagram of enhancement algorithm is 
shown in Fig.3. A four-level DWT is performed on an original fingerprint image (X) 
and reconstruct an image (X4) using only LL4 sub-band component by the inverse 
DWT (IDWT). Then we subtract the reconstructed image(X4) from the original image 
(X), and the residua (X - X4) represents the enhanced version of the fingerprint image. 
Daubechies wavelet filters are reasonable tools for decomposing images [8], here for 
simplicity, Db4 is chosen as the wavelet basis. 

 

Fig. 3. The flow diagram of enhancement algorithm 

5   Proposed Matching Approach  

The proposed matching approach contains five main steps as shown in Fig.4. 

 

Fig. 4. The flow diagram of our matching algorithm 
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The first step is to enhance the original fingerprint image using DWT as descried in 
Section 4.  

In the second step, we determine the reference point from the enhanced image of a 
fingerprint. The exact reference point is determined by using a complex filters [9]. 
Complex filters, applied to the orientation field in multiple resolution scales, can be 
used to detect the symmetry and the types of symmetry very well. The maximum 
response point of the complex filter can be considered as the reference point.  

The third step is to segment fingerprint image by cropping the image based on the 
reference point determined in the previous step. In order to acquire the acute invariant 
moment fingerCode in the next step, we use only a certain area (ROI) around the 
reference point as the input instead of using the entire fingerprint. The size of the area 
for cropping can be experimentally determined, in this paper, a size of 64 64 image 
with a reference point at the center is used.  

At the fourth step, seven invariant moments from the cropped image are ex-
tracted as features to represent a fingerprint. This set of features is called as a fin-
gerCode, which is used for the next step. Each fingerCode is a set of long type data 
which requires four bytes of storage, so the entire feature vector requires 28 bytes 
of storage. 

The last step is to match the input fingerCode with fingerCode of the templates 
stored in the database. The matching is realized by utilizing an LVQ NN to distin-
guish between the two corresponding fingerCodes of the test fingerprint image and 
temple fingerprint image in the database into a match and non-match.  

6   Experimental Results 

The fingerprint image database used in this experiment is the database [10] containing 
104 fingerprint images of 256 256 pixels in 256 gray scale levels. Thirteen indi-
viduals were participated for the fingerprint acquisitions and eight images were ob-
tained from each person. Since the invariant moments are absolute orthogonal, the 
degree for rotation can be chosen in the range of [00,900].  In our experiments, each 
image was rotated by an increase degree of 100 from 00 to 900 and added to the data-
base, so the total numbers of images in the database are 1040.  

An LVQ NN for matching with 7 input layer neurons and 2 output layer neurons 
was trained on 80% of patterns in the database, and tests were performed on all. The 
number of the Kohonen layer neurons was obtained empirically. The initial number of 
Kohonen layer neurons was set equal to that of the classes. During the training proc-
ess, we added Kohonen layer neurons step by step until the network converges. Ex-
perimentally, the optimal number of Kohonen layer neurons was determined to 16. A 
matching was labeled correct if the matched pair was from an identical fingerprint and 
incorrect otherwise.  

An example of the experiment with an original fingerprint is shown in Fig.5. The 
experimental results of the enhanced image, the determined reference point and crop-
ped images are shown in Fig.5 (b), (c), (d) respectively. 
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(a)                                 (b)                                (c)                           (d)   

Fig. 5. (a) the original fingerprint of 2_5.tif (size 256  256) (b) the enhanced image (c) the 
determined reference point (d) the cropped image (size 64  64) 

The rotation of the input fingerprint is the primary effect during the recognition 
process. The invariant moments of the rotated fingerprints are not the same with the 
original one [6]. Table 1 shows the seven invariant moments with different rotations 
of fingerprint 2_5.tif. We can see that the invariant moments of the rotated fingerprint 
are slight difference. However, severe difference exist between the different finger-
prints, the seven invariant moments of different fingerprints (2_5.tif, 3_3.tif, 4_6.tif, 
5_3.tif, 6_5.tif, 7_8.tif) are shown in table 2. 

Table 1. The seven invariant moments with the different rotations of fingerprint 2_5.tif. (IM= 
Invariant Moments, RA= Rotation Angle) 

 

Table 2. The seven invariant moments with the different fingerprints 2_5.tif,3_3.tif,4_6.tif, 
5_3.tif,6_5.tif,7_8.tif. (IM= Invariant Moments, DF= Different Image) 
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In addition, the comparing of the time consuming with the methods is shown in ta-
ble 3 as below. From the table 3, we can see the average enroll time and average 
match time for one matching with our proposed method is less than the method sha 
[4] (Gabor feature-based fingerCode method) (on Pentium 1.2 GHZ PC).  

Table 3. Comparing the time consuing of our method with the method of Sha  (M=Method ,  
T= Time) 

 

For evaluating the recognition rate performance of the proposed method, a Re-
ceiver Operating Characteristic (ROC) is used, which is a plot of Genuine Acceptance 
Rate (GAR) against False Acceptance Rate (FAR). Fig.6. compares the ROCs of the 
method of Sha with our proposed matching method. Since the ROC curve of our pro-
posed (solid line) is above the method of Sha (dashed line), we consider our proposed 
method performs better of accuracy than the method of Sha on this database. For 
example, at a 0.6% FAR, the GAR of our proposed matching method is 96.1%, while 
method of Sha is 92.3% respectively. 

 

 

Fig. 6. The ROC curve comparing the recognition rate performance of the proposed method 
with method of Sha 
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7   Conclusion 

In this paper, a novel method for fingerprint matching using an LVQ NN is proposed. 
A fingerprint image is firstly enhanced using DWT, and a set of invariant moment 
features are extracted from a ROI of the fingerprint enhanced images for matching 
with five main steps. Then fingerprint matching is realized by using an LVQ NN. 
Comparing with the method of Sha, the experimental results show that our proposed 
method has better performance of processing speed and accuracy.   

Similarly to most other methods, our work is based on the reference point detec-
tion. When the reference point cannot be reliably detected, or it is close to the border 
of the fingerprint area, the feature extraction may be incomplete or incompatible with 
respect to the template. Further work should be proceeded to improve the accuracy 
and the reliability of our proposed method. 

Acknowledgement 

This work was supported by the second stage of Brain Korea 21 Project in 0000. 

References 

1. Jang X. and Yau W.Y.: Fingerprint Minutiae Matching Based on the Local and Global 
Structures, in Proc. Int. Conf. on Pattern Recognition (15th) Vol.2, pp. 1024-1045, 2000. 

2. Liu J., Huang Z., and Chan K.: Direct Minutiae Extraction from Gray-Level Fingerprint 
Image by Relationship Examination, in Int. Conf. on Image Processing, Vol. 2, pp 427-
430, 2000. 

3. Jain A.K., Prabhakar S., Hong L., Pankanti, S.: Filterbank-based Fingerprint Matching, 
IEEE Transactions on Image Processing, vol9, no.5, pp 846-859,2000. 

4. Sha L.F., Zhao F, Tang X.O.: Improved Fingercode for Filterbank-based Fingerprint 
Matching, International Conference on Image Processing, Vol. 2, pp: II-895-8, vol.3, 2003. 

5. Maltoni Davide, Maio D. el.: Handbook of Fingerprint Recognition, Springer, 2003. 
6. R. C. Gonzalez, R E. woods: Digital Image Processing (second edition), Prentice Hall, 

2002. 
7. Hu M-K.: Visual Pattern Recognition by Moment Invariants, IRE Trans. on Information 

Theory, IT-8:pp. 179-187, 1962. 
8. Mallat S.: A Wavelet Tour of Signal Processing, Academic Press. 1998. 
9. Kenneth Nilsson and Josef Bigun: Localization of Corresponding Points in Fingerprints by 

Complex Filtering, Pattern Recognition Letters, 24, pp2135-2144, 2003.  
10. Biometric Systems Lab., University of Bologna, Cesena-Italy, (www.csr.unibo.it 

/research/biolab/). 
11. Kohonen T. etc., LVQ_PAK: The Learning Vector Quantization Program Package Version 

3.1, 1995, Espoo, Finland: Helsinki University of Technology. http://www.cis.hut.fi/ 
research/som_lvq_pak.shtml (Accessed 15 Oct 2001).  



A. Sattar and B.H. Kang  (Eds.): AI 2006, LNAI 4304, pp. 510 – 518, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Moving Object Detecting Using Gradient Information, 
Three-Frame-Differencing and Connectivity Testing 

Shuguang Zhao1,2, Jun Zhao2, Yuan Wang2, and Xinlin Fu2 

1 College of Information Sciences and Technology, Donghua University 
Shanghai 201620, P.R. China 

2 School of Electronic Engineering, Xidian University 
Xi′an 710071, P.R. China 

Sg.zhao@126.com, jun_zhao@263.net 

Abstract. The motivation and the current status of moving object detecting 
research were reviewed firstly, and a novel method was proposed and verified 
in this paper. The method works mainly by using gradient information, three-
frame-differencing and connectivity-testing-based noise reduction. The results 
of theoretical analyses and computer simulation show that the method has some 
advantages over its competitors, e.g., a wider application range, a less 
computation complexity and a faster processing speed. Thus, it is able to work 
rather robust in a noisy environment.  

Keywords: Digital image identifying, video sequence processing, moving 
object detecting, three-frame-differencing, connectivity testing. 

1   Introduction 

Effectively detecting and extracting objects of interest from video sequences are vital 
in some AI field relevant to image, e.g., computer vision, robotics. They are 
prerequisite to further processing such as object tracking and object identifying. 
Processing speed (or computation complexity) and reliability are two primary 
problems to be solved for moving object detecting (MOD), which give rise to two 
important indexes to evaluate the relevant algorithms [1].  

There are mainly three categories of conventional approaches to MOD: temporal 
differencing, background subtraction and optical flow. Temporal differencing 
techniques are based on the subtraction of two consecutive frames followed by 
threshold detection [2]. They can adapt well to a changing environment, but they are 
usually incapable of extracting the complete contours of moving objects [3]. Optical 
flow techniques detect moving objects by estimating the motion field and merging the 
motion vectors with similarities. They can work rather well in the presence of camera 
motion. However, most of them are computationally complex and sensitive to noise. 
If without help of specialized hardware, they will be incompetent to real-time 
processing of full-frame video streams [4]. Background-subtraction techniques detect 
moving objects by calculating the differences between the current frame and the 
background image for each pixel and applying threshold detection to them [5]. While 
they are capable of identifying almost all pixels involved with the motion, they are 
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very sensitive to dynamic changes of the environment, e.g., changes of lighting and 
extraneous events [3]. 

In this paper, we proposed a novel method for automated extraction of moving 
objects. The method proposed mainly consists of four ordered procedures: the image 
enhancement based on gradient information, the three-frame-differencing to identify 
the contours of moving objects, the threshold detection to extract the B&W contours 
from the background, and the connectivity testing to reduce the remaining 
background noise. Theoretical analyses and experimental results were presented 
below to validate it, which argue that it has some advantages over its competitors, 
including a wider application range, less computation amount, higher real-time 
performance and being more robust to interferences. 

2   The Improved Method for MOD 

2.1   Gradient Information Extracting 

The key of temporal differencing is to ascertain exactly the difference between the 
objects and the noises so as to obtain as accurate as possible a threshold value for 
segmentation. As the signal noise ratio (SNR) varies with the video frames, the 
threshold value should be adaptable. In general a fixed threshold value is 
inappropriate for a robust autonomous vision system, and it should be calculated 
dynamically according to the image content. Besides the quantization noise inevitably 
introduced during the image acquisition process, automatic adjustments of aperture, 
which are probably required for monitoring complex scenes, make it more difficult to 
extract moving objects by direct image differencing. Fortunately, (in theory) image 
gradient information is much less affected the quantization noise and abrupt change of 
illumination, and consequently it could be used to effectively improve the robustness 
of MOD methods [6]. Inspired by this observation, gradient information extracting is 
chosen as the first procedure of our algorithm. 

Sobel operators have better performance of edge detecting as compared with 
Roberts operators and Prewitt operators, and they are generally less computation 
expensive and more suitable for hardware realizations and real time tasks as 
compared with LOG operators and Canny operators [7, 8, 9]. Therefore, as indicated 
by Equation (1) and Equation (2), two Sobel operators are used to calculate the 
horizontal gradient and the vertical gradient for each pixel, respectively, and the 
magnitude of the gradient vector is estimated.  
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Where, f(x, y, t) denotes a pixel of a gray-scale image, fE(x, y, t) denotes the gradient 
of the pixel, HX and HY denote the horizontal and the vertical transform matrix, 
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respectively. For a color image to be processed, it should be converted beforehand 
into a gray image according to Equation (3) 

RBG tyxftyxftyxftyxf ),,(29.0),,(114.0),,(587.0),,( ⋅+⋅+⋅=  (3) 

Using the above Equations, gradient information can be extracted one pixel by one 
pixel, forming the gradient-based images of a video sequence. 

2.2   Three-Frame Differencing 

Two-frame differencing that avails MOD of the difference of two consecutive frames 
is commonly used. Theoretical results [10] show that the difference of two 
consecutive frames (of a gray-scale image sequence) regarding a static (background) 
pixel, d(x, y, Δt), can be modeled with a zero-mean Normal distribution, N(0, σ2). Its 
probability density function can be expressed as 

]2/[)]2/(exp[)|( 22
0 σπσkk dHdp −=  (4) 

Where, dk denotes a pixel of a gray-scale image, H0 denotes the assumption that dk is a 
static pixel (i.e., it belongs to the background), σ is the unknown variance. Equation 
(4) indicates that p(dk | H0) depends on (dk/σ)2. The parameter σ can be estimated 
instantly from a fixed region defined in advance, or alternatively, estimated in 
advance and applied in a real-time system afterwards. On these bases, using the well-
known "three sigma′s" rule of mathematical statistics for hypothesis testing, a 
threshold value, T=3σ, can be properly set to subtract the background. As a result, 
two-frame differencing has some advantages such as being straightforward, easy to 
realize, and applicable to real-time tasks; meanwhile, it has some important problems 
in practice [11]. As shown in Fig. 1(d) and Fig. 1(e), its outcome usually contains 
both the moving objects′ contours of interest and the unwanted contours of screened 
areas and the background texture. 

To solve these problems, it is reasonable to ascertain the moving objects′ contours 
in a frame by finding out the contours whose counterparts in the two relevant two-
frame-differenced images coincide with each other. The operation is detailed in 
Equation (5). Where, fE(x, y, t-1), fE(x, y, t) and fE(x, y, t+1) denote a pixel of the 
preceding frame, the current frame and the sequent frame of a gradient-based image 
sequence, respectively. Such a processing, called three-frame-differencing, is inspired 
by the observation that the contours of moving objects of an original image highly 
correlate with that of moving regions of a temporal differenced image. As 
demonstrated in Fig. 1(f), the problem of moving object occlusion and texture 
reappearing could be solved rather effectively in this way [12]. 

|)1,,(),,(||)1,,(),,(|),,( tyxftyxftyxftyxftyxD EEEE  
(5) 

The background contour in an image resulted from such a gradient-based three-
frame differencing can be largely eliminated, whereas the contours of moving objects 
can be remarkably enhanced. Thus, by transforming the image into its binary (B&W)  
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counterpart (refer to Equation (6)) with a properly chosen threshold value, T, the 
moving objects can be extracted form the background automatically.  
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(a)                                  (b)                                 (c) 

 

     
(d)                                      (e)                                       (f) 

Fig. 1. Experimental comparison between two-frame differencing and three-frame differencing. 
The original images: (a) the 1st frame, f(t-1), (b) the 2nd frame, f(t), and (c) the 3rd frame 
f(t+1). The results of two-frame differencing: (d) |fE(t)- fE(t-1)| and (e) |fE(t)- fE(t+1)|. (f) The 
result of three-frame differencing: |fE(t)- fE(t+1)|⋅|fE(t)- fE(t-1)|.  

The method proposed above was validated by the experiments on actual image 
sequences. For example, the images shown in Fig. 2(a) are three consecutive frames 
that differ from each other in the overall brightness (| |=4). Of these images, the 
processing result of gradient-based three-frame differencing was shown in Fig. 2(b), 
while the result of traditional three-frame differencing was shown in Fig. 2(c). 
Obviously, the former exceed the latter in clearness of the contours. 

With the original images that remain the same except a larger brightness variation, 
i.e., | |=10, further experiments were performed to verify the effects of utilizing 
gradient information. From the results shown in Fig. 3, it is observed that after being 
processed with our method, most pixels of the background have lower values in the 
brightness histogram, while most pixels of the moving objects have higher values. 
This fact argues that in conjunction with our method, a constant threshold, T, is usable  
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to subtract the background. In contrast, after the traditional three-frame differencing, 
pixels of the background were not separated well from that of the moving objects. 
Consequently, an adaptive threshold is required to subtract the background, which 
will unfortunately bring biggish background noise.  

Moreover, as shown in Fig. 4, further simulations shown that when brightness 
variations is no less than 14 (e.g., | |=14), the traditional method failed to extract the 
moving objects, whereas our method managed to do it with a constant threshold. 

       
(a) 

 

      
(b) 

 

      
(c) 

Fig. 2. Experimental comparison between our method and the traditional three-frame-
differencing. (a) Three original consecutive frames differ in overall brightness (extracted from 
“dtnew winter.mpg”, | |=4). The differenced image, the brightness histogram, and the binary 
(B&W) differenced image of: (b) our method, (c) traditional three-frame-differencing. 
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(a) 

 

               
(b) 

Fig. 3. Further comparison with an increased brightness variation, | |=10. The differenced 
image and brightness histogram of: (b) our method, (c) the traditional three-frame differencing. 

             
(a) 

 

                   
(b) 

Fig. 4. Further comparison with an increased brightness variation, | |=14. The differenced 
image and brightness histogram of: (a) our method, (b) the traditional three-frame differencing. 
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2.3   Connectivity Testing to Reduce Noises 

In practice, noise exists inevitably in the images captured by a surveillance system. If 
the noise pixels are left alone without being reduced, they will definitely affect the 
effectiveness of MOD. Connectivity testing, which checks the connections between 
the pixels and consequently identifies the connected regions, is useful to reduce or 
even eliminate the background noise if used in conjunction with a subsequent 
threshold detecting [13]. Thus, a step of eight-connectivity testing is appended to the 
step of three-frame differencing for the sake of noise reduction. Firstly, connections 
between each pixel and its eight neighbors are checked to identify all connected 
regions in the image. Then, because that the areas of noise regions are usually much 
smaller than that of the object regions, most noise regions can be removed by clearing 
the regions whose area is smaller than a properly chosen threshold, say, 4% of the 
largest region area identified. Effectiveness of such a processing was demonstrated in 
Fig. 5 and Fig. 6. 

       
(a)                                        (b)                                        (c) 

Fig. 5. An example of connectivity testing: (a) Noised image. (b) Result of three-frame-
differencing. (c) Effect of the subsequent connectivity testing 

3   Experiment Results of Moving Object Detecting 

With some sequential images chosen from the USC-SIPT image database, the method 
proposed above was verified further. Due to the length limit, just two examples of the 
experiments were illustrated in Fig. 6 and Fig. 7, respectively. For the first example, 
the moving objects are two toy vehicles in the front of the scene, as shown in Fig. 
6(a), 6(b) and 6(c). The interim result before connectivity-testing was shown in Fig. 
6(d), where still exist some background noises. The final result after connectivity-
testing was shown in Fig. 6(e), where the complete contours of the moving objects 
were obtained with a fairly high SNR. The second example as well as the other 
experiment results also validates the advantages of our method. 

Regarding processing speed or computational complexity, the experimental results 
are also encouraging. The algorithm embodied by a VC6.0 application demonstrated 
an average processing speed of 15ms per frame, with some real video sequences 
(320×240 pixels, 24 bits color) and a typical desktop PC (Pentium®4 2.8G, 512M 
DDR). In contrast with it, the Mixed Gauss Model (MGM) [14] frequently adopted by 
background subtraction methods working with no shadow restraining processing just 
attained a processing speed of 38ms per frame under the same experimental condition. 
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Another disadvantage of MGM is that its detection performance tends to be largely 
affected by shadows, while our method does not. 

            
                   (a)                                       (b)                                         (c) 
 

             
(d)                                            (e)   

Fig. 6. Experimental results with a real image sequence (Toy Vehicle). The original images: (a) 
the 1st frame, (b) the 2nd frame and (c) the 3rd frame. The MOD results of: (d) three-frame-
differencing, (e) three-frame-differencing and subsequent connectivity-testing. 

 

Fig. 7. Experimental results with another real image sequence (highwayII_raw.mpg). These 
images are captured at frame #35, frame #65, and frame #241. The first column shows the 
original image, the second column shows the result of the traditional three-frame differencing 
method, and the third column shows the result of our method. 
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4   Conclusions 

A novel method for automatic extraction of moving objects was proposed in this 
paper. Besides a lower computational complexity and fewer demands of dynamic 
parameter adjustment, it is characterized by the combined use of gradient information 
extracting, three-frame-differencing and connectivity-testing-based noise reduction. 
Shown by the results of analyses and experiments, it is adaptable to random changes 
of the environmental illumination, quantization noise and aperture variations. 
Moreover, its main steps (e.g., Sobel operation, frame differencing) are fit for 
hardware realization. Thus, as compared with other relevant methods, it has a wider 
application range and better performances. 
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Abstract. Estimating the structure of the human face is a long studied
and difficult task. In this paper we present a new method for estimating
facial structure from only a minimal number of salient feature points
across a video sequence. The presented method uses both an Extended
Kalman Filter (EKF) and a Kalman Filter (KF) to regress 3D Morphable
Model (3DMM) shape parameters and solve 3D pose using a simplified
camera model. A linear method for initializing the recursive pose filter is
provided. The convergence properties of the method are then evaluated
using synthetic data. Finally, using the same synthetic data the method
is demonstrated for both single image shape recovery and shape recovery
across a sequence.

1 Introduction

To accurately determine the fine three-dimensional shape of an object using
spatio-temporal information is a difficult and well studied task. Reffered to as
“structure from motion” there are many methods both in the linear and nonlin-
ear domain. This paper presents a recursive filter approach to the problem using
Kalman filters. Through the use of two KFs we are able to track across variation
in pose and identity. The requirement for real-time operation is a complication
that is also addressed by our method since it is limited to extrapolation from a
small number of salient features.

There are a number of popular methods to compute the motion and structure
of the human face either from a single view or from a series of them. Recently
there has been much development of methods that combine salient feature track-
ing and 3D structure estimation as one step [11,6,1]. Generally these methods
lead to a search for the full set of parameters of a model and its camera matrices.
Given this trait such methods are dubbed parametric methods. Such methods
are well suited to tracking if the object is known. They restrict the object to a
certain domain and can produce highly accurate results. This paper contributes
another parametric fitting method that makes use of the popular KF as a way to
fit the high dimensional 3DMM to images using a subset of salient feature points.

As it stands there are already a number of parametric methods. Baker and
Matthews focus specifically on the extension of the popular Active Appearance
Model (AAM) of Cootes et al [5]. They called the extension the 2D+3D AAM

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 519–528, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



520 N. Faggian, A.P. Paplinski, and J. Sherrah

[11], where the key difference is a computationally efficient fitting strategy called
Inverse Compositional Image Alignment [2]. In their method they first track a
person specific AAM and then build a 3D Morphable Model using non-rigid
factorization. The method requires a two step process of tracking and model
construction before it can perform 3D tracking.

Dornaika and Ahlberk [6] also presented a modified AAM fitting algorithm.
This was applied to the well known CANDIDE animation model using weak
perspective projection. The solution demonstrated that a small generic model
was capable of tracking accross pose end expression using their modified directed
search. However the CANDIDE model is not a true statistical model of shape.
Specifically it is not constructed from labelled training data.

In what could be considered a continuation of the AAM Anisetti et al. [1],
extended the forwards additive approach of Lucas et al. [10] to fit the CANDIDE
model to images. For the purpose of robust tracking they build a template from
a single view, using a small number of points that correspond to vertices in their
model. Using the defined template they are able to track across pose, illumination
and expression. However in order for tracking to occur a 3D template needs to
be defined.

In yet another development, Mittrapiyanuruk et al. [12] also demonstrated
an accurate method for tracking rigid objects accross pose. Using a modified
Gauss-Newton optimization to accommodate M-estimation they were able to
demonstrate rotational accuracy within 5 degrees for estimates of yaw, pitch
and roll. Similar to [1] a user labeled 3D template is required.

Our solution is similar to the mentioned methods but does not require hand
labeling of a 3D template nor does it require a complex optimization framework.
It only requires a somewhat accurate tracking of the feature points, which could
be provided by an AAM or other tracking algorithm. Tracking can contain miss-
ing or inaccurate results because we make use of two Kalman filters, which allows
for missing or bad data to be factored out of the fitting process. Our solution
also exploits the relationship between the 3DMM and the subset of 2D feature
points.

2 3D Morphable Models

A 3D Morphable Model (3DMM) is a statistical representation of both the 3D
shape and texture of an object in a certain domain. 3DMMs are popular in the
face domain [15,13] and are used for this task in our work. A 3DMM is built from
3D laser scans of human faces, which are then put into dense correspondence
[3]. The 3D scans are then packed to form M × N shape and texture matrices.
The dimensionality of the shape and texture matrices are very high, in our case
we have 75 3D heads and 150,000 shape and texture points per head. Using
the aligned heads PCA is used to construct a 3DMM and provide equations for
shape and texture variation:

ŝ = s̄ + S · diag(σs) · cs t̂ = t̄ + T · diag(σt) · ct (1)



3D Morphable Model Parameter Estimation 521

where ŝ and t̂ are novel 3N × 1 shape and texture vectors, s̄ and t̄ are the 3N × 1
mean shape and texture vectors, S and T are the 3N × M column (eigenvectors)
spaces of the shapes and textures, σ are the corresponding eigenvalues, cs and ct
are shape and texture coefficients. These linear equations describe the variation
of shape and texture within the span of 3D training data. The coefficients cs, ct
are scaled by the corresponding eigenvalue σs, σt of the eigenvector S, T. In
comparison 3DMMs are similar to the 2D Active Appearance Model (AAM) [5],
although 3DMM model sizes are larger and pose and illumination changes can
be addressed in the 3DMM fitting process.

2.1 3DMM Fitting

One of the most accurate fitting methods for 3DMMs is the gradient descent ap-
proach [15]. This is analysis by synthesis where the coefficients are inferred from
a difference between a rendered head (image) and the input image. Effectively
it is the minimization of the cost function:

ε = ||F(cs, ct) − I||2 (2)

where F is a rendering function that when provided with shape and texture
coefficients produces an image that is aligned with the input image, I. Speed is
an issue for such a method and generally model coefficients are determined in a
number of minutes.

2.2 Regularized 3DMM Point Based Fitting

In our work we would like to avoid optimization as much as possible to determine
the shape coefficients for a 3DMM. Instead of fitting a 3DMM using texture in-
formation we use only 2D point features. Such features could be provided by any
reliable face tracking algorithm, such as the AAM. We use the recently proposed
method by Blanz et al [4] which is a concise and mathematically optimal method
to reconstruct a 3DMM from a sparse set of either 2D or 3D feature points. The
method has two advantages: 1) it relies on only linear operators and 2) oper-
ates in real-time (at the expense of model accuracy.) Using the assumption that
only a small set of corresponding 2D feature points are available the method
minimizes the cost function:

ε = ||L · V · S · diag(σs)cs − r||2 (3)

where L is a camera matrix containing the projection parameters, V is a 2P × 3N
subset selection matrix, S is the (3N × M) column (eigenvectors) space of the
training shapes, σ are the corresponding eigenvalues, cs are shape coefficients
and r is a 2P × 1 set of feature points. Solving for the coefficients is done in a
statistically optimal way using the pseudo-inverse operation and a regularization
term [4]:

cs = UT si
s2i + η

Vy (4)
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(a) ŝ (b)
η = 10−3

(c)
η = 101

(d)
η = 103

(e) s̄

Fig. 1. Variation of η, using only 46 Farkas [7] points, on a random 3D head, ŝ. Showing
that as η increases the estimate approaches the mean, s̄.

where both U, V are orthogonal matrices provided by Singular Value Decompo-
sition [4]. However, when using this approach, the regularization term (η) is not
intuitively set. For our selection of η we performed an experiment (in section
4), which shows that for our 3D data η = 1 was optimal for tracking. Figure
1 demonstrates the effect of changing η, as it increases the shape estimate ap-
proaches the mean of the 3DMM.

3 KF 3DMM Point-Based Fitting

In this paper we extend Blanz’ method to work on a video sequence using two
Kalman filters (KFs). Specifically we combine both an EKF and a KF. Using
an EKF we first solve the non-linear problem of exterior orientation and then
with a linear KF we determine the model coefficients assuming that the Blanz
shape estimate is optimal given a reduced set of salient features (this is shown
in [4]). With this assumption in hand our use of the KF means that we infer the
state parameters, which are the 3DMM shape coefficients, directly from feature
measurements. This also relies on the assumption that identity should not vary
across pose changes. During our work we found the assumption that identity
should remain constant is highly dependant on two key factors: 1) accurate
measurements of salient features and 2) accurate estimates of 3D to 2D model
alignment (exterior orientation), both of which are hard to guarantee. Using
KFs we can effectively factor out these inaccuracies as process noise. Using KFs
our technique models the human face using a 3DMM under the assumption
that there is one true identity state (plus some process noise) across a video
sequence.

Figure 2 shows the filter series for one image in the sequence. Given a mea-
surement, r, a prior estimate of the camera matrix, and and a prior estimate of
the identity parameters, the pose filter, ΩP, estimates the current camera ma-
trix, Ln. Using r and Ln, the identity filter, ΩI, estimates the current identity
parameters. Its output are the coefficients, cs, estimated using the Blanz et al.
method, ΩV, for a given regularization term, η. From this ΩI estimates the shape
coefficients assuming it is measuring the state directly. The estimated camera
matrix and shape coefficients then become the prior for the next image in the
sequence.
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ΩP
r Ln ΩV ΩI

Cs

η

Fig. 2. DUAL KF Framework: ΩP - pose filter, ΩV - 3DMM fitting, ΩI - identity filter

3.1 Kalman Filtering

Since its introduction by Rudolph Kalman in 1960 [8], the Kalman filter has been
applied to a great many parameter estimation taks. This work demonstrates
another application for the discrete filter. The Kalman filter is composed of two
components, where the first is a set of time update equations:

x̂n = x̂n−1 + Bun−1 (5)
Pn = APn−1AT + Q (6)

The time update equations project forward the current state x̂n and error co-
variances Pn. This leads to the estimate of the system state which is used in the
measurement update equations:

Kn = PnHT(HPnHT + R)−1 (7)
x̂n = x̂nKn(zn − Hx̂n) (8)
Pn = I − KnHPn (9)

The measurement update equations are responsible for feedback. The equations
change the apriori error covariance estimate (Pn) and obtain an improved poste-
riori state estimate (x̂n) of the system. The Kalman gain (Kn) is also calculated,
a variable that could be considered as how much to “trust” the estimate versus
the measurement.

For the task of 3D face tracking the relationship between the model and
projects are non-linear in measurement. Both the projection and rotations of
the 3DMM introduce the non-linearity. It is for this reason that the Extended
Kalman Filter (EKF) is used. The EKF is a linearisation of the measurement
and time update equations for the Kalman filter [9]. It is applied when a non
linearity is present in the update or measurement equations. The difference in
equations is subtle and well covered in the literature.

3.2 Pose Estimation

Solving for three-dimensional pose and structure is accomplished in our frame-
work using two KFs. The first (pose, Ωp) filter is used to solve the well-known
exterior-orientation problem, minimizing the cost function:

ε = ||(s · R · V · (s̄ + S · diag(σ) · f(cs)) + t) − r||2 (10)
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This is the task of solving the rigid body motion between the 3D model (given
a set of model coefficients) and the 2D measurements, r. As a projection model
we chose the scaled orthographic camera model. Such a model is a reasonable
approximation of the true perspective case when the distance between the object
and the camera is not small. We also chose to encode the rotation as a first
order approximation, using the canonical exponential form, shown here as the
Rodriguez equation:

R = I3 + ŵ sin θ + ŵ2(cosθ − 1) (11)

where ŵ is a skew symmetric matrix. If it is assumed that rotations are relatively
small then the first order approximation is a good estimate for rotation. This in
combination with the scaled projection forms the measurement equation for the
EKF: [

xr
yr

]
=
[
s 0 0
0 s 0

]⎡⎣ 1 −wz wy
wz 1 −wx
−wy wx 1

⎤⎦⎡⎣Xm
Ym
Zm

⎤⎦ +

⎡⎣tx
ty
tz

⎤⎦ (12)

where (xr, yr) are a measurement point which correspond to the current iterations
3D model point (Xm, Ym, Zm), s is scale, (tx, ty, tz) is translation and (wx, wy, wz)
encodes the incremental rotation of the model. After estimation, the parameters
are packed into the camera matrix, L.

3.3 Structure Estimation

Structure is determined using the second identity KF to estimate the shape
parameters for the 3DMM. These shape parameters span the facial structure
variation that is present in our database of 3D heads. This is achieved in two
steps. Firstly we use Blanz’s [4] method to effectively minimize the cost function
shown in (3), using the camera matrix L provided by the first pose EKF. We
then use this estimate of shape coefficients, cs, as input to a the second identity
KF. Assuming that we are measuring the state directly and that the process
noise will encode the variation due to bad estimates of pose and error of feature
extractions. After applying the KF to the measurement the new estimate of the
shape coefficients, cs, is produced.

3.4 The Dual KF Algorithm

Our dual KF tracking is a combination of steps. Firstly a measurement is ex-
tracted from the video frame. The measurement, r, and the current estimate of
3D shape (for the first frame of a sequence this is the mean 3DMM shape) is
used as an input to the the (pose) EKF. The pose EKF provides an estimate
of the rigid body motion and projection parameters that align the projection
of the estimated 3D shape to the measurement from the frame. This alignment
information is then used to construct the camera matrix, L.

The rotation estimate of the EKF pose filter is then used to update a global
estimate of rotation. It encodes the incremental change in object rotation. This
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is required because we assume that the feature tracking is happening in real-time
and measurement differences between frames are small. A first order estimate
for pose is good enough to model this situation. After this update L contains
the global estimate of rotation.

Secondly we use the camera matrix L and extracted measurement, r, as input
to the second identity filter (ΩI). This provides an estimate of the 3D structure
for the object, cs. This is an estimate that is restricted to the span of the 3DMM
and in the form of 3DMM coefficients. As the last step we use the new estimate
of 3D shape to update the current estimate of 3D shape. The camera matrix, L
and the estimate of 3D shape are ready for use in the next frame.

4 Experiments and Results

Using 75 laser scanned heads from the USF database [14], we constructed a
3DMM that retained 95% variance in shape and texture. This 3DMM was then
used as the input to our DUAL KF fitting algorithm to test pose and identity
estimates. We also determined the required 3D mapping for 47 Farkas [7] points
and their projection to 2D, to generate the ground truth measurements for all
experiments.

4.1 Optimizing η

To determine an optimal regularization term, η, we performed a simple opti-
mization. Our experiment consisted of generating 100 random heads (using the
3DMM) and optimizing for the parameter η, minimizing the error function:

ε = ||ΩI(η, r, L) − Rs||2 (13)

where ΩI(r, L, η) is the Kalman Filter estimate of identity, using the regular-
ization term η, the camera matrix L and salient features r, and Rs is the set
of ground truth shape coefficients for the individual random head. Across the
sample of randomly generated heads we found consistently that the minimum
error was attained at η = 1. This was surprising since unity did not appear to
present the most perceptually pleasing shape estimate, visualy.

For another experiment and to demonstrate the influence of η on the tracking
task we used a fixed identity rotating in a fixed motion and then varied η. This
was repeated for 100 randomly generated identities. As expected the tracking
performance improves as the value of η is accurately set to unity, this is with
respect to the minimum Euclidean distance to the ground truth (figure 3). During
this experiment we also found empirically that the DUAL KF identity estimates
converged to a solution 95% of the time within as few as 25 frames.

4.2 Pose Estimate Accuracy

Using our 3DMM it was possible to accurately test pose; the 3DMM provides
ground truth data. Thus using a specified set of yaw, pitch and roll functions
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Fig. 3. Identity KF convergence, distance versus measurements for different η

the method was examined by generating 100 random heads and using the dual
KF approach to track the head motion. The accuracy was measured as the RMS
error between the dual KF prediction and the actual measurement. When this
error was below 1 pixel then the model was deemed to have accurately converged
to the correct pose/identity.
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Fig. 4. Pose estimation convergence

The results in figure 4 show that the dual KF approach is capable of tracking
the motion quiet successfully. In the case of the 100 random heads, the mean
error in yaw pitch and roll was 2.21, −2.87 and −3.34 degrees respectively. We
found empirically that the dual KF approaches pose estimates converged to a
solution 95% of the time within as few as 4 frames.

4.3 Structure Estimate Accuracy

To test the structure estimates we used the 3DMM to generate a random head
and then attempted to fit the dual KF in two situations, 1) given only a single
measurement and 2) as the random head was rotated in a similar fashion to
the pose experiment. We used the Euclidean distance (as per first experiment)
between the known and estimated heads as a measure of fitting error. In both
cases we used only 46 Farkas [7] feature points for estimation.

The first experiment demonstrated that the DUAL KF could be used to re-
construct the dense 3D shape given only one frame. The fitting was achieved
by repeating the single frame measurement. In this case the pose of the model
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(a) Farkas
points

(b) Estimate (c) Ground
truth

Fig. 5. Example of shape estimation from a single frame, distance from ground truth
(8.76)

(a) Farkas
points

(b) Esti-
mate

(c) Ground
truth

Fig. 6. Example of shape estimation from a sequence, distance from ground truth
(5.39)

was estimated in only 3 frames of measurements. An example fitting is shown in
figure 5. This fitting achieved a distance from the ground truth, 8.76 units

The second experiment showed that the DUAL KF could refine an identity
estimate across pose changes. Figure 6 shows the converged identity after a
successful tracking. Note the distance from the ground truth, 5.39 units, smaller
than the single image case.

5 Conclusion

In this paper we have proposed a new method to estimate the parameters for a
3DMM from a sparse set of salient features tracked across a video sequence. We
have combined the benefits of Blanz’s optimal 3D parameter estimation and the
Kalman filter to achieve exactly this. Our method shows that the EKF estimates
3DMM pose parameters to an (average) accuracy of below 3 degrees, in as few as
4 measurements. Our method also shows that a single identity is inferred using
a linear KF in as few as 25 images.
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Abstract. This paper presents a novel approach to reconstruct illumination en-
vironment by omnidirectional camera calibration. The camera positions are es-
timated by our method considering the inlier distribution. The light positions 
are computed with the intersection points of the rays starting from the camera 
positions toward the corresponding points between two images. In addition, our 
method can integrate various synthetic objects in the real photographs by using 
the distributed ray tracing and HDR (High Dynamic Range) radiance map. 
Simulation results showed that we can generate photo-realistic image synthesis 
in the reconstructed illumination environment. 

1   Introduction 

The seamless integration of synthetic objects with real photographs or video images 
has long been one of the central topics in computer vision and computer graphics 
[1,2]. In special, it should be maintained both the geometric property and illumination 
effects. More specifically, in order to generate a high quality synthesized image, we 
have to make an appropriate view of the synthetic object in accordance with the real 
camera movements, and then shade the synthetic objects so that they appear to be 
illuminated by the same lights as another object in the background image. However, 
in general, the integration of synthetic objects in a realistic and believable way is 
labor intensive process and not always successful due to the enormous complexities 
of real-world. Therefore, an automatic tool to reconstruct 3D structure and illumina-
tion environment of the scene allows users to alleviate much effort for realistic com-
position. 

An omnidirectional camera system is given increasing interest by researchers 
working in computer vision, because it can capture large part of a surrounding scene. 
Therefore, wide angle of view often makes it possible to establish many spacious 
point correspondences which lead to more complete 3D reconstruction from few im-
ages. In addition, it is widely used to capture the scene and illumination from all di-
rections from far less number of images. 

This paper presents a novel method for obtaining the information of the light 
source in the real image to illuminate the computer generated images. At the first, we 
capture the scene structure and the illumination from all directions by using omnidi-
rectional images taken by a digital camera with a fisheye lens. In the second step, we 
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estimate the projection model and the extrinsic parameters the translation and the 
rotation of the camera by considering a distribution of the inlier set. After calibrat-
ing the camera, we reconstruct the scene structure and the positions of the light 
sources automatically from the correspondences over images. In final, our method can 
generate photo-realistic scenes illuminated by distant natural light sources in 3D illu-
mination environment.   

The remainder of this paper is structured as follows: Sec. 2 reviews previous stud-
ies on calibration of omnidirectional camera and image synthesis, and then the cali-
bration method of the omnidirectional camera is discussed in Sec. 3. Sec. 4 presents 
3D reconstruction of the scene and generating the illuminated scene images with the 
identified lights. Finally, the conclusion is described in Sec. 5. 

Omni-directional stereo HDR image

Rendering synthetic objects into real scene

3D illumination environment

Camera model estimationLight sampling

find correspondences

select inlier set

estimate camera pose

reconstruct 3D scene

importance sampling

find correspondences

estimate 3D positions

Omni-directional stereo HDR image

Rendering synthetic objects into real scene

3D illumination environment

Camera model estimationLight sampling

find correspondences

select inlier set

estimate camera pose

reconstruct 3D scene

importance sampling

find correspondences

estimate 3D positions

 

Fig. 1. Block diagram for the proposed method 

2   Previous Studies 

Many image synthesis researches for illuminating scenes and objects with images of 
light from the real world have been proposed up to now. The first part of the table 1 
shows previous studies may be classified according to three viewpoints: how to con-
struct a geometric model of the scene, how to capture illuminations of the scene, and 
how to render the synthetic scene. 

Founier et al cannot consider illumination from outside of the input image without 
user’s specification owing to using 2D photographs [1]. Debevec’s, which is one of 
the most representative works, constructs light-based model by mapping reflections 
on a spherical mirror onto a geometric model of the scene. Therefore, a degree of 
realism of the rendering image depends on selecting viewpoints for observing the 
mirror so that the reflections on the mirror can cover the entire geometric model of the 
scene [2]. Gibson et al proposed integration algorithms at interactive rates for aug-
mented reality applications by using a single graphics pipeline [3]. 
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Table 1. Previous studies on image synthesis and calibration of omnidirectional images 

Work Geometry Capturing illumination Rendering 
user's specification for 3D 
construction of the scene [1] 

Photographs radiosity  

user's input and light-based 
model: distant and local scene, 
synthetic objects [2]  

HDRI of scene reflections 
on a spherical mirror  

RADIANCE 
system 

image 
synthesis 

user's specification [3] HDRI by sphere mapping OpenGL  
 Image Acquisition Limitations 

self-calibration of fisheye lens 
and capturing the spherical 
panorama with 3~4 images [4]   

- restricted camera setup:  
by rotating the camera 90 degree 
- based on equi-distance camera model   

using omnidirectional pairs for 
scene modeling & scene radi-
ance computing [6] 

- 3D reconstruction and lighting   
- strong pre-calibration and scene con-
straints   

calibration 
of omnidi-
rectional 
images 

automatic reconstruction of un-
calibrated omnidirectional 
images [9] 

- applications problems in image sequence: 
correspondence, frame grouping 

In addition, the second part of table 1 shows the calibration methods of the omnidi-
rectional camera. Xiong et al register four fisheye lens images to create the spherical 
panorama, while self-calibrating its distortion and field of view [4]. However, camera 
setting is required, and the calibration results may be incorrect according to lens be-
cause it is based on equi-distance camera model. Sato et al simplify user’s direct 
specification of a geometric model of the scene by using an omnidirectional stereo 
algorithm, and measure the radiance distribution. However, it is required in advance a 
strong camera calibration for capturing positions and internal parameters, which is 
complex and difficult process [6]. Pajdla et al use the epipolar constraint to estimate 
both the camera model and the extrinsic parameters simultaneously [7]. The method 
may be affected by sampling corresponding points between a pair of the omindirec-
tional images [9]. However, it requires further consideration to select a proper  
inlier set.  

3   Omnidirectional Camera Estimation 

The camera projection model describes how 3D scene is transformed into 2D image. 
The light rays are emanated from the camera center and determined by a rotationally 
symmetric mapping function with respect to the the radius of the point and the angle 
between a ray and the optical axis. We derive an one-parametric non-linear model for 
Nikon FC-E8 fisheye converter [10].   

One of the main problems is that estimating the essential matrix is sensitive to the 
point location errors. In order to cope with the unavoidable outliers inherent in the 
correspondence matches, our method is based on 9-points RANSAC that calculates 
the point distribution for each essential matrix. Since the essential matrix contains  
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relative orientation and position of the camera, the inliers represent the depths of the 
scene points and change of the image by camera motion. By considering the point 
distribution, we can select effectively the inlier set that reflects the scene structure and 
the camera motion, so achieve more precise estimation of the essential matrix. 

The standard deviation of the point density in the sub-region and that in an entire 
image can be used to evaluate whether the points are evenly distributed. First, 3D 
patches are segmented by the same solid angle in the hemi-spherical model and then 
they are projected onto the image plane as shown in Fig. 2. 

            
(a)                                                              (b) 

Fig. 2. Segmented sub-regions (a) Segmented 3D patch by uniform solid angle in hemi-
spherical model (b) 2D projected sub-regions and inlier set 

We compute the standard deviation of two densities that represents a degree of the 
point distribution in each sub-region relative to the entire. The obtained information is 
used as a quantitative measure to select the evenly distributed point sets. In the final 
step, we estimate the essential matrix from the selected inlier set by minimizing the 
cost function that is the sum of the distance error of the inliers. In [11], our method 
was compared with the previous method using 9-poins RANSAC, and achieved rela-
tively better performance as the iteration number increases.    

4   Reconstructing Illumination Environment and Image Synthesis 

After computing camera position, we reconstruct the scene structure and illumination 
environment for image synthesis. The light positions can be computed with the inter-
section points of the rays starting from the camera positions toward the corresponding 
points over images. The first (base) camera position is fixed to the origin point, and 
another camera position is represented with the relative rotation and translation. In 
order to register camera motions, we multiply a unit translation vector obtained from 
the essential matrix by a scaling factor, and obtain the camera position of the second 
frame. Because the scale of the structure is determined in this process, the second 
camera is called as the reference (ref).     

3D line rays in two images, )(tL
ibase  and )(sL

iref , are given parametrically as follows:  

 

,C)(
ii basebasebase tvtL +=  ,)(

ii refrefref svsL += C   (i =1, 2, 3, …, n)        (1) 
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where 
ibasev and 

irefv  are directional vectors of the corresponding point i in two 

frames, and n is the number of correspondences. If both the camera positions and the 
corresponding points are accurate, two rays are intersected at the point in 3D space. 
However, the two lines may not intersect because of various kinds of errors: false 
localization of correspondences and inaccuracy of camera’s essential matrix. There-
fore, we obtain the intersection points of lines if the distance between two lines is 
smaller than the threshold value. The distance between two 3D lines is given by sub-
stituting t and s in the following equations [12]: 
 

2

},),det{(

ii

iii

refbase

refbaserefbaseref

vv

vvvCC
t

×

×−
= , 2

},),det{(

ii

iii

refbase

refbasebasebaseref

vv

vvvCC
s

×

×−
= , 

  (2) 

 
where “det” means the determinant operation.  

        
(a) front view (# of correspondences: 76) 

 

        
(b) back view (# of correspondences: 56) 

 

Fig. 3. Corresponding points; left: base frame, right: reference frame 

Figure 3 shows the corresponding points in input frames having two views (front and 
back) in order to consider fully the scene space in the global illumination rendering. 
The corresponding points between the base and the reference frame are reconstructed 
in 3D space by Eq. (2), and the reconstructed points are triangulated and textured 
using the input views as shown in Fig. 4. In this process, some corresponding points 
which are not intersected are ignored for the simplification and accuracy of the 3D 
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scene. Sampling the bright regions in the image enables the user to detect the light 
sources of the scene automatically [13]. In figure 5, red dots represent the detected 
light sources on the environment map. The detected light sources are positioned on 
the reconstructed triangle surface. In addition, we can obtain the radiance and the 
colors of the light source by using HDR (High Dynamic Range) radiance map.  

 

Fig. 4. Reconstructed input scene 

 

Fig. 5. Sampled light sources on the environment map 

      

Fig. 6. Generated images by rendering synthetic objects into a real-world scene 

Figure 6 shows our method can achieve photo-realistic scene generation with vari-
ous primitive synthetic objects—sphere, torus, table, cone—in the real photographs 
by using the distributed ray tracing. In this paper, the reconstructed structure has been 
used just to identify the light source positions up to now. In other words, the result 
images were rendered in the textured parallelepiped by user’s specification because 
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the reconstructed scene is unsuitable for distributed ray tracing as shown in Fig. 4. 
The reason is that our simple omnidirectional model had much effect on the accuracy 
of intersection point computation.  

5   Conclusions 

This paper presents a novel approach to identify the light sources with respect to the 
camera positions estimated by omnidirectional calibration. We have reconstructed the 
illumination environment including the positions, radiance values and colors of the 
lights, and then achieved integration of various synthetic objects into the real scene. 
Further study will introduce more precise camera model of the omnidirectional cam-
era and consider various applications in dynamic situations over image sequences.   
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Abstract. This pater describes a new method for real-time and robust
object tracking using a Gaussian-cylindroid color model and an adaptive
mean shift. Color information has been widely used for characterizing an
object from others. However, sensitiveness to illumination changes limits
their flexibility and applicability under various illuminating conditions.
We present a robust color model against irregular illumination changes
where chrominance is fitted with respect to intensity using B-spline. A
target for tracking is expressed by the joint probabilistic density func-
tion of the proposed color model and 2-D positional information in image
lattice. And tracking is performed using the mean-shift algorithm incor-
porating the joint probabilistic density function where the bandwidth
selection is essential to tracking performance. We present a simple and
effective method to find the optimal bandwidth that maximizes the lower
bound of the log-likelihood of the target represented by the joint proba-
bilistic density function. The robustness and capability of the presented
method are demonstrated for several image sequences.

Keywords: skin color, segmentation, mean shift, Gaussian-cylindroid
color model.

1 Introduction

Object tracking is a fundamental task for various vision applications, such as
visual servoing, surveillance, smart rooms, human-computer interfaces, moving
face recognition, and etc. Generally real-time applicability and robustness in
object tracking systems depend on visual features of objects and computational
costs in tracking the features. The paper presents a new method for robust
and real-time object tracking using a Gaussian-cylindroid color model and an
adaptive mean shift.

1.1 Previous Works: Color Model

The color information has been frequently used for object tracking by virtue
of its insensitiveness to the size and shape of an object and robustness to

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 536–545, 2006.
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background clutter. In spite of that, in using color information there exists a
bottleneck, which is from color variations from irregular illumination. To over-
come this inherent problem, there have been some approaches just dropping
the intensity values since chrominance is generally less sensitive than luminance
against illumination changes[5]. As more advanced studies, some color adapta-
tion algorithms have been proposed where the color models are expressed by the
chromatic color space and adjusted adaptively using their color histogram [6][10].
Recently, Kim and You showed the necessity of the fitting of the chrominance
variation due to brightness changes [9].

1.2 Previous Works: Mean-Shift

The mean-shift algorithm using the kernel density estimator has often been
used in the areas of clustering [2], detection and tracking [3] by virtue of its low
cost and simplicity in computation. The performance of the mean-shift iteration
strongly relies on the kernel bandwidth. Most of bandwidth selection methods
are for the optimization of clustering or partitioning [13][11]. And global band-
width selection approaches [8][15] using statical analysis are not adequate for
object tracking problems because most of tracking targets encountered in vision
applications take on multiscale patterns. Comaniciu proposed a local bandwidth
selection method and showed its efficiency by the several examples in [4]. His
method on the bandwidth selection is performed after finding mode peaks to
do optimal clustering. However, it does not fit the task of object tracking since
object tracking is a procedure of finding mode peaks. He also presented a local
bandwidth selection method for object tracking where a promising bandwidth
is selected by the similarity function test from among some candidates of band-
widths with a certain fraction [3].

1.3 Our Approach

In this paper we extend Kim and You’s idea [9] to achieve a compactly parameter-
ized color model which is able to represent all chromatic color distributions with
respect to effective brightness range. Since the proposed Gaussian-cylindroid
color model can explain the variability with respect to all brightness values, it
can provide an effective cue for object tracking against irregular and abrupt
changes in brightness. From this point we introduce the mean-shift iteration
utilizing the Gaussian-cylindroid color model.

As mentioned above, bandwidth selection in the mean-shift algorithm is crit-
ical to robust and effective mean-shift iteration. We also present a simple and
efficient method for finding the optimal bandwidth of the kernel density func-
tion. The optimal bandwidth maximizes the lower bound of the log-likelihood of
the tracking target.

The paper is organized as follows: In section 2, the Gaussian-cylindroid color
model is explored in detail. The proposed tracking algorithm is detailed in section
3, and its experiments is shown in section 4. We conclude with section 5.
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2 Gaussian-Cylindroid Color Model

Although any camera system is used under the same illuminators, the single-
colored objects have different color distributions due to irregular brightness and
the viewing geometry of the camera system. Since chrominance tends to be less
affected by brightness changes, such chromatic color spaces as the UV plane of
the YUV space, the HS plane of the HSI space, and the normalized RG plane of
the RGB space have often been used in color based vision applications. However,
the chromatic color distribution ignoring the luminance component is not invari-
ant enough to disregard the the effect of brightness changes completely. Some
adaptive methods using the shape of the color histogram were proposed to cope
with the brightness changes, but they still have difficulties in being adapted to
the abrupt changes in brightness and the initial detection(segmentation) problem
under various brightness conditions.

We present a new parametric color model to fit all chromatic distributions on
the effective brightness range.

2.1 Elliptical Analysis of Chromatic Color Distribution

The assumption that a single-colored object has a Gaussian distribution on any
2D chromatic color plane gives

p(c) =
1

2π
√

|Σ|
exp

(
(c − c̄)T Σ−1(c − c̄)

−2

)
(1)

where c is a 2D vector of chromatic color components, and c̄ and Σ are its mean
and covariance, respectively. Letting a2 and b2 are the eigenvalues of Σ, from
the elliptical geometry we can get the ellipse with the center c̄, the major axis
length a, the minor axis length b and the orientation of the major axis φ:

(c − c̄)T
(
R(φ)L(a, b)R(φ)T

)−1
(c − c̄) = 1 (2)

where

R(φ) =
(

cosφ − sinφ
sinφ cosφ

)
, L(a, b) =

(
a2 0
0 b2

)
, c̄ = (c̄x c̄y)T . (3)

2.2 Gaussian-Cylindroid Color Model

One ellipse represented by χ = (c̄x c̄y a b φ)T from (2) corresponds to one
Gaussian distribution of the chromatic color components as shown in Figure
1. This section gives the method to obtain the Gaussian-cylindroid color model
representing all chromatic color distributions with respect to the effective bright-
ness range.

Fist of all, the effective brightness range needs to be uniformly divided with
any fixed interval. Then the training samples(pixels) are grouped by each divided
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Fig. 1. Ellipse corresponding to Gaussian Distribution

brightness range, which is the quantization of the brightness. Applying the el-
liptical analysis to the mean and the covariance of the chromatic components at
each group, we obtain

χ(f)
q = (c̄(f)

x c̄
(f)
y a(f) b(f) φ(f))T

q , q = 1, 2, · · · ,M (4)

where q is a quantized brightness.
B-spline functions have been used widely in tracking of objects represented

by contours [1][7]. Now B-spline functions are introduced to serve as a tool for
parametric construction of all chromatic color distributions over the effective
brightness range.

B-spline function can be shown as the matrix product of the B-spline basis
vector and the control vector [1]:

x(s) = B(s)T Qx (5)

where

B(s) = (B0(s) B1(s) · · · BNB−1(s))T

Qx = (x0 x1 · · · xNB−1)T .

Likewise, the B-spline fitted elliptical parameters are shown as

χ(s) = (c̄x(s) c̄y(s) a(s) b(s) φ(s))T

= (Qc̄x Qc̄y Qa Qb Qφ)T B(s) (6)

and geometrically form a cylindroid in the 3-D color space(chrominance 2-
D+brightness 1-D) as described in Figure 2.

The surface-displacement measure D
(
χ(f), χ(s)

)
is defined as

D
(
χ(f), χ(s)

)
=

1
M

ΣM
q=1d

(
χ(f)

q , χ(sq)
)

(7)

=
1

MN
ΣM

q=1Σ
N
i=1 ‖ R(f)

φq
Pθir

(f)
q − Rφ(sq)Pθir(sq) + c̄(f)

q − c̄(sq) ‖2

where

r = (a b)T

Pθi =
(

cos θi − sin θi

sin θi cos θi

)
, θi+1 = θi +Δ, 0 ≤ θi ≤ 2π.
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Fig. 2. Gaussian-Cylindroid Color model

To obtain the control vectors of Qc̄x , Qc̄y , Qa, Qb and Qφ minimizing the
surface-displacement measure of (7), we used Powell’s nonlinear optimization
method [14].

We obtained the Gaussian-cylindroid color model of skin using the skin patch
images collected from various brightness conditions. Its parameters are shown
separately in Figure 3-5 where the dotted lines denote the estimations of (4)
from the training samples and the solid lines shows the resulting parameters by
Powell‘s nonlinear optimization of (7).

The preliminary test shows the robustness of the proposed color model against
the irregular brightness changes as shown in Figure 6.

3 Tracking with Adaptive Mean Shift

Bandwidth selection is crucial to the performance of mean-shift iterations. In
this section we introduce how to obtain an optimal bandwidth and show the
adaptive mean-shift tracking with the optimal bandwidth and the Gaussian-
cylindroid color model.

Fig. 3. Chrominance Center. The upper and the lower lines are for U and V compo-
nents(chorminance), respectively.
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Fig. 4. Axis Length. The upper and the lower lines are for the lengths of the major
axis length a and the minor axis length b, respectively.

Fig. 5. Orientation of Major Axis

3.1 Kernel Density of Skin Region and Mean Shift

We assume that a tracking target of a single color such as the skin is main-
tained within its Gaussian-cylindroid color space while the target has a bounded
region on the image plane. To represent the target model including its spatial
domain and color domain, we introduce the method of the sample kernel density
estimation that is the most popular density estimation method. Employing the
multivariate normal kernel gives at the point x,

p(x) = C

NH∑
i=1

|H|− 1
2 exp

(
(x − xi)T H−1(x − xi)

−2

)

× |Σqi |−
1
2 exp

(
(ci − c̄qi)T Σ−1

qi
(ci − c̄qi)

−2

)
(8)

where C is the normalizing constant and qi is a quantized intensity of pixel i.
Since the mean-shift vector points toward the direction of maximum increase

in the sample kernel density and converges the local maxima of the density [2],
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Fig. 6. Skin Color Area. The probability densities of the trained skin color model are
calculated at all pixels and scaled for displaying.

the mean-shift iteration procedure has often been used in the areas of clustering,
detection and tracking.

The mean-shift vector over the distribution shown in (8) is given as

m(x) =

∑NH

i=1 xiψi exp
(

(x−xi)T H−1(x−xi)
−2

)
∑NH

i=1 ψi exp
(

(x−xi)T H−1(x−xi)
−2

) − x (9)

where

ψi = |Σqi |−
1
2 exp

(
(ci − c̄qi)T Σ−1

qi
(ci − c̄qi)

−2

)
.

The convergence of this mean-shift iteration is guaranteed by the use of normal
kernels [2]. In our case, finding the convergent point, which is the peak point of
the distribution (8), corresponds to tracking of the single-colored target.

3.2 Maximum Likelihood Estimation of Bandwidth

If the multivariate normal kernel is considered, the bandwidth denotes its covari-
ance matrix. If the data statistics is homogeneous, then one global bandwidth
suffices for the mean shift iteration. However, if the data statistics are changing
across the feature space of the spatial and the color domain, the local band-
widths should be computed. We have only to estimate the spatial bandwidth
since the variable bandwidth in the color domain was predetermined with re-
spect to intensities using the Gaussian-cylinder color model described in the
previous section.

The local log-likelihood of the target is from (8) as(up to scale)

L = 2 ln
NH∑
i=1

|H|− 1
2 exp

(
(x − xi)T H−1(x − xi)

−2

)
ψi. (10)

By Jensen’s inequality [12] the lower bound of L, L̂, is obtained as

L ≥ L̂ =
NH∑
i=1

ψi

(
ln |H|−1 − (x − xi)T H−1(x − xi)

)
. (11)



Color Region Tracking Against Brightness Changes 543

We obtain the spatial bandwidth maximizing the lower bound of the local
log-likelihood L as follows:

H =
∑NH

i=1 ψi(x − xi)(x − xi)T∑NH
i=1 ψi

. (12)

3.3 Adaptive Tracking

After learning of the Gaussian-cylindroid color model of the tracking target, our
adaptive mean-shift algorithm is performed as follows:

1. Initialize the position and the spatial bandwidth of the target.
(a) Set the spatial bandwidth H(0).
(b) Find x(0) by scanning or random search where L(x(0),H(0)) is larger

than the specified threshold.
2. Iterate for t = 0, 1, · · ·.

(a) Update the position.

x(t+1) =

∑N
H(t)

i=1 xiψi exp
(

(x(t)−xi)T H(t)−1
(x(t)−xi)

−2

)
∑N

H(t)

i=1 ψi exp
(

(x(t)−xi)T H(t)−1(x(t)−xi)
−2

)
(b) Update the spatial bandwidth.

H(t+1) =
∑N

H(t)

i=1 ψi(x(t+1) − xi)(x(t+1) − xi)T∑N
H(t)

i=1 ψi

In the preliminary experiment of the algorithm, although the tracking started
at the distracted position and the poor bandwidth, the target position and band-
width were recovered by at most 3-5 iterations as shown in Figure 7.

Fig. 7. Mean-Shift with Adaptive Bandwidth: In the top row the initial mean-shift
tracker is within the face region. In the bottom row the tacker initially half deviates
from the face region.
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4 Testing and Performance

We applied the proposed algorithm to the skin region tracking under irregular
illumination changes. Through several experiments, our tracking system demon-
strated real-time applicability where its frame rate is more than 15 fps with
Pentium IV PC(3GHz). Figure 8 shows the effective and robust tracking even
in abrupt changes in illumination.

Fig. 8. Robust Tracking Against Irregular Illumination Changes. Frame goes from the
left-top to the right down.

5 Conclusions

We proposed a new method for robust and real-time object tracking using a
Gaussian-cylindroid color model and an adaptive mean shift. In the Gaussian-
cylindroid color model all chromatic distributions within the brightness range
are parameterized as a compact form with the B-spline functions.

A target for tracking is expressed by a kernel density function that incor-
porates the Gaussian-cylindroid color distribution into the positional domain
in image lattice. Tracking is performed using the mean-shift algorithm where a
simple method for the bandwidth selection, which is essential to tracking perfor-
mance, was proposed. We achieved the optimal bandwidth that maximizes the
lower bound of the log-likelihood of the target. The proposed method demon-
strated the capability of fast and robust tracking of a single-colored target against
irregular and abrupt brightness changes.
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Abstract. We present a comparative study of corpus-based methods for the au-
tomatic synthesis of email responses to help-desk requests. Our methods were
developed by considering two operational dimensions: (1) information-gathering
technique, and (2) granularity of the information. In particular, we investigate two
techniques – retrieval and prediction – applied to information represented at two
levels of granularity – sentence level and document level. We also developed a
hybrid method that combines prediction with retrieval. Our results show that the
different approaches are applicable in different situations, addressing a combined
72% of the requests with either complete or partial responses.

1 Introduction

Email inquiries sent to help desks often “revolve around a small set of common ques-
tions and issues”.1 This means that help-desk operators spend most of their time dealing
with problems that have been previously addressed. Further, a significant proportion of
help-desk responses contain a low level of technical content, corresponding, for exam-
ple, to inquiries addressed to the wrong group, or insufficient detail provided by the
customer about his or her problem. Organizations and clients would benefit if the ef-
forts of human operators were focused on difficult, atypical problems, and an automated
process was employed to deal with the easier problems.

In this paper, we report on our experiments with corpus-based approaches to the
automation of help-desk responses. Our study was based on a log of 30,000 email di-
alogues between users and help-desk operators at Hewlett-Packard. However, to focus
our work, we used a sub-corpus of 6659 email dialogues, which consisted of two-turn
dialogues where the answers were reasonably concise (15 lines at most). These dia-
logues deal with a variety of user requests, which include requests for technical assis-
tance, inquiries about products, and queries about how to return faulty products or parts.
As a first step, we have automatically clustered the corpus according to the subject line
of the first email. This process yielded 15 topic-based datasets that contain between
135 and 1200 email dialogues. Owing to time limitations, the procedures described in
this paper were applied to 8 of the datasets, corresponding to approximately 75% of the
dialogues.

1 http://customercare.telephonyonline.com/ar/telecom next
generation customer.
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RA1:
Do I need Compaq driver software for my armada 1500 docking station? This in order to
be able to re-install win 98?

I would recommend to install the latest system rompaq, on the laptop and the dock-
ing station. Just select the model of computer and the operating system you have.
http://www.thislink.com.

RA2:
Is there a way to disable the NAT firewall on the Compaq CP-2W so I don’t get a private ip
address through the wireless network?

Unfortunately, you have reached the incorrect eResponse queue for your unit. Your de-
vice is supported at the following link, or at 888-phone-number. We apologize for the
inconvenience.

Fig. 1. Sample request-answer pairs

Analysis of our corpus yields the following observations:

– O1: Requests containing precise information, such as product names or part spec-
ifications, sometimes elicit helpful, precise answers referring to this information,
while other times they elicit answers that do not refer to the query terms, but con-
tain generic information (e.g., referring customers to another help group or asking
them to call a particular phone number). Request-answer pair RA1 in Figure 1 il-
lustrates the first situation, while the pair RA2 illustrates the second.2

– O2: Operators tend to re-use the same sentences in different responses. This is
partly a result of companies having in-house manuals that prescribe how to generate
an answer. For instance, answers A3 and A4 in Figure 2 share the sentence in italics.

These observations prompt us to consider complementary approaches along two sep-
arate dimensions of our problem. The first dimension pertains to the technique applied
to determine the information in an answer, and the second dimension pertains to the
granularity of the information.

Observation O1 leads us to consider two techniques for obtaining information: re-
trieval and prediction. Retrieval returns an information item by matching its terms to
query terms [1]. Hence, it is likely to obtain precise information if available. In con-
trast, prediction uses correlations between features of requests and responses to select
an information item. For example, the absence of a particular term in a request may be
a good predictive feature (which cannot be considered in traditional retrieval). Thus,
prediction could yield replies that do not match particular query terms.

Observation O2 leads us to consider two levels of granularity: document and sen-
tence. That is, we can obtain a document comprising a complete answer on the basis
of a request (i.e., re-use an answer to a previous request), or we can obtain individual
sentences and then combine them to compose an answer, as is done in multi-document
summarization [2]. The sentence-level granularity enables the re-use of a sentence for
different responses, as well as the composition of partial responses.

2 Our examples are reproduced verbatim from the corpus (except for URLs and phone numbers
which have been disguised by us), and some have user or operator errors.
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A3:
If you are able to see the Internet then it sounds like it is working, you may want to get in

touch with your IT department to see if you need to make any changes to your settings to
get it to work. Try performing a soft reset, by pressing the stylus pen in the small hole on
the bottom left hand side of the Ipaq and then release.

A4:
I would recommend doing a soft reset by pressing the stylus pen in the small hole on the

left hand side of the Ipaq and then release. Then charge the unit overnight to make sure it
has been long enough and then see what happens. If the battery is not charging then the unit
will need to be sent in for repair.

Fig. 2. Sample answers that share a sentence

The methods developed on the basis of these two dimensions are: Retrieve Answer,
Predict Answer, Predict Sentences, Retrieve Sentences and Hybrid Predict-Retrieve
Sentences. The first four methods represent the possible combinations of information-
gathering technique and level of granularity; the fifth method is a hybrid where the two
information-gathering techniques are applied at the sentence level.

Our aim in this paper is to investigate when the different methods are applicable,
and whether individual methods are uniquely successful in certain situations. For this
purpose, we decided to assign a level of success not only to complete responses, but
also to partial ones (obtained with the sentence-based methods). The rationale for this
is that we believe that a partial high-precision response is better than no response, and
better than a complete response that contains incorrect information. We plan to test
these assumptions in future user studies.

The rest of this paper is organized as follows. In the next section, we describe our
five methods, followed by the evaluation of their results. In Section 4, we discuss related
research, and then present our conclusions and plans for future work.

2 Information-Gathering Methods

In the following sub-sections we present the implementation details of the various meth-
ods. Note that some of the methods were implemented independently of each other at
different stages of our project. Consequently, there are minor implementational varia-
tions, such as choice of machine learning algorithms and some discrepancy regarding
features. We plan to bridge these differences in the near future, but are confident that
they do not impede the aim of the current study: exploring the performance of our sys-
tem along the two dimensions mentioned in the previous section (information-gathering
approach, and level of granularity).

2.1 Retrieve a Complete Answer

This method retrieves a complete document (answer) on the basis of request lemmas.
We use cosine similarity to determine a retrieval score, and use a minimal retrieval
threshold that must be surpassed for a response to be accepted.
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We have considered three approaches to indexing the answers in our corpus: accord-
ing to the content lemmas in (1) requests, (2) answers, or (3) requests&answers. The
results in Section 3 are for the third approach, which proved best. To illustrate the dif-
ference between these approaches, consider request-answer pair RA2. If we received a
new request similar to that in RA2, the answer in RA2 would be retrieved if we had
indexed according to requests or requests&answers. However, if we had indexed only
on answers, then the response would not be retrieved.

2.2 Predict a Complete Answer

This prediction method first groups similar answers in the corpus into answer clusters.
For each request, we then predict an answer cluster on the basis of the request features,
and select the answer that is most representative of the cluster (closest to the centroid).
This method would predict a group of answers similar to the answer in RA2 from the
input lemmas “compaq” and “cp-2w”.

The clustering is performed in advance of the prediction process by the clustering
program Snob [3], using the content lemmas (unigrams) in the answers as features.
The predictive model is a Decision Graph [4] trained on (1) input features: lemma
unigrams and bigrams in the request,3 and (2) target feature – the identifier of the answer
cluster that contains the actual answer for the request. The model provides a prediction
of which response cluster is most suitable for a given request, as well as a level of
confidence in this prediction. We do not attempt to produce an answer if the confidence
is not sufficiently high.

In principle, rather than clustering the answers, the predictive model could have been
trained on individual answers. However, on one hand, the dimensionality of this task
is very high, and on the other hand, answers that share significant features would be
predicted together, effectively acting as a cluster. By clustering answers in advance, we
reduce the dimensionality of the problem, at the expense of some loss of information
(since somewhat dissimilar answers may be grouped together).

2.3 Predict Sentences

This method looks at each answer sentence as though it were a separate document, and
groups similar sentences into clusters in order to obtain meaningful sentence abstrac-
tions and avoid redundancy.4 For instance, the last sentence in A3 and the first sentence
in A4 are assigned to the same sentence cluster. As for Answer Prediction (Section 2.2),
this clustering process also reduces the dimensionality of the problem.

Each request is used to predict promising clusters of answer sentences, and an an-
swer is composed by extracting a sentence from such clusters. Because the sentences
in each cluster originate from different response documents, the process of selecting
them for a new response corresponds to multi-document summarization. In fact, our
selection mechanism, described in more detail in [6], is based on a multi-document
summarization formulation proposed by Filatova and Hatzivassiloglou [2].

3 Significant bigrams are obtained using the NSP package [5].
4 We did not cluster request sentences, as requests are often ungrammatical, which makes it

hard to segment them into sentences, and the language used in requests is more diverse than
the corporate language used in responses.
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In order to be able to generate appropriate answers in this manner, the sentence clus-
ters should be cohesive, and they should be predicted with high confidence. A cluster is
cohesive if the sentences in it are similar to each other. This means that it is possible to
obtain a sentence that represents the cluster adequately (which is not the case for an un-
cohesive cluster). A high-confidence prediction indicates that the cluster is relevant to
many requests that share certain regularities. Owing to these requirements, the Sentence
Prediction method will often produce partial answers (i.e., it will have a high precision,
but often a low recall).

Sentence clustering. The clustering is performed by applying Snob using the content
lemmas (unigrams) in the sentences as features, similarly to the answer clustering in
the Predict Answer method (Section 2.2).5

Calculation of cluster cohesion. Our cohesion measure implements the idea that a
cohesive group of sentences should agree strongly on both the words that appear in these
sentences and the words that are omitted. Hence, it is possible to obtain a sentence that
adequately represents a cohesive sentence cluster, while this is not the case for a loose
sentence cluster. For example, the italicized sentences in A3 and A4 belong to a highly
cohesive sentence cluster (0.93), while the opening answer sentence in RA1 belongs to
a less cohesive cluster (0.7) that contains diverse sentences about the Rompaq power
management. Our measure is similar to entropy, in the sense that it yields non-zero
values for extreme probabilities [6].

Sentence-cluster prediction. We use a Support Vector Machine (SVM) for predicting
sentence clusters. A separate SVM is trained for each sentence cluster, with lemma un-
igrams and bigrams in a request as input features, and a binary target feature specifying
whether the cluster contains a sentence from the response to this request. During the
prediction stage, the SVMs predict zero or more clusters for each request. One repre-
sentative sentence (closest to the centroid) is then extracted from each highly cohesive
cluster predicted with high confidence. These sentences will appear in the answer (at
present, these sentences are treated as a set, and are not organized into a coherent reply).

2.4 Retrieve Sentences

As for Sentence Prediction (Section 2.3), this method looks at each answer sentence as
though it were a separate document. For each request sentence, we retrieve candidate
answer sentences on the basis of the match between the content lemmas in the request
sentence and the answer sentence. For example, while the first answer sentence in RA1
might match the first request sentence in RA1, an answer sentence from a different
response (about re-installing Win98) might match the second request sentence.

We are mainly interested in answer sentences that “cover” request sentences, i.e., the
terms in the request should appear in the answer. Hence, we use recall as the measure
for the goodness of a match, where recall is defined as follows.

recall =
TF.IDF of lemmas in request sent & answer sent

TF.IDF of lemmas in request sentence

5 We have also tried syntactic features, but they did not produce superior results.
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Initially, we retain the answer sentences whose recall exceeds a threshold.6 Once we
have the set of candidate answer sentences, we attempt to remove redundant sentences.
This requires the identification of sentences that are similar to each other — a task for
which we use the sentence clusters described in Section 2.3. Given a group of answer
sentences that belong to the same cohesive cluster, we retain the sentence with the
highest recall (in our current trials, a cluster is sufficiently cohesive for this purpose if
its cohesion ≥ 0.7). In addition, we retain all the answer sentences that do not belong
to a cohesive cluster. All the retained sentences will appear in the answer.

2.5 Hybrid Predict-Retrieve Sentences

It is possible that the Sentence Prediction method predicts a sentence cluster that is not
sufficiently cohesive for a confident selection of a representative sentence. However, a
sentence can still be selected by using clues from the request. For example, selecting
between a group of sentences concerning the installation of different drivers might be
possible if the request mentions a specific driver. Thus the Sentence Prediction method
is complemented with the Sentence Retrieval method to form a hybrid, as follows.

– For highly cohesive clusters predicted with high confidence, we select a represen-
tative sentence as before.

– For clusters with medium cohesion predicted with high confidence, we attempt
to match the sentences with the request sentences, using the Sentence Retrieval
method but with a lower recall threshold. This reduction takes place because the
high prediction confidence provides a guarantee that the sentences in the cluster are
suitable for the request, so there is no need for a conservative recall threshold. The
role of retrieval is now to select the sentence whose content lemmas best match the
request, regardless of how good this match is.

– For uncohesive clusters or clusters predicted with low confidence, we have to resort
to word matches, which means reverting to the higher, more conservative recall
threshold, because we no longer have the prediction confidence.

3 Evaluation

As mentioned in Section 1, our corpus was divided into topic-based datasets. We have
observed that the different datasets lend themselves differently to the various
information-gathering methods described in the previous section. In this section, we
examine the overall performance of the five methods across the corpus, as well as their
performance for different datasets.

3.1 Measures

We are interested in two performance indicators: coverage and quality.
Coverage is the proportion of requests for which a response can be generated. The

various information gathering methods presented in the previous section have accep

6 To assess the goodness of a sentence, we experimented with f-scores that had different weights
for recall and precision. Our results were insensitive to these variations.
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tance criteria that indicate that there is some level of confidence in generating a re-
sponse. A request for which a planned response fails to meet these criteria is not cov-
ered, or addressed, by the system. We are interested in seeing if the different methods
are applicable in different situations, that is, how exclusively they address different
requests. Note that the sentence-based methods generate partial responses, which are
considered acceptable so long as they contain at least one sentence generated with high
confidence. In many cases these methods produce obvious and non-informative sen-
tences such as “Thank you for contacting HP”, which would be deemed an acceptable
response. We have manually excluded such sentences from the calculation of coverage,
in order to have a more informative comparison between the different methods.

Ideally, the quality of the generated responses should be measured through a user
study, where people judge the correctness and appropriateness of answers generated
by the different methods. However, we intend to refine our methods further before we
conduct such a study. Hence, at present we rely on a text-based quantitative measure.
Our experimental setup involves a standard 10-fold validation procedure, where we
repeatedly train on 90% of a dataset and test on the remaining 10%. We then evaluate
the quality of the answers generated for the requests in each test split, by comparing
them with the actual responses given by the help-desk operator for these requests.

We are interested in two quality measures: (1) the precision of a generated response,
and (2) its overall similarity to the actual response. The reason for this distinction is
that the former does not penalize for a low recall — it simply measures how correct the
generated text is. As stated in Section 1, a partial but correct response may be better
than a complete response that contains incorrect units of information. However, more
complete responses are generally better than partial ones, and so we use the second
measure to get an overall indication of how correct and complete a response is. We use
the traditional Information Retrieval precision and f-score measures [1], employed on a
word-by-word basis, to evaluate the quality of the generated responses.7

3.2 Results

Table 1 shows the overall results obtained using the different methods. We see that
combined the different methods can address 72% of the requests. That is, at least one of
these methods can produce some non-empty response to 72% of the requests. Looking
at the individual coverages of the different methods we see that they must be applicable
in different situations, because the highest individual coverage is 43%.

The Answer Retrieval method addresses 43% of the requests, and in fact, about half
of these (22%) are uniquely addressed by this method. However, in terms of the quality
of the generated response, we see that the performance is very poor (both precision and
f-score have very low averages). Nevertheless, there are some cases where this method
uniquely addresses requests quite well.

The Answer Prediction method can address 29% of the requests. Only about a tenth
of these are uniquely addressed by this method, but the generated responses are of a
fairly high quality, with an average precision and f-score of 0.82. Notice the large stan-
dard deviation of these averages, suggesting a somewhat inconsistent behaviour. This

7 We have also employed sequence-based measures using the ROUGE tool set [7], with similar
results to those obtained with the word-by-word measure.
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Table 1. Performance of the different methods, measured as coverage, precision and f-score

Method Coverage Precision Ave (stdev) F-score Ave (stdev)
Answer Retrieval 43% 0.37 (0.34) 0.35 (0.33)
Answer Prediction 29% 0.82 (0.21) 0.82 (0.24)
Sentence Prediction 34% 0.94 (0.13) 0.78 (0.18)
Sentence Retrieval 9% 0.19 (0.19) 0.12 (0.11)
Sentence Hybrid 43% 0.81 (0.29) 0.66 (0.25)
Combined 72% 0.80 (0.25) 0.50 (0.33)

is due to the fact that this method gives good results only when complete generic re-
sponses are found. In this case, any re-used response will have a high similarity to the
actual response. However, when this is not the case, the performance degrades substan-
tially, resulting in inconsistent behaviour. This means that Answer Prediction is suitable
when requests that share some regularity receive a complete template answer.

The Sentence Prediction method can find regularities at the sub-document level,
and therefore deal with cases where partial responses can be generated. It produces
responses for 34% of the requests, and does so with a consistently high precision (av-
erage 0.94, standard deviation 0.13). Only an overall 1% of the requests are uniquely
addressed by this method. However, for the cases that are shared between this method
and other ones, it is useful to compare the actual quality of the generated response. In
5% of the cases, the Sentence Prediction method either uniquely addresses requests, or
jointly addresses requests together with other methods but has a higher f-score. This
means that in some cases a partial response has a higher quality than a complete one.

Like the document-level Answer Retrieval method, the Sentence Retrieval method
performs poorly. It is difficult to find an answer sentence that closely matches a request
sentence, and even when this is possible, the selected sentences tend to be different to
the ones used by the help-desk operators, hence the low precision and f-score. This is
discussed further below in the context of the Sentence Hybrid method.

The Sentence Hybrid method extends the Sentence Prediction method by employing
sentence retrieval as well, and thus has a higher coverage (45%). In fact, the retrieval
component serves to disambiguate between groups of candidate sentences, thus en-
abling more sentences to be included in a generated response. This, however, is at the
expense of precision, as we also saw for the pure Sentence Retrieval method. Although
retrieval selects sentences that match closely a given request, this selection can differ
from the “selections” made by the operator in the actual response. Precision (and hence
f-score) penalizes such sentences, even when they are more appropriate than those in the
model response. For example, consider request-answer pair RA5. The answer is quite
generic, and is used almost identically for several other requests. The Hybrid method al-
most reproduces this answer, replacing the first sentence with A6. This sentence, which
matches more request words than the first sentence in the model answer, was selected
from a sentence cluster that is not highly cohesive, and contains sentences that describe
different reasons for setting up a repair (the matching word in A6 is “screen”). Overall,
the Hybrid method outperforms the other methods in about 10% of the cases, where
it either uniquely addresses requests, or addresses them jointly with other methods but
produces responses with a higher f-score.
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RA5:
My screen is coming up reversed (mirrored). There must be something loose electronically
because if I put the stylus in it’s hole and move it back and forth, I can get the screen to
display properly momentarily. Please advise where to send for repairs.
To get the iPAQ serviced, you can call 1-800-phone-number, options 3, 1 (enter a 10

digit phone number), 2. Enter your phone number twice and then wait for the routing center
to put you through to a technician with Technical Support. They can get the unit picked up
and brought to our service center.

A6:
To get the iPAQ repaired (battery, stylus lock and screen), please call

1-800-phone-number, options 3, 1 (enter a 10 digit phone number), 2.

3.3 Summary

In summary, our results show that, with the exception of the Sentence Retrieval method,
the different methods are applicable in different situations, all occurring significantly in
the corpus. The Answer Retrieval method uniquely addresses a large portion of the re-
quests, but many of its attempts are spurious, thus lowering the combined overall quality
shown at the bottom of Table 1 (average f-score 0.50), calculated by using the best per-
forming method for each request. The Answer Prediction method is good at addressing
situations that warrant complete template responses. However, its confidence criteria
might need refining to lower the variability in quality. The combined contribution of the
sentence-based methods is substantial (about 15%), suggesting that partial responses of
high precision may be better than complete responses with a lower precision.

4 Related Research

There are very few reported attempts at corpus-based automation of help-desk
responses. The retrieval system eResponder [8] retrieves a list of request-response pairs
and presents a ranked list of responses to the user. In contrast, our system can re-use a
single representative response, or collate sentences from multiple responses to gener-
ate a single (possibly partial) response. Lapalme and Kosseim [9] employ a rule-based,
template-based system that extracts patterns from a corpus of request-response emails
in order to personalize a response (for example substituting names of individuals and
companies). They also employ a retrieval component that finds answers from a cor-
pus of technical documents (not the request-response corpus). Our work differs from
these two examples in that it applies a purely data-driven approach that uses a corpus of
request-response pairs to generate a single response. Similar corpus-based approaches
have been implemented in FAQ domains [10,11]. However, this kind of corpus is sig-
nificantly different to ours in that it lacks repetition and redundancy and the responses
are not personalized.

5 Conclusion and Future Work

We have presented four basic methods and one hybrid method for addressing help-desk
requests. The basic methods represent the four ways of combining level of granularity
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(sentence and document)with information-gathering technique (prediction and retrieval).
The hybrid method applies prediction possibly followed by retrieval to information at
the sentence level. Our results show that with the exception of Sentence Retrieval, the
different methods can address a significant portion of the requests. A future avenue of
research is thus to characterize situations where different methods are applicable, in
order to derive decision procedures that determine the best method automatically. We
have also started to investigate an intermediate level of granularity: paragraphs.

Our results suggest that the automatic evaluation method requires further consider-
ation. As seen in Section 3, our f-score penalizes the Sentence Prediction and Hybrid
methods when they produce good answers that are more informative than the model
answer. As mentioned previously, a user study would provide a more conclusive eval-
uation of the system, and could be used to determine preferences regarding partial re-
sponses.

Finally, we propose the following extensions to our current implementation. First, we
would like to improve the representation used for clustering, prediction and retrieval
by using features that incorporate word-based similarity metrics [12]. Secondly, we
intend to investigate a more focused sentence retrieval approach that utilizes syntactic
matching of sentences. For example, if a sentence cluster is strongly predicted by a
request, but the cluster is uncohesive because of a low verb agreement, then the retrieval
should favour the sentences whose verbs match those in the request.
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Abstract. Word segmentation is an essential first step in the processing
of far east asian languages (i.e., Chinese, Japanese, and Korean), which
heavily influences subsequent processes such as morphological analysis
and parsing. One popular method for this task is to learn segmenta-
tion patterns, e.g., n-gram features, from corpus data with space-tags
attached. However, it is not straightforward to learn reliable patterns,
because usual datasets are sparse. Also, coverage and accuracy of learned
patterns vary according to many factors such as the value of n, dataset
size, and given context. In this paper, we propose an n-gram based rein-
forcement approach, which alleviates the above problems by step-by-step
application of stratified segmentation patterns. In our approach, various
n-gram features, for example, unigram, bigram, and trigram cases, are
extracted from training corpus and their frequencies are recorded. In
the first step, relatively definite segmentations are determined by ap-
plying n-gram statistics with tight threshold values. The remaining tags
are decided by applying more specific features, considering the previ-
ously determined space-tags. In the experiments on Korean sentences,
our method achieved much better performance, compared to the ex-
isting bigram based model. The proposed approach also showed good
performance on Chinese word segmentation, confirming its language-
independent effectiveness on far east asian languages.

1 Introduction

Word segmentation has been one of the very important problems in far east asian
language processing. It is necessary for the processing of natural languages such
as parsing and part-of-speech tagging. In Chinese and Japanese sentences, there
exists no explicit space, making it so important to segment sentences word-by-
word for subsequent processing. Although Korean words are separated by spaces,
there exist lots of spacing errors in many web documents because of various
reasons, e.g., space limitation and complicated rules for space positioning. Thus,
accurate segmentation of far east asian languages is crucial for their analysis.
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There have been two kinds of approaches to word segmentation in far east
asian languages. One is based on predefined dictionary with dynamic program-
ming. This approach requires language-dependent knowledge and has an advan-
tage on segmenting known words [6]. However, it is difficult to build and use the
knowledge base for word segmentation because there might exist a tremendous
number of ways to segment a given sentence. Another approach relies on statis-
tical or machine learning techniques for extracting segmentation patterns from
training corpus data. Segmentation patterns are usually based on character-level
information only. Hence, it is readily applicable to segmentation of unknown
words.

Many researchers have proposed word segmentation methods for far east asian
languages. Kang and Woo [3] used bigram statistics obtained from corpus data
for segmenting Korean sentences. Lee et al. [4] and Lim and Kang [5] learned seg-
mentation patterns from Korean and Chinese corpus data using hidden Markov
models, respectively. Asahara et al. [1] combined a dictionary-based word seg-
menter and a character-based chunker for segmenting Chinese sentences. Chen
[2] applied a new-word recognizer and some heuristics for the same problem.
Nakagawa [6] proposed a method of combining word-level and character-level
information for Japanese and Chinese word segmentation.

One problem in learning segmentation patterns from data lies in the fact that
usual corpus data is sparse. It is because the number of character alphabets
in each far east asian language is more than several thousands. Consequently,
there exist several millions (billions) of bigram (trigram) cases. Another problem
is that it is difficult to determine appropriate length of segmentation patterns.
It is related with coverage, reliability, and accuracy of the learned patterns.

The motivation of this research is to develop a practical word segmentation
system, addressing the above problems in language-independent manner. To mit-
igate the pattern length problem, we build a knowledge base consisting of various
lengths of segmentation patterns and apply it in an incremental way. More specif-
ically, only reliable segmentation patterns are applied first with strong criteria.
Then, more specific patterns are applied based on the predetermined informa-
tion with mild criteria. The data sparseness problem is alleviated by a smoothing
technique.

This paper is organized as follows. In Section 2, the proposed method for word
segmentation based on n-gram features is described. The experimental results
on Korean and Chinese sentences are given in Section 3. Finally, conclusions are
drawn in Section 4.

2 Word Segmentation Method

Word segmentation task is defined as finding the best space-tag sequence for a
given sentence. It is described as

T̂ = argmax
T∈τ

P (T |S), (1)
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where T denotes a tag sequence (t1, t2, ..., tn), S is a sentence (c1, c2, ..., cn),
and τ represents the set of possible tag sequences. The first space-tag t1 is
meaningless because spaces are always located between words. Here, it is used
just for convenience in describing the task. Each tag ti and each character ci
(i = 1, 2, ...,n) can be thought to be a random variable, respectively. The value
of ti can be either ‘0’ (non-space) or ‘1’ (space). The domain of variable ci
corresponds to the set of possible character alphabets. Then, various assumptions
about conditional independencies among these variables can be exploited for
efficient and reliable calculation of the probability P (T |S). Such assumptions
are represented by various n-gram features in our work.

2.1 The n-Gram Features

Let us assume that the value of a space-tag ti should be determined in the
following context.1

...ti−3ci−3ti−2ci−2ti−1ci−1ticiti+1ci+1ti+2ci+2ti+3ci+3...

One of the simplest assumptions on the probabilistic independencies among the
above variables is that ti is dependent on only ci or ci−1 given their values. This
assumption can be described as the following unigram features.

(Unigram) ci−1ti, tici

This simple assumption is not realistic because the average word length in lots
of languages is more than one. For example, most Korean words consist of 3
or 4 character alphabets. Considering this, more relaxed assumptions can be
represented by the following bigram and trigram features.

(Bigram) ci−2ci−1ti, ci−1tici, ticici+1

(Trigram) ci−3ci−2ci−1ti, ci−2ci−1tici, ci−1ticici+1, ticici+1ci+2

In addition to these, we can utilize predetermined tag information (if it is avail-
able) with n-gram features as follows.

(Extended unigram) ti−1ci−1ti, ticiti+1

(Extended bigram) ti−2ci−2ti−1ci−1ti, ti−1ci−1ticiti+1, ticiti+1ci+1ti+2

(Extended trigram) ti−3ci−3ti−2ci−2ti−1ci−1ti, ti−2ci−2ti−1ci−1ticiti+1,

ti−1ci−1ticiti+1ci+1ti+2, ticiti+1ci+1ti+2ci+2ti+3

The extended n-gram features are especially effective when there exist previ-
ously determined space-tags. Suppose that the values of ti−1 and ti+1 were defi-
nitely set to ‘0’ in a bigram context “ti−1ci−1ticiti+1”, then the extended feature
“0ci−1tici0” can be applied with higher specificity, instead of the simple bigram

1 Here, we represent ti as boldface for distinction purposes only. It is not vector vari-
able. The same policy is applied in the sequel.
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“ci−1tici”. From now on, we will call n-gram features without predetermined
space-tag information “simple” n-gram features.

We can estimate the (conditional) probability distribution of ti given n-gram
context from training corpus and use it later for deciding the value of ti. The
problem is that usual training corpora for learning word segmentation patterns
are sparse. In specific, the n-gram features with small n values can produce more
reliable probability distribution than those with large n values. On the contrary,
the specificity of unigram features is much less than bigram or trigram features.
Similarly, the estimated probability distribution related with extended n-gram
features is likely to be more unreliable compared to their simple counterparts.
In addition, coverage and error rate of each n-gram feature is related with the
value of n.

2.2 The Algorithm

The basic idea of our method is cross checking of the n-gram features of the
same level. As an example, we can set a space mark ‘1’ to ti for a character and
tag sequence ...ci−3ci−2ci−1ticici+1ci+2..., if P (ti = 1) is greater than P (ti = 0)
in all the (simple) trigram features ci−3ci−2ci−1ti, ci−2ci−1tici, ci−1ticici+1, and
ticici+1ci+2. Methods for combining each n-gram feature can vary according to
the situation. In our experiments, we applied an averaging scheme for determin-
ing space-tag values. More precisely, average of the best two probability values
was calculated and applied.

Because no space-tags are determined at first, word segmentation is performed
in an incremental way. Firstly, simple trigram features are applied with strong
threshold values. The rationale behind using simple trigram features first is that
their coverage and accuracy (with strong threshold values) are much better than
other n-gram features. Their actual coverage and error rate values in the exper-
iments will be shown in Section 3. Strong threshold values are used because we
want to apply only confident segmentation patterns in this first stage. There are
two kinds of threshold values, i.e., upper threshold and lower threshold. If the
calculated probability P (ti = 1) is greater than the upper threshold, then the
value of ti is set to ‘1’. Similarly, the lower threshold value is used for the value
‘0’. These threshold values can be optimized by cross-validation on training cor-
pus data. Their actual values in our experiments will also be given in the next
section. Through this step, tag values with high confidence are decided and the
remainders are set in the next step.

In the second step, extended bigram features are applied if any one of the
left or right space-tags is fixed in the previous step. Otherwise, simple bigram
probabilities are applied. Here, extended (or simple) bigram features are applied
with weak threshold values. The weak threshold values are also determined and
applied by a similar manner to the strong threshold values. In this stage, the
smoothing technique for the simple bigram feature based on the corresponding
unigram features is also applied when the frequency of the bigram is extremely
low.
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A tag sequence to be 
determined
(t1t2t3...tn)

Applying simple trigram features
with strong threshold values

A partially determined tag 
sequence

(t1t2t3...01...101......tn)

Applying extended (or simple) bigram features
with weak threshold values

A fully determined tag 
sequence

(0101001...1010110)

Fig. 1. Flowchart of the algorithm for word segmentation based on n-gram statistics

The undetermined tag values through steps 1 and 2 can be set to either ‘0’ or
‘1’ according to the problem at hand. For example, we assign the value ‘0’ (non-
space) to all undecided tags in Korean word segmentation because it produces
much better results for information retrieval. Fig. 1 shows a schematic diagram
of our algorithm for word segmentation.

3 Experimental Evaluation

We applied the proposed method to Korean and Chinese word segmentation,
respectively. The unreliable extended n-gram statistics, whose frequency is less
than eight, were not applied in our experiments. Smoothing for the simple bigram
feature was applied in the case of zero probability.

3.1 Korean Word Segmentation

From the balanced Sejong corpus (http://www.sejong.or.kr), n-gram statis-
tics for Korean word segmentation were extracted. It consists of news articles,
technical papers, and literature and its size is about 108M bytes. Table 1 shows
the characteristics of the training corpus. Firstly, the strong and weak thresh-
old values for our algorithm were decided based on the Sejong corpus. These
threshold values are shown in Table 2.

Our segmentation algorithm with the extracted n-gram statistics wereap-
plied to a test dataset, constructed from a Korean newspaper (The Hankyoreh,
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Table 1. Characteristics of the Sejong training corpus

Average
# of total words # of characters word length

15,079,476 48,951,094 3.24

Table 2. Strong and weak threshold values optimized for Korean word segmentation

tlow strong tupp strong tlow weak tupp weak

0.3 0.7 0.3 0.6

http://www.hani.co.kr). In specific, its articles of 2002 were gathered for the
experiment. At step 1 of our algorithm, the four trigram features (see Sec-
tion 2.1) were deployed with the strong threshold values (see the first and sec-
ond columns of Table 2). Subsequently, the extended (or simple) bigram features
with weak threshold values (see the third and fourth columns of Table 2) were
applied.2

Table 3 shows the performance of our method compared to the baseline ap-
proach [3], which uses only simple bigram features. Here, accuracy was calculated
as total # of correctly assigned space−tags

total # of space−tags . Recall, Precision, and F-measure were also
calculated based on the number of spaces in the test dataset. In Table 3, it can be
clearly shown that our new model outperforms the baseline system with respect
to all evaluation criteria. In the experiment, we did not consider the flexibility
of space-tagging inside Korean compound nouns. Actually, many Korean com-
pound nouns can be written with or without inside spaces. Hence, the actual
accuracy of both methods should be higher than the results in Table 3.

Table 3. Comparison of the proposed method with a baseline approach on Korean
word segmentation

Accuracy Recall Precision F-measure

Baseline approach 0.901 0.85 0.798 0.823

Proposed method 0.944 0.874 0.912 0.893

We analyzed the effectiveness of each step of our algorithm by counting the
number of space positions determined at each stage. Table 4 shows the coverage
and error rate of each step. As we expected, a great portion of the space-tags were
set through the first step with high accuracy. Error rate of the n-gram features
applied in the second step was much higher. This analysis results show that our

2 Before performing the second step, we applied the bigram features with very strict
threshold values, i.e., 0.05 and 0.95. This step, however, doesn’t have much influence
on the final results, because its coverage is extremely low.
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Table 4. Coverage and error rate of n-gram features applied at each stage of the
segmentation algorithm (on Korean)

Coverage (%) Error Rate

Step 1 89.4 0.031

Step 2 6.7 0.283

approach gradually reduces the uncertainty in space positioning by applying the
segmentation patterns stratified by coverage and error rate.

3.2 Chinese Word Segmentation

We also evaluated our segmentation method on the closed track of word segmenta-
tion in the third Chinese word segmentation bakeoff (http://www.sighan.org/
bakeoff2006/). There are four training corpora from City University of Hong
Kong (cityu for short), Academia Sinica (ckip for short), Microsoft Research
(msra for short), and University of Pennsylvania/University of Colorado (upuc
for short). Characteristics of these training data are shown in Table 5. The strong
and weak threshold values were optimized for each training corpus and are shown
in Table 6.

Table 5. Characteristics of the Chinese training corpora

Average
# of total words # of characters word length

cityu 1,643,841 2,707,453 1.65

ckip 5,468,163 8,420,201 1.54

msra 1,266,169 2,169,679 1.71

upuc 508,759 829,868 1.63

Table 6. Strong and weak threshold values optimized for Chinese word segmentation

tlow strong tupp strong tlow weak tupp weak

cityu 0.3 0.7 0.46 0.51

ckip 0.3 0.7 0.49 0.51

msra 0.3 0.7 0.46 0.47

upuc 0.3 0.7 0.45 0.47

In the bakeoff, test data were separately given for each training corpus. The
results on Chinese are given in Table 7. Coverage and error rate of the applied
features in each step of the algorithm are shown in Table 8. In this table, it can
be shown that the tendency in coverage and error rate of the n-gram statistics
in each step of the proposed method is similar regardless of the tested languages
(see also Table 4).
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Table 7. Performance of the proposed method on Chinese word segmentation

Accuracy Recall Precision F-measure

cityu 0.976 0.981 0.980 0.980

ckip 0.967 0.978 0.973 0.975

msra 0.967 0.973 0.973 0.973

upuc 0.956 0.975 0.954 0.964

Table 8. Coverage and error rate of n-gram features applied at each stage of the
segmentation algorithm (on Chinese)

Step 1 Step 2

Coverage (%) Error rate Coverage (%) Error rate

cityu 95.9 0.015 4.1 0.249

ckip 94.8 0.022 5.2 0.243

msra 95.4 0.020 4.6 0.301

upuc 93.8 0.028 6.3 0.291

4 Conclusions

We described a two-step word segmentation algorithm. The algorithm is based
on cross-checking of the word spacing probability by using n-gram features. To
alleviate the problems related with learning segmentation patterns, we applied
the various learned patterns incrementally. The proposed algorithm was applied
to both Korean and Chinese languages, resulting good performances in several
respects. One of the advantages of our system is that it is applicable to several
languages. We have not applied any language-dependent resources or function-
alities such as lexicons, numeric expressions, and proper name recognition. By
incorporating such properties into our system, more reliable and accurate results
are achievable. Another advantage of our method is that it can locate less spaces
inside unknown words. This property is helpful when dealing with user queries
in information retrieval systems.
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Abstract. This paper introduces a new algorithm that learns to extract
data from Web pages with relatively regular data structures. Current ex-
isting systems require training on either manually labelled pages or at
least two similar unlabelled pages, and they often have difficulties on
handling Web pages with complex formats such as nested tables or lists.
Our previous system AutoWrapper does not need any training and can
automatically extract data from any single page. This paper improves
AutoWrapper by handling nested structures and finding multiple regular
data areas. The main contributions include a tree-based representation
for Web pages, an expressive language for representing information ex-
traction patterns, and a learning algorithm that automatically detects
regular data areas by finding similar sub-trees.

1 Introduction

This research focuses on automatically detecting and extracting data from Web
pages with relatively regular data areas. The target Web pages can be either
large collections of semi-structured Web pages automatically generated from
databases, or collections of a single page manually coded. Our system automat-
ically extracts data items and saves them in a database so that they can be
further used by software programs for data analysis, data mining and more ac-
curate search, etc. This research is challenging due to the dynamic nature of the
Web pages. With the rapid development of the Internet, the structure of Web
pages is getting more and more complex, for example, a lot of Web pages present
data in multiple tables/lists or nested tables/lists (figure 1 shows an example),
which can not be handled by most existing information extraction systems.

This research is closely related to wrapper induction, a research area focus-
ing on inducing information extraction patterns from sample Web pages. Many
wrapper induction algorithms have been reported recently [1,2,3,4,5,6,7,8]. While
most systems require training using either manually labelled pages [1,2,3] or at
least two similar unlabelled pages based on the same template [4,5,6], AutoWrap-
per [7,8] does not require any page for training. The wrapper is generated from
the current page and can extract regular data from any single Web page as long as
the page contains at least two data records represented in a repetitive structure.

The central technique behind AutoWrapper is the Smith-Waterman algo-
rithm [9], which is normally used to detect common substrings or molecular
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subsequences and can handle missing and mismatch units. In AutoWrapper, a
Web page is represented in a flat structure as a list of tokens. While the Smith-
Waterman algorithm works well for repetitive discovery, it exposes several lim-
itations when applied to the page represented as a list of tokens. Firstly, the
token list can be very long especially for long web pages. The Smith-Waterman
algorithm is computationally expensive and very inefficient when applied to a
long flat list of tokens. Secondly, as the web pages often contain “noise” such as
missing elements, the detected repetitive units (rows) by the Smith-Waterman
algorithm sometimes do not start and end at the correct elements. For example,
in the list of tokens XYABCDEFABCDEFABCDEF, the target repeated unit
is ABCDEF but in many cases units like BCDEFA or CDEFAB are reported.
Such a problem results in the extraction of incorrect data fields. Thirdly, if a
web page has two or more areas of regularities, not all repetitive areas can be
detected. Normally, the later areas are more likely to be discovered as they tend
to have higher matching scores than the earlier ones, but they may not be the
primary structures we are interested in. Finally, the algorithm can perform well
on detection of repetitive structures, but it could fail on nested structures in an
HTML page. In theory, one could claim that the Smith-Waterman algorithm can
be used to detect outer repetitive structure first, and then applied recursively to
discover inner structures. However, doing so requires that the number of inner
repeated components are the same for every outer structure, which is not usually
satisfied. In fact, the inner repetitive areas usually fade out the matching score
of the outer structure and thus outer regular areas are often missed out.

The main cause behind all these limitations is the use of a flat representation
of a Web page — a list of tokens. To avoid these problems, this paper introduces
a new representation for Web pages using a tree structure, then develops an
algorithm that detects regular data areas by finding similar sub-trees.

The rest of this paper is organized as follows. Section 2 introduces the tree
structure for representing Web pages. Section 3 describes the learning algorithm.
Section 4 presents the experimental results and compares the new system with
other similar systems and Section 5 concludes the paper.

2 Representing Each Web Page as a Tree

Human can perceive the repetition of data elements from a web page easily.
Apart from the knowledge in the field, the positions of data elements on the
page is also useful for human perception. In a regular area, the repeated data is
displayed together, one after another. It is the HTML tags that define the data
display format on the Web site. Therefore, to extract useful information such as
repetitive data from a Web page, the structure of HTML tags is a good clue.

2.1 Web Page Representation

In our new system (called TreeWrapper), each Web page is represented as a tree.
The page representation is formally defined as the following BNF format, where
“*” represents “zero or more”.
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Page ::= HTML Tree
HTML Tree ::= <Start tag> Child * <End tag>
Child ::= HTML Tree | Leaf
Leaf ::= Token*

A tree consists of many sub-trees or leaves. Each node represents the start
tag and the end tag of a (sub) tree. The (sub)tree rooted at a node in an upper
level represents a parent tree and a tree rooted at a lower level node represents a
child tree. For example, we call the TD tree a child tree of the TR tree. Figure 1
shows an example page represented in HTML and its tree structure.

<HTML>
<BODY>
<TABLE>
<TR><TD>Honda</TD>
<TD>
<TABLE>

<TR><TD>1992</TD>
<TD>$5000</TD>

</TR>
<TR><TD>2000</TD>

<TD>$10000</TD>
</TR>

</TABLE>
</TD>
</TR>
<TR><TD>Ford</TD>
<TD>

<TABLE>
<TR><TD>2005</TD>

<TD>$20000</TD>
</TR>

</TABLE>
</TD>

</TR>
</TABLE>
</BODY>
</HTML> $

$20000

Honda
1992 $5000

2000 $10000

Ford 2005

HTML

BODY

TABLE

  TR                                                         TR

TD                       TD                        TD                               TD

Honda                   TABLE                    Ford                         TABLE

TR                           TR                                             TR

TD               TD          TD          TD                            TD           TD

     1992           $5000      2000        $10000                     2005        $20000      

Fig. 1. An example page, HTML source, and its tree representation

The trees transformed from HTML pages expose several interesting properties
for the detection of repetitive regions. Firstly, all elements of a tree (including
its decedents) are consecutive in the original HTML page. They are in fact all
elements between the starting and ending tags of the tree. Therefore, a repeti-
tive region remains repetitive in the tree that contains the region. Secondly, all
repetitive units (rows) in a regular region often have the same mark-up tags, and
thus each region usually comprises of one or more sub-trees of the tree containing
the region. The regularity detection problem is then transformed to finding the
repetitive sub-trees in a tree.

Detecting regular data areas by finding similar sub-trees overcomes the four
limitations mentioned in the introduction. Firstly, using a tree-like structure, the
Smith-Waterman algorithm can be applied to each sub-tree separately rather
than a long list of tokens, so the efficiency is greatly improved. Secondly, a row
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(repetitive unit) of repeated data will start at the beginning of a sub tree, and
end at the leaves of a sub-tree. This will eliminate the confusion of deciding the
start and end of rows in repetitive detection. Thirdly, different regular regions
often have different mark-up tags or are located in different areas on the page,
and they will be in different (sub)trees. As we detect repetitive structure on
each (sub)tree separately, the detection will not affect each other. Finally, if the
page has nested repetitive structure, it will be reflected in repetition in more
than one level of the tree-like structure. If we discover the repetition in the child
tree (inner structure, sub-tree) first, the repetitive property of the parent tree
(outer structure) still remains. In this way, the nested structure can be detected
by applying the detection algorithm on the tree level by level in a bottom-up
fashion.

2.2 Building the Tree

Tokenising and Preprocessing. The HTML pages are tokenised into a list of
tokens, each of which is either a tag token or a text token. Each token contains
features of the token such as open or close type of tag tokens and the associated
attributes. The data elements are usually contained between the open and close
BODY tags, thus to reduce complexity, we only need to extract the list from
BODY and /BODY tags. In other words, the tree we are interested in will have
the root at BODY and /BODY tags.

Parsing the Token List to a Tree. Most browsers nowadays allow a flexible
HTML scheme, such as missing tags. The /TR and /TD and /P tags, among
other examples, can be omitted in many web pages. However, their absence can
be detected easily if the context is examined. For example, a TD tree will have
its closing tag just before a new TD tag is introduced, or when the end of the
table or table row is reached. Theoretically, on a page with consistent display,
all missing closing tags can be reconstructed, otherwise data will be positioned
in a non-deterministic manner.

In the HTML syntax, there are tags that must have a corresponding closing
tag such as TABLE, which we called strict tags. Other tags like P or TD are called
lax tags as they do not require a closing tag, in fact they will be automatically
closed when encountering some tags. However, not all encountered tags can close
a lax tag. For example, a TR can close a TD tag but cannot be closed by a TD
because TD is considered a sub component of TR. The TR tag cannot be closed
by a TABLE tag either though TR is a sub component of TABLE. The reason
is that a new table may be contained within the current TR row. Fortunately,
if such a case happens, the super component is a strict tag.

Looking for closing tags of strict tags is normally trivial as they are usually
present in the page. In other words, if a closing tag is found, it will be matched
with the nearest currently opening tag of the same type. However, matching for
lax tags is rather complicated. A network of relationships between those tags is
built to represent how each tag can be closed by other tags. Generally, a lax tag
can close a tag of the same type, or a sub component of the lax tag. For the
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current stage, only relationships of tags defining positioning ( TR, TD, P, Hx,
LI etc) are processed. Other tags like FONT and B have not been processed yet.
The parsing algorithm is described as follows.

– Create a tree, with the root corresponding to the opening BODY tag at the
start of the token list. Maintain a tree pointer initialised to the root tree.

– Iterate through the token list:
• If a token is a strict tag and it is a open tag, a new tree is created as a

child of the current tree (the tree that the pointer points to). The pointer
is changed to point to the newly created tree.

• If the token is an open tag of a lax tag, the pointer traverses up to close
any can-be-closed opening trees. A new tree of the tag is then created
as the next sibling of the last closed tree.

• If a token is a close tag, the pointer will traverse up to look for the
opening tree of that tag. If it is found, all of its descendents will be
automatically closed. The tree is then closed and the pointer will point
to its parent as the current working tree.

• If the token is not one of any above categories, it will be add to the
children list of the current tree as a leaf.

3 Detecting Regular Regions by Finding Similar
Sub-trees

This section first introduces the language used to represent an information ex-
traction pattern, then describes the algorithm that learns patterns by detecting
similar sub-trees.

3.1 Pattern Representation

We represent Web pages with regular data areas as a tree. A pattern is what
we use to represent the regularity so that data can be extracted from the
regular data areas. A language is designed to represent an information ex-
traction pattern for representing the repeated sub-trees. As we are only inter-
ested in trees containing repetitive structure, trees without any regular regions
will be considered as leaves. The syntax of the pattern language is defined as
follows.

Pattern ::= Repeated Tree
Repeated Tree ::= <Start tag> Child* <End tag>
Child ::= Repeated Region | Leaf
Repeated Region ::= Repeated Unit +
Repeated Unit ::= Genetic token + | Repeated Tree
Genetic token ::= tag | dataN | Optional token | Alternative token
Leaf ::= Token*
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Where the ∗ and + notations denote zero or more and one or more respectively.
A Repeated Region represents a regular data area. Each regular area consists of
one or more Repeated Units. A Repeated Unit consists of a sequence of tag and
data tokens and is created by merging similar sub-trees. We introduce optional
and alternative tokens to merge approximately repetitive sub-trees.

This pattern language is very expressive. A repeated tree can have multiple
Repeated Regions as its children, which allows multiple regular data areas in a
page. A Repeated Unit itself can be another repeated tree and this multi-layer
nature of the tree allows nested repetition. Thus, this pattern language will be
able to express nested and multiple occurrences of regular regions.

3.2 Learning Patterns by Finding Similar Sub-trees

In our learning algorithm, the tree-like Web page structure will be visited in the
post-order, that is, all children will be visited before doing so for the parent.
In each visit to a tree, the Smith-Waterman algorithm is applied to detect the
repetitive sub trees of the tree. When a sub-tree applies the Smith-Waterman
algorithm, it is flattened into list of tokens and the algorithm is used in a similar
way to that of AutoWrapper [7].

If similar sub-trees (child trees) are discovered, the tree (parent tree) will be
marked as repeated tree and all the similar sub-trees are generalised/merged to
repeated units and a sequence of repeated units form a repeated region. The way
to generalise/merge the sub-trees is the same as that in AutoWrapper which is
based on a standard machine learning algorithm Find-S[10]. A tree is also marked
as a repeated tree if one of its children is a repeated tree. Once all regular areas
are detected, the (sub)trees not marked as repeated are recorded as list of leaves.

For the example page shown in figure 1, the pattern learned using this learning
algorithm and its tree representation are shown in figure 2.

<BODY>
<TABLE>
(<TR>
<TD>data1</TD>
<TD>
<TABLE>
(<TR>

<TD>data2</TD>
<TD>data3</TD>

</TR>)*
</TABLE>

</TD>
</TR>)*

</TABLE>
</BODY>

repeated

BODY

TABLE

TR

TD                    TD

TR

TD              TD

data2            data3

data1               TABLE

repeated

Fig. 2. Pattern for the example page shown in figure 1
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Comparing this learning algorithm with that of AutoWrapper, there are three
main improvements:

– The learning algorithm is applied to the tree in a bottom-up fashion rather
than to a flat list of tokens. The Smith-Waterman algorithm is firstly applied
to the most decedent sub tree and then to its ancestor upward. Once a
repetitive region is detected, all similar sub-trees are merged to a repetitive
unit. For a nested structure, even though the number of inner repeated
component is different, the regularity discovery on ancestors of the current
tree will not be affected because only one repeated unit (a table row) is
retained.

– The new system no longer needs to manually set a parameter to define the
boundary for similarity detection. AutoWrapper uses a parameter which is
the maximum number of missing and mismatch units allowed in the repet-
itive structure, in order to set the boundaries for detecting the similarities.
However, the value of this parameter differs from page to page and the man-
ually predefined parameter value is often not optimal. In the new system,
due to the introduction of the tree structure, the Smith-Waterman algorithm
is applied on sub-trees in which boundaries are already set by the start and
end tags, and the parameter is no longer needed.

– The way to compare the similarity of tags is improved. In AutoWrapper,
the tag token similarity is calculated based on the tag name, tag type
(open/close), and tag level (page, line, word). The level of a tag token is
estimated from the name of the tag, however, the same tag can have dif-
ferent levels on HTML pages. For instances, a TD tag may contain a table
inside. In this case, the TD should be a level higher than the TABLE, and
also higher than the TDs of that table. The level should be based on the
location of the tag in the page rather than statically depended solely on the
tag. In the new system, we use the generation level of the tag token, that
is, how far it is to the root node in the tree, to decide its level. In addition,
we consider another very important feature, the tag attributes, to compare
tag similarity based on the observation that the corresponding tags in two
repeated rows normally contain similar set of attributes even though the
values of some attributes might be different.

4 Evaluation

The experiments are carried out on two different data sets. We collect the first
set of Web pages and use them to compare TreeWrapper with our previous
system AutoWrapper. To further investigate the effectiveness of TreeWrapper,
we compare it with other existing systems on the second set of data that these
existing systems have used.

4.1 Comparison with AutoWrapper

The first set of data used in Table 1 include five sites downloaded from Victoria
University of Wellington at http://www.mcs.vuw.ac.nz, which are the same as
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the sites used in the AutoWrapper paper [8]. Two more Web sites with complex
formats are added to this data set to test the ability of our new system on
handling multiple regular regions and nested structures. The results of the two
systems on these Web sites are shown in Table 1.

Table 1. Comparison of results between TreeWrapper and AutoWrapper

Site Source and URL AutoWrapper TreeWrapper

1 Graduate course VUW, /courses/grad-courses.shtml
√ √

2 People, Staff VUW, /people/ × not perfect
3 Publications VUW, /comp/Publications not perfect

√
4 Seminars VUW, /events/seminars

√ √
5 SE research VUW, /research/se-vuw/about.shtml

√ √
6 Soccer Players soccernet.espn.go.com/team/ × √
7 Real Estate www.real-estate-australia.com.au × √

According to Table 1, TreeWrapper was successful on six out of seven Web
sites, while AutoWrapper was successful on only three of them, suggesting that
TreeWrapper outperforms AutoWrapper. Each of the two systems had a “not
perfect” site, meaning that either the pattern was not complete or incorrect
data fields were extracted. TreeWrapper’s success on site 3, 6, 7 shows its ad-
vantage on detecting multiple regular regions with nested structures. For site 3,
both AutoWrapper and TreeWrapper were able to detect the six repeated re-
gions corresponding to six parts of the page: Books/Scholarly Editions, Articles,
Chapters, Conference Papers, Other Publications and Thesis. Since the num-
bers of publications in those parts were different, AutoWrapper stopped there
but TreeWrapper further successfully determined the six regions as repeated (so
each region was again represented as a repeated unit). For site 6, only TreeWrap-
per successfully detected the two lists of two categories of players as repeated
areas. Although the two lists had different numbers of rows, TreeWrapper fur-
ther detected the two lists with the same structure and thus marked them as
repeated. Site 7 presents data in multiple tables and each table consists cells
which are also tables. The nested tables on site 7 were successfully detected by
TreeWrapper. The AutoWrapper, however, failed to extract information from
the nested tables.

Site 2 is a difficult Web site where the multiple regular data areas are sepa-
rated by category names and have complex formats. TreeWrapper detected the
regularity in six sections successfully, which was better than AutoWrapper, but
it failed to categorise the six sections as repeated due to the diversity of data
formats.

4.2 Comparison with Other Existing Systems

Table 2 shows a comparison of our system with three other existing systems
— Wien [1], Stalker [2], and RoadRunner [4]. The Web sites shown in Table 2
were downloaded from RISE (Repository of Online Information Sources Used
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Table 2. Comparison of TreeWrapper and three existing systems

No. Site Source and URL Wien Stalker RoadRunner TreeWrapper

8 OKRA RISE
√ √ √ √

9 BigBook RISE, bigbook.com
√ √ √ √

10 La Weekly RISE, laweekly.com × √ √ √
11 Address Finder RISE, iaf.net × √ × ×

in Information Extraction Tasks) at http://www.isi.edu/info-agents/RISE.
These Web sites are chosen because the experimental results for these Web sites
are known in the literature [1,2,4].

It can be seen that TreeWrapper is comparable to most systems except Stalker.
All systems except Stalker failed on Site 11 because this site had a very flexible
format where the data fields were presented in different order. Stalker worked
on this site since it used multiple manually labelled example pages for training.

Notice that this data set downloaded from RISE was collected in 1990s. The
HTML format of these pages is relatively simple and none of them has any
nested structure or multiple regular regions. Thus, Table 2 did not really show
the advantages of the new system.

We can not compare these systems properly using the first data set without
fully re-implement all these systems, so we did an analysis based on the features.
For sites 1-5, each site has only one page of each kind and so automatic extraction
from a single page is essential. Because Wien and Stalker require multiple labelled
pages for training and RoadRunner requires at least two unlabelled pages, none
of the three systems can work on sites 1-5. WIEN and Stalker do not handle
nested structures, so they won’t work on site 6-7. Whether RoadRunner can
work on site 6-7 is not known.

To give a clear view of the TreeWrapper system and other similar systems
mentioned above, we summarise the features of five similar systems in Table 3
based on the literature. It can be seen that TreeWrapper has the advantages
of extracting data from any single unlabelled Web page without training, and
handling nested and multiple data areas.

Many other wrapper induction systems [11,12,3,5,6] have been found in the
literature. The key difference between our system and most other induction
systems is that our system does not need any training. One recent paper [13] is

Table 3. Feature comparison with existing systems

Features Wien Stalker RoadRunner AutoWrapper TreeWrapper

Needs manually labeled page yes yes no no no

Number of training pages many about 1-10 at least 2 0 0

Handling noise (missing, mismatch) no yes yes yes yes

Handling nested structure no no yes no yes

Handling multiple data areas no no info no info no yes

Handling data in different order no yes no no no
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found similar to our work in that it also automatically extracts data from single
Web pages and also uses a tree representation for Web pages. This system uses
visual information to identify data records and uses partial tree alignment for
data extraction. The ways of building the trees and matching similar sub-trees
are different to ours. It is good at handling multiple data areas but there is no
information on whether it can handle nested structures. More detailed analysis
and comparison with this system using their data sets will be done in the future.

5 Conclusions

This paper introduces a system that automatically detects and extracts regular
data areas from Web pages. The key idea is to parse a Web page to a tree and then
detect the regular areas by finding similar sub-trees. One main contribution is a
new pattern representation that is very expressive to capture the regularities in
nested structure and in multiple regions. Another contribution is a new learning
algorithm that recursively applies the Smith-Waterman algorithm on an HTML
tree to automatically detect regular regions. Our new system is better than
most existing systems in that it learns patterns and extracts data from a single
unlabelled page and it handles nested structures and multiple regular areas.

Future work includes testing the new approach on larger data sets and further
investigating its effectiveness on more complex and more flexible Web sites.
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Abstract. Web recommendation systems based on web usage mining try to 
mine users’ behavior patterns from web access logs, and recommend pages to 
the online user by matching the user’s browsing behavior with the mined 
historical behavior patterns. Recommendation approaches proposed in previous 
works, however, do not distinguish the importance of different pageviews, and 
all the visited pages are treated equally whatever their usefulness to the user. 
We propose to use pageview duration to judge its usefulness to a user, and try 
to give more consideration to more useful pageviews, in order to better capture 
the user’s information need and recommend pages more useful to the user. In 
this paper we try to incorporate pageview weight into the Association Rule (AR) 
based model and develop a Weighted Association Rule (WAR) model. 
Comparative experiment of the two shows a significant improvement in the 
recommendation effectiveness with the proposed WAR model.  

Keywords: Web Personalization, Web Usage Mining, Web Recommender 
System, Weighted Association Rule Mining. 

1   Introduction 

Web recommendation systems anticipate the information needs of on-line users and 
provide them with recommendations to facilitate and personalize their navigation. 
Web usage mining is a popular approach to building such systems. Usage-based web 
recommendation systems usually consist of an off-line module and an on-line module. 
The off-line module mines user access patterns from web logs; the on-line module 
matches the current user’s browsing behavior with the mined access patterns to 
predict the interest of the user, and recommends pages interesting to him/her. 
Recommended pages are usually in the form of links appended to the end of the 
requested page. Such a process is also called web personalization. An extensive study 
of web personalization based on web usage mining can be found in [1].  

There is a common deficiency, however, in most previous approaches to web usage 
mining and personalization: they ignore the difference in the importance of the 
pageviews in a user session. It is quite probable that not all the pages visited by the 
user are of interest to him/her. A user might get into a page only to find it is of no 
value to him/her, causing irrelevant page accesses to be recorded into the log file. 
Therefore, it is imperfect to use all the visited pages equally to capture user interest 
and predict user behavior. A better approach would be to filter out uninteresting pages 
and use only the pages of interest to the user for the personalization process.  



578 L. Yan and C. Li 

But how do we judge whether the user is interested in a page or not? Although in 
usage-based recommendation systems we can’t expect users to express likes or 
dislikes explicitly, it is quite reasonable to suppose that if a user is not interested in a 
page, he/she won’t spend much time viewing it and vice versa. As pageview duration 
can be calculated from web logs, it is a good choice for inferring user interest.  

In this paper we use the time length of a pageview to estimate its importance in a 
transaction, in order to capture the user’s interest more precisely. We assign a weight 
to each pageview in a transaction according to its duration, and perform Weighted 
Association Rule (WAR) mining to discover significant page sets. In the on-line 
recommendation phase, we also take pageview duration into account to better capture 
the current user’s interest and generate more relevant recommendations.  

The rest of the paper is organized as follows: Section 2 talks about related work. In 
Section 3 we introduce our approach of Weighted Association Rule mining to discover 
significant page sets. Section 4 introduces the online recommendation method using 
pageview duration as an indicator of user interest. Section 5 introduces our 
experiment and results. Section 6 concludes this paper and provides ideas for future 
work.  

2   Related Work 

The overall process of web personalization generally consists of three phases: data 
preparation and transformation, pattern discovery, and recommendation [1]. Data 
preparation and pattern discovery are performed offline. The data preparation phase 
transforms raw web log files into transaction data ready for data mining tasks [3]. 
Here a transaction contains a list of pageviews along with their weights. The weights 
can be binary, representing the existence or non-existence of a pageview in the 
transaction, or they can be some function of the pageview duration. In the pattern 
discovery phase, various data mining techniques can be applied to the transaction 
data, such as clustering, association rule mining, and sequential pattern discovery. 
Only the recommendation phase is performed online. In the recommendation phase, 
the recommendation engine considers the active user session in conjunction with the 
discovered patterns to recommend pages that the user is most likely to visit. [1]  

Some studies have considered the approach of using pages interesting to the user 
for the recommendation process. In [2], Mobasher et al use statistical significance 
testing to judge whether a page is interesting to a user. Its main idea is: A duration 
threshold is calculated for each page using the average duration and standard 
deviation of the visits to the page; if the duration of a pageview is longer than the 
threshold, that pageview is considered interesting to the user and vice versa. The 
drawback of such an approach is that it simply divides pageviews into interesting and 
uninteresting groups, and neglects the difference in the degrees of interest. For one 
thing, there isn’t a clear division between interesting and uninteresting pages; for 
another, the degrees of interest are probably not the same for all the interesting (and 
uninteresting) pages. In this work we try to assign a quantitative weight to each 
pageview, taking into account the degree of interest.  
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Clustering and collaborative filtering approaches are ready to incorporate both 
binary and non-binary weights of pageviews, although binary weights are usually 
used for computing efficiency [1] [2]. Association Rule (AR) mining and Sequential 
Pattern (SP) mining [4] can lead to higher recommendation precision [1], and are 
easy to scale to large datasets, but how to incorporate pageview weight into the AR 
and the SP models has not been explored in previous studies.  

Weighted Association Rule (WAR) mining allows different weights to be assigned 
to different items, and is a possible approach to improving the AR model in the web 
personalization process. Cai et al. [5] proposed assigning different weights to items to 
reflect their different importance. In their framework, two ways are proposed to 
calculate itemset weight: total weight and average weight. Weighted support of an 
itemset is defined as the product of the itemset support and the itemset weight. Tao et 
al. [6] also proposed assigning different weights to items, the itemset/transaction 
weight is defined as the average weight of the items in the set/transaction, and 
weighted support of an itemset is the fraction of the weight of the transactions 
containing the itemset relative to the weight of all transactions. Both models attempt 
to give greater weights to more important items, facilitating the discovery of 
important but less frequent itemsets and association rules. However, both models 
assume a fixed weight for each item, while in the context of web usage mining a 
pageview might have different importance in different sessions.  

3   Incorporating Pageview Weight 

3.1   How to Determine Pageview Weight 

In this paper we simply use the duration of a pageview as its weight in the transaction. 
Using more complex functions to determine pageview weights is left for future work. 
Several reasons validate the simple approach of using pageview duration as its 
weight. First, it reflects the relative importance of each pageview, because a user will 
generally spend more time on a more useful page. Second, the rates of most human 
beings getting information from web pages shouldn’t differ greatly. If we assume a 
similar rate of acquiring information from pages for each user, the time a user spends 
on a page is proportional to the volume of information useful to him/her, and is a 
quantitative measure of the usefulness of that pageview to the user.  

3.2   Weighted Support of an Itemset 

We use the preprocessing techniques discussed in [3] to extract transaction data from 
web log files. After the preprocessing phase, we get a set of n pageviews, P = {p1, p2, 
…, pn}, and a set of m user transactions, T = {t1, t2, …, tm}, each transaction t is an l-
length sequence of ordered pairs: t = < (p1, w(p1)), (p2, w(p2)), …, (pl, w(pl)) >, where 
each pi , and the weight w(pi) associated with pi is the duration (in seconds) of 
pageview pi in transaction t.  

For example, t = {(A, 60), (B, 20), (C, 70), (D, 90)} is a transaction which records 
that the user spent 60 seconds on page A, 20 seconds on page B, 70 seconds on page C 
and 90 seconds on page D.  
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Definition-1 Weighted support of an itemset by a transaction: Weighted support 
WSP of an itemset X by a transaction t is the quantity of X contained in t, denoted as 
wsp(X, t):  

wsp(X, t) = min{w(px1), w(px2), … , w(pxk)} , (1) 

where w(pxi) is the weight of pageview pxi in transaction t. In simple words, weighted 
support of an itemset by a transaction implies how much of the itemset is contained in 
the transaction. For example, wsp(A, t) = 60, wsp(B, t) = 20, wsp(AB, t) = 20, 
wsp(ACD, t) = 60, wsp(ABCD, t) = 20.  

Definition-2 Weighted support of an itemset (across all transactions): Weighted 
support wsp(X) of an itemset X across all transactions is defined as follows: 

wsp(X) = 
wT

tXwsp
Tt i

i

⋅
∈

||

),(
 , (2) 

where T is the set of all transactions, w  is the average weight of all the items across 
all transactions. The numerator is the sum of the weighted support of X over all 
transactions; the denominator is just a normalizing factor making most wsp values fall 
between 0 and 1.  

3.3   Weighted Association Rules 

In our framework, a weighted association rule has the form of X => Y, where X and Y 
are two itemsets, X  Y = ∅ .  

Definition-3: Weighted support of the association rule 

wsp(X => Y) = wsp(X  Y) . (3) 

Definition-4: Confidence of the weighted association rule 

conf(X => Y) = 
)(

)(

Xwsp

YXwsp ∪
 . (4) 

3.4   Mining Significant Itemsets 

In the traditional association rule mining framework, an itemset is denoted large if its 
support is above a predefined minimum support threshold. In our framework, we say 
an itemset is significant if its weighted support is above a predefined weighted 
support threshold. Our approach to mining significant itemsets is based on the Apriori 
[7] algorithm. Apriori algorithm is an efficient algorithm utilizing the downward 
closure property, that is, any subset of a large itemset is also large. By our definition 
of weighted support and significant itemsets, there is a property that any subset of a 
significant itemset is also significant, here called a weighted downward closure 
property. The property always holds because for any itemset X and Y, if X ⊂ Y, by 
definition we have wsp(X, t)  wsp(Y, t), hence wsp(X)  wsp(Y).  
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4   Recommendation Engine 

4.1   Significant Itemset Graph 

We use a Significant Itemset Graph to improve the recommendation efficiency. Fig. 1 
gives an example of the Significant Itemset Graph. The idea comes from [8], in which 
the data structure is called the Frequent Itemset Graph because the itemsets stored in 
it are frequent itemsets.  

 

Fig. 1. Significant Itemset Graph - An Example. Each node stores a significant itemset along 
with its weighted support. For a node N containing itemset X, each child node of N corresponds 
to a significant itemset X  {p}. 

4.2   Capture the User’s Current Interest More Precisely 

Previous works [1] [4] [8] go the right way to use only the last visited pages to 
generate the recommendations because earlier portions of a user session are not likely 
to represent the user’s current information need. However, it still has another 
shortcoming: It doesn’t eliminate the uninteresting pages. We propose that both page 
freshness and interestingness should be considered to capture a user’s current interest. 
To give more recently visited pages more consideration, we attenuate the weight of 
each pageview as it gets obsolete. Pageviews with the greatest adjusted weights in the 
current user session are used to generate the recommendations. In this paper we use a 
most simple method to attenuate the weight of each pageview: linear attenuation. 
Given an active user session S = < (p1, w1), (p2, w2), … , (pk, wk) >, the attenuation 
factors and adjusted weights are calculated as follows:  

A 
[wsp(A)] 

B 
[wsp(B)] 

C 
[wsp(C)] 

E 
[wsp(E)] 

∅  
[100%] 

AB 
[wsp(AB)]

AC 
[wsp(AC)] 

AE 
[wsp(AE)]

BC 
[wsp(BC)]

BE 
[wsp(BE)]

CE 
[wsp(CE)] 

ABC 
[wsp(ABC)] 

ABE 
[wsp(ABE)]

ACE 
[wsp(ACE)] 

BCE 
[wsp(BCE)] 

ABCE 
[wsp(ABCE)]
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Table 1. Attenuation factors and adjusted weights 

Pageview (p1, w1) (p2, w2) … (pk-1, wk-1) (pk, wk) 

Attenuation factor k
1  k

2  … k
k 1−  k

k = 1 

Adjusted weight k
1 w1 k

2 w2 … k
k 1− wk-1 wk 

4.3   Recommendation Process 

The recommendation process is as follows: Given an active user session S, the 
recommendation engine first adjusts the weight of each pageview, using the 
attenuation method discussed above, and then selects the pages with the highest 
adjusted weights to recommend pages. The recommendation score of page p by page 
set X, denoted as rec(p, X), is calculated as follows:  

rec(p, X) = wsp(X, S conf(X => p) , (5) 

where wsp(X, S  is the weighted support of page set X by the user session S, 
representing how much X is contained in S, as defined in Section 3.2, and conf(X => p) 
is the confidence of weighted association rule X => p, defined in Section 3.3. Note that 
wsp(X, S is calculated using the adjusted weights. The improvement of this 
approach is that both the weight of X in S and the confidence of X => p are used to 
determine the recommendation score, not just the confidence value as is used in 
previous works.  

As a subset of X may support p with a higher recommendation score, we choose 
the highest recommendation score by all the subsets of X as the recommendation 
score of p. Table 2 gives an example.  

The confidence of ∅ => p is simply the wsp of p. The weight of ∅  is set to be the 
average duration of all pageviews across all transactions (here assumed to be 50 
seconds in this example). For the last pageview whose duration could not be 
calculated from the access log, we also use the average duration to estimate it.  

Table 2. Calculation of recommendation scores: Given association rules, and the pageview set 
X = {(A, 100), (B, 200)} selected to generate the recommendation, the highest score of 140 is 
stored as the recommendation score of page p 

Weighted 
Association Rule 

∅  
=> p 

A 
=> p 

B 
=> p 

AB 
=> p 

Confidence 40% 60% 70% 90% 
Recommendation 

Score 
50 40

= 20 
100 60%

= 60 
200 70%

= 140 
100 90% 

= 90 

For a k-item page set X, we use all the 2k subsets of X to generate the candidate 
recommendations, and the candidates with the highest recommendation scores are 
recommended to the user. For computing efficiency, an upper bound of 5 is set for the 
number of pages used to generate recommendations, as the number of subsets 
increases exponentially with k.  
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5   Experimental Evaluation 

The recommendation approach based on Weighted Association Rule (WAR) proposed 
in this work is compared with the traditional Association Rule (AR) based approach.  

5.1   Test Data Set 

The comparative test is performed on the preprocessed and filtered sessionized data 
from the main DePaul CTI web server (http://www.cs.depaul.edu). The data is based 
on a random sample of users visiting this site during a 2 week period in April of 2002. 
The original (unfiltered) data contains a total of 20950 sessions from 5446 users. The 
filtered data files are produced by filtering out low support pageviews, and 
eliminating sessions of size 1. The filtered data contains 13745 sessions and 683 
pageviews. We treat each session as a transaction. Each transaction contains a 
sequence of pageviews along with their weights (durations).  

We perform 10-fold cross-validation on the CTI data set. In each of the 10 
iterations, the data set is divided into training (90%) and evaluation (10%) data sets. 
The training set is used to generate the AR (frequent itemsets) and WAR (significant 
itemsets) models, and the evaluation set is used to test the recommendation 
effectiveness of the AR and WAR based approach.  

5.2   Evaluation Methodology 

To compare the AR based model and the WAR based model fairly, we select the same 
number of frequent/significant k-itemsets for the AR and WAR based models. Our 
evaluation methodology is as follows: Each transaction t in the evaluation set is 
divided into two halves; pages in the first half are used to generate the recommendation 
set Rt, and pages in the second half, denoted as Evalt, are used to evaluate the generated 
recommendations. For the AR based recommendation approach, we adopt the active 
session window, i.e. the last visited |win| pages [1] [4] [8], to generate 
recommendations. For the WAR based model, we use pages which are both fresh and 
significant in the first half to generate recommendations, as described in Section 4.2. 
To guarantee an appropriate minimum session size, we only use transactions 
containing at least 4 pageviews.  

We propose two evaluation metrics: Weighted Coverage (WC) and Weighted 
Precision (WP), to evaluate the recommendation effectiveness. For a transaction t in 
the evaluation data set, Weighted Coverage and Weighted Precision are defined as:  

WCt = 
∩

t

tt

Eval i

EvalR i

pw

pw

)(

)(
 , (6) 

WPt = 
wR

pw

t

EvalR i
tt

⋅
∩

)(
 , (7) 
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where w(pi) is the weight of pageview pi in transaction t; |Rt| is the size of  
the recommendation set, and w  is the average pageview weight across all 
transactions. 

For example, if the evaluation half of transaction t is Evalt = {(A, 80), (B, 20)}, it is 
evident that recommending page A captures more of the user’s information need than 
recommending page B. In previous studies, however, recommending either page will 
get a coverage score of 50%. In our framework, weighted coverage of recommending 
page A is 80%, and that of recommending page B is 20%.  

Still with the evaluation half Evalt = {(A, 80), (B, 20)}, a recommendation set R1 = 
{A, C, D, E} is more precise than R2 = {B, C, D, E}, although both have only 1 page 
needed by the user. Assuming the average pageview weight w  = 50, weighted 

precision of 1R  is 
50·4

80
 = 40%, and weighted precision of 2R  is 

50·4

20
 = 10%.  

The overall weighted coverage and weighted precision scores are calculated as the 

weighted average of WCt and WPt scores for each transaction, where tw  = 

tEval ipw )(  is the weight of Evalt, and Eval is the evaluation (10%) data set:  

Weighted Coverage = 
⋅

Eval t

Eval tt

w

wWC
 , (8) 

Weighted Precision = 
⋅

Eval t

Eval tt

w

wWP
 , (9) 

The reason to use weighted average is that we should give greater weight to a score 
associated with a more important session. For example, a weighted coverage score of 
80% may be meaningless, if Evalt = {(A, 8), (B, 2)} with page A being recommended, 
as the user is probably not interested in either page, spending less than 10 seconds on 
each. Another weighted coverage score of 60% may be more meaningful, if Evalt = 
{(A, 60), (B, 40)} with page A being recommended, because this evaluation set 
contains pages more useful to the user.  

The overall weighted coverage and weighted precision scores for each of the 10 
rounds are averaged to calculate the final weighted coverage and weighted precision 
scores.  

5.3   Experimental Results 

We vary the number of recommended pages from 4 to 14. Experimental results 
show that the WAR based model increases weighted coverage by 10% ~ 20% and 
weighted precision by 20% ~ 30%. We also vary |win| from 3 to 5 and do not 
observe significant impact on the weighted coverage and weighted precision 
scores.  
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Fig. 2. Weighted coverage and weighted precision of the AR and WAR based models 

6   Conclusion and Future Work 

Most usage based page recommendation systems proposed in previous studies do not 
distinguish the importance of different pageviews in a transaction, and pages 
interesting to the user and those otherwise are equally used to capture user behavior 
patterns and generate recommendations. In this work, we use pageview duration to 
judge the importance of a pageview to a user, and try to give more consideration to 
pages which are more useful to the user, in order to capture the user’s information 
need more precisely and recommend pages more useful to the user.  

We have made a preliminary attempt to incorporate pageview weight into the 
association rule based recommendation system, and proposed a Weighted Association 
Rule model as an improvement to the traditional Association Rule model. 
Comparative experiments were performed to test the recommendation effectiveness of 
the traditional AR based model and the proposed WAR based model. Experimental 
results have shown that the WAR based model could significantly improve the 
recommendation effectiveness. The reason behind the improvement is that by taking 
the difference of the interestingness of the visited pages into consideration, our 
approach can discover and predict user interest more precisely.  

The WAR based model can easily be extended to the (contiguous) sequential 
pattern model, which is a direction for future work. What is the optimal approach to 
determine pageview weight also needs further study.  
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Abstract. This paper presents a neural network based overlay control
system for lithography process. The control system is structured to be
compatible with the existing control system. The two main components
of the control system are neural network prediction module for metrol-
ogy prediction and a control module for various control methods. The
prediction module utilizes various overlay metrologies and other process
related parameters to assess the process conditions and make accurate
predictions of the output metrologies. Based on the prediction results,
control module calculates the appropriate control parameter settings.
The prediction module is constructed using the Levenberg-Marquardt
method to compensate for the small to medium size neural network and
the demand for speed. The control module incorporates both popular
control methods and specific engineering process control (EPC). Evalu-
ation results are presented to illustrate the control system performance.

Keywords: Neural Networks, Lithography, Run-to-Run Control.

1 Introduction

Semiconductor manufacturing is regarded as one of the highly advanced and fast
evolving industry. Strict production control limits of the semiconductor manu-
facturing industry are becoming tighter as the design patterns grow smaller and
more complicated. With the increase in both the wafer size and the complexity
of fabrication process, the accuracy of the process setting is becoming more criti-
cal. Furthermore, uncertainty (pre-run sampling) and misjudgement (rework) of
process condition that lead to non-product wafer usage and repeated processes
are very costly. Thus, the assurance of optimal process control for each lot (or
run) has become vital to the industry. In order to acquire the optimal process
settings for each lot, the control system must possess the ability to accurately
assess the current process condition and compute the optimal process settings
(recipes). Such requirements led to the development and implementation of Ad-
vanced Process Control (APC).

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 587–596, 2006.
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APC is evaluated as a viable solution to meet the increased efficiency and
product quality demands of semiconductor manufacturing facilities. Three pri-
mary focus areas for the application of APC techniques are 1) statistical process
control (SPC), 2) run-to-run (R2R) control, and 3) real-time process control
(RTPC) [1]. Application of RTPC is often difficult due to limitations of inte-
gration with tool software and the reliability and long term reproducibility of
real-time sensors [2]. Although efficient in detecting aberrations, traditional SPC
based system does not provide solution to controlling them. Recently, R2R feed-
back control method has become popular in the semiconductor manufacturing
industry. R2R is used to fine tune the recipes ‘in between runs’ using a collec-
tion of both statistical and engineering process control techniques. Progressing
from SPC, exponentially weighted moving average (EWMA) is one of the most
commonly used control method used in R2R and vigorous research has been con-
ducted [4],[5],[6],[7]. With linear relationship assumption between control para-
meters and output metrologies, the gain is fixed and the process condition change
is compensated by adjusting the intercept. The linearity assumption holds for
many cases and has yielded successful application to semiconductor fabrication,
especially for overlay control of the lithography process. However, the increasing
requirements for smaller process margin necessitate tighter control of the process.

Typical structures of the control models are either a single-input single-output
(SISO) or a multiple-input single-output (MISO) with small number of input pa-
rameters. For example, one parameter is generally used to control one overlay
metrology in lithography overlay process. If additional process related parame-
ters are introduced to the control model, it may lead to reduction of the dis-
turbance factor resulting in an improved control parameter setting. However,
identifying the relationship between the new parameters with the existent para-
meters is very demanding. Furthermore, uncontrollable parameters and qualita-
tive variables are difficult to incorporate in control models.

An alternative is to improve the evaluation of the process condition. If the
present status can be evaluated more accurately, it will greatly benefit the preci-
sion of the control model which uses this information. For this purpose, a process
predictor is proposed. The intricate nature of the process is yet to be fully under-
stood and therefore very difficult to model. Therefore, the use of neural networks
for prediction purposes is employed for it does not require assumptions over in-
put/output relationships and learns arbitrary mappings of complex nonlinear
data. Output prediction is made using the initial recipe setting obtained from
the control model. The control parameter and the predicted metrology acts as
the information of a ‘pseudo lot’ that is fabricated with the current process
conditions. Next, the predicted information is fed back to the control model.
With this new information that better represents current process condition, an
improved control setting can be obtained.

2 Neural Network for Process Assessment

Neural network gains process information from raw data without the need for al-
gorithm or rule development. The innate ability of neural network to approximate
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complex nonlinear relationships and outperforming analytical model make neural
network a perfect solution for process modeling [8],[9]. Neural network learns the
patterns of systems through the training process and then predicts the system’s
performance without exact knowledge of the system dynamics. Such character-
istics of neural network led to its application in manufacturing process modeling
[10],[11]. Nonetheless, field of application of neural network in semiconductor fab-
rication is narrow. It has been mainly used to obtain estimates of the weight factor
for EWMA control [12],[13]. And neural network has also been used for prediction
purposes alone [14],[15]. R2R controller is predominantly a two-step procedure.
The first step is to estimate the process condition. The control parameter settings
and the resulting metrologies of the previously fabricated lots are used for this
purpose. The second step is to calculate the control parameter setting. Using the
process condition with the metrology target value, the recipe setting is obtained.
Therefore, the outcome of the actual fabrication is dependent on the accuracy
of the control model and in turn heavily influenced by the quality of the condi-
tion assessment. Process state evaluation, in general, is performed by using only a
small portion of the information from the previously fabricated lots. In some cases,
the evaluation outcome is adjusted by the engineers before being used to obtain
the control parameters. With such limited information and possible outside inter-
ference, process condition assessment may be erroneous. To ascertain the proper
process condition of the present, the use of metrology prediction to generate a
‘pseudo lot’ using neural network is suggested.

The pseudo lot contains the predicted outcome for the given input, i.e. the
likely process result for a specific control setting. When calculating the pre-
diction, the neural network utilizes various process related parameters that are
excluded from commonly employed control systems. Along with the ability to
model complex relationship, the resulting prediction is more accurate. Next, this
information is used in calculating the control parameter as if it is a previously
fabricated lot. With better reflection of the process condition, improvement in
obtaining the control setting for the current ’actual lot’ is possible. And because
the pseudo lot data is exactly the same as any other previous lots, implementa-
tion to existing control system is straightforward.

3 System Architecture

The proposed neural network embedded control scheme is mainly divided into
two components, Process controller and Process Predictor. Initial control para-
meter calculation, control parameter recalculation, and parameter search are per-
formed in the process controller. In the process predictor, metrology prediction
and evaluation is performed. Initial control parameters for the proposed heuris-
tic controller are obtained by using the existing R2R controller, e.g. EWMA or
engineering process control (EPC).

Next, the proposed parameter values along with additional process parameters
are used as input for the neural network prediction. If the predicted outcome
meets the predefined conditions, the lot is fabricated using the calculated recipe
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Fig. 1. The diagram of the control scheme

Fig. 2. The Overall Controller Structure

setting. If not, the suggested control setting with the predicted result is returned
to the process controller. The pseudo lot information is used to recalculate the
recipe setting. The schematic of the proposed methodology is shown in figure 1.

One of the major concerns when using neural network for actual process con-
trol and modeling is the requirement for obtaining enough data for training. Lack
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of a process controller is unacceptable for manufacturing process. Therefore, a
model DB is included in the system. It contains some of the basic control models,
such as moving average (MA) or weighted moving average (WMA), to be used
in the absence of a trained network. Statistical Process Monitoring II (SPM II)
module along with the Model Tuner module monitors and evaluates the trained
network. Once proven to be sufficient, process prediction is performed using the
neural network predictor. Such structure is useful for updating the neural net-
work as well. Because back-propagation algorithm, specifically the Levenberg-
Marquardt method, is adopted for neural network learning, batch learning is
unavoidable. By way of SPM I module, the performance of the process predic-
tion is monitored. A series of large errors can be a criterion for model update.
The overall system is depicted in figure 2.

4 Neural Network Based Prediction Model

In this study, the input layer of units consists of control parameters and wafer
state variables which are varied at the pre-process’ equipments. Input variables
are normalized to a range of [-α, α] where α is a value between 0 and 1. Such
approach is taken to maximize the use of the steepest portion of the sigmoid
function. The learning begins and the error for each output unit is computed and
summed over all training patterns. The residual error is the difference between
measured states’ change and predicted states’ change multiplied by the derivative
of the output unit’s activation function. The hyper tangent function is used for
hidden layer’s activation function and linear function is used for outputs to take
on any value.

Levenberg-Marquardt method is adopted to minimize residual error. In gen-
eral, on function approximation problems, for networks that contain up to a
few hundred weights, the Levenberg-Marquardt algorithm has the fastest con-
vergence. This advantage is especially noticeable if very accurate training is re-
quired like in FAB modeling. However, as the number of weights in the network
increases, the advantage of the Levenberg-Marquardt decreases. The conjugate
gradient algorithms seem to perform well particularly for networks with a large
number of weights. The models usually made on FAB processes are relatively
small size and the Levenberg-Marquardt are enough for most cases.

Since the system is nonlinear, values of training data sets should be varying
for different operational conditions. The trained process predictor model will be
more accurate in the range of the training data. In order to model each process
up-to-dately, data from the new run is used to train neural network periodically
or on demand.

5 Application

5.1 Lithography Process in Semiconductor Fabrication

Lithography is one of the key processes in semiconductor fabrication. It is the first
step where patterns of each layers are masked on photoresist (PR). The patterned
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PR is used to etch desired patterns on the deposited layers. Typical procedures
of the lithography process are depicted in figure 3. The highlighted steps are the
three key steps in lithography. With the aligned mask (or reticle) positioned in
the desired location, PR is irradiated using radiation of appropriate wavelength
(e.g. deep ultraviolet) during exposure. During development, the exposed PR is
dissolved leaving the desired pattern behind. Major control parameters of the
stepper/scanner are associated with mask alignment and exposure.

Fig. 3. Lithography procedures

There are two major metrologies related to the lithography process and they
are critical dimensions (CD) and Overlays. Critical dimension is the dimension
of the smallest geometrical features (width or space between interconnect lines,
contacts, trenches, etc.). Overlay is the superposition of the current pattern to
the previously created. The overlay errors are divided into inter-field and intra-
field and shown in figure 4. The offset x and offset y represent the degrees of
deviation for the patterns formed on a wafer, horizontally and vertically. The
wafer-rotation represents the rotation degree of alignment axes of the patterns
with respect to the base alignment axes.

The scale x and scale y represent the degrees of expansion for the patterns.
The orthogonality represents the deviation degree of two base alignment axes.
The reticle rotation represents the rotation degree of alignment axes for the
patterns with respect to the base alignment axes caused by incorrect settings of
reticles and the reticle magnification represents the degree of reduction for the

Fig. 4. Overlay errors classification
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patterns. Each of these overlay parameters are adjusted using dedicated control
parameters in the stepper/scanner [16].

Two layers are used for adjusting and measuring overlays - align layer and
overlap target layer. First, align layer is used as a basis to align the step-
per/scanner. Next the current layer is targeted to be masked exactly on top
of the overlap layer. Offset is the distance between the overlap layer and the cur-
rent layer. The ideal offset control setting, with no noise factor, and the actual
offset error is depicted in figure 5.

Fig. 5. Diagram of offset control parameter and metrology

5.2 Implementation to Overlay Lithography Process

The proposed control scheme was evaluated on a 256M DRAM lithography
process. The offset overlay parameters were collected from a bit line genera-
tion step. The target plant uses an SISO EPC control model that assumes linear
relationship between the control parameter and the associated overlay metrol-
ogy. The control model utilizes the control parameter setting and the resulting
overlay metrology to calculate the recipe setting for the new lot.

In addition to the previous lot information, previous layer metrology informa-
tion, current equipment status as well as other qualitative parameters were em-
ployed to construct the neural network prediction model. Generally, the overlay
control parameters are assumed to be independent. And although some corre-
lation may exist, it is of minor scale and not included in the model. The data
set, collected in the span of three months, was divided into three groups. Forty
percent of the data set was used for training the network and thirty percent
was used for validation to prevent overfitting when training the network. The
remaining thirty percent was used for testing.

Building the neural network’s architecture starts from the simplest network
with one hidden layer with one hidden neuron. The network is trained with the
training data set and the squared error of network with validation data set is
monitored to determine the iteration length and adequacy of the learning. The
correlation coefficient (R) between the real metrology and the forecasted metrol-
ogy is also monitored. If a predetermined value of R (= 0.75) is not achieved,
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another hidden node is added. If the predetermined value is reached, no more
nodes are added and network architecture is fixed. Then, this trained network
is used as forecasting model.

Fig. 6. Plot of actual Error versus Prediction Error

The results show that, on average, the correlation between the observation
and prediction for the testing data set is 0.82. Next, linear regression was per-
formed on the same set of data. Although the target factory also uses a linear
model EPC, it is based on a SISO system. In order to make a proper comparison,
multivariate regression is performed with the same input parameters (excluding
qualitative parameters). The test data set yielded 0.75 correlation. This shows
that although linearity may be assumed for the data set, the prediction per-
formance is weaker compared to neural network. The predicted error from the
proposed control system and the actual error from the existing process for offset
x overlay parameter are depicted in figure 6. Based on existing control system,
the predicted error is zero; it is assumed that the optimal metrology, i.e. zero
deviation, can be obtained by using the calculated control parameter. There-
fore, such comparison can shed light on the performance of each control system.
Based on the adjusted scales between -10 to 10, the standard deviations are 2.96
and 1.92. The sum of squared error shows that the introduction of additional
parameters lead to 24% reduction of prediction errors for linear regression and
35% reduction for neural network.

6 Conclusion

Control system for improving the performance of the semiconductor fabrica-
tion control by introducing neural network prediction into the overall control
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scheme have been proposed in this paper. By generating a pseudo lot that re-
flects the current process condition, evaluation of the current process condition
is distinguishably improved. Using this information, the performance of the con-
trol model is enhanced. With the library of control models available, the control
system can be implemented even for a newly beginning products. And the struc-
ture of the control system is such that it can be implemented on a existing
control system with ease. In addition, improvement in process evaluation can
help in reducing outside interruptions rising from uncertainty regarding the ex-
isting control system. Evaluation of the proposed control system shows promising
results.
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Abstract. A novel type of higher order pipelined neural network, the polynomial 
pipelined neural network, is presented. The network is constructed from a 
number of higher order neural networks concatenated with each other to predict 
highly nonlinear and nonstationary signals based on the engineering concept of 
divide and conquer. It is evaluated in financial time series application to predict 
the exchange rate between the US Dollar and 3 other currencies. The network 
demonstrates more accurate forecasting and an improvement in the signal to 
noise ratio over a number of benchmarked neural network. 

Keywords: Polynomial neural network, pipelined network, exchange rate time 
series, and financial time series prediction. 

1   Introduction 

The prediction of financial time series attracts much interest due to its difficulty and 
practical application. There are two main approaches to financial time series 
forecasting, based on univariate, and multivariate analyses. In univariate approaches, 
the input variables are restricted to the signal being predicted. In multivariate 
approaches, any indication whether or not it is directly related to the output can be 
incorporated as the input variable [17]. Financial time series have a number of 
properties, which make the prediction changeling, these include: 

1. Nonstationary, since the statistical properties of the data change over time.  The 
main cause of this is the effect of various business and economic cycles.   

2. Nonlinearity, which makes linear parameter models information difficult to use.   
3. High level of noise in the form of random day-to-day variations in financial 

time series.   

Conventional statistical techniques such as autoregressive integrated moving 
average (ARIMA) and exponential smoothing [3, 4] have been extensively used for 
financial forecasting as univariate models. However, since models are linear, they fail 
to capture the nonlinearties characteristic of financial time series. Alternatively, 
several nonlinear models, typically, neural networks, have also been proposed for the 
prediction of financial time series [5]. 

The use of neural network models for the prediction of financial time series as 
multivariate models has shown significant improvements in terms of prediction and 
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financial metrics [18-21]. This is not surprising since these models utilise more 
information such as inter market indicators, fundamental indicators and technical 
indicators. Furthermore, neural networks are capable of describing the dynamics of 
nonstationary time series due to their non-parametric, adaptive and noise tolerant 
properties [17].  

However, despite the encouraging results of using artificial neural networks (ANN) 
for financial time series prediction compared to linear statistical models, the 
robustness of these findings has been questioned [6], due to a number of well known 
problems with neural models such as:  

1. Different neural networks algorithms can produce different results when 
trained and tested on the same data set. This is because there are different 
classes of decision boundaries that different ANN prefers.  

2. For any given type of neural network, the network is sensitive to the network 
size and the size of the data set. Neural networks suffer from overfitting and as 
a result network architecture, learning parameters and training data have to be 
selected carefully in order to achieve good generalisation, which is critical 
when using the network for financial time series prediction. 

3. The inherent nonlinearity of financial time series can prevent a single neural 
network from being able to accurately forecast an extended trading period even 
if it could forecast changes in the testing data. 

In this paper we introduce a novel architecture, named higher order polynomial 
pipelined neural networks. The networks consist of pi-sigma neural networks [7] and 
recurrent pi-sigma networks [8] concatenated with each other. Each of these networks 
forms a single unit in the proposed network.  

The proposed model is applied to three exchange rate time series namely the Euro 
to USA dollar, Japanese Yen to USA dollar and Sterling Pound to USA dollar during 
the period from 17th October 1994 to 6th July 2001 totalling 1730 trading days.   

The remainder of the paper is organised as follows: section 2 presents the structure of 
the pi-sigma and recurrent pi-sigma networks. Section 3 shows the structure of the novel 
polynomial pipelined neural network and how it can be adaptively trained. In section 4 
we discuss the simulation results. Several alternative neural network architectures 
benchmark the performance of the proposed network, these include the multilayer 
perceptron, the functional link network and the recurrent pi-sigma network [8]. 

2   Pi-sigma and Recurrent Pi-sigma Network 

The pi-sigma network is a multiple-layer, higher-order neural network. It was 
introduced by Gosh and Shin [7] to perform function approximation and 
classification. The network has two layers with product and the summing units. The 
input patterns are presented to the network, which calculates the sums of the weighted 
inputs at the summing unit layer. The outputs of the summing units layer are directly 
multiplied with each other, since the weights between the summing and the product 
units layers are fixed to unity, and the result is forwarded to usually a nonlinear 
transfer function. The number of summing units corresponds to the order of the 
network, i.e., a second- order network contains two summing units, while a third 
order network contains three summing units and so on. This means that the network 
has a parsimonious structure, in contrast to higher-order networks, which have 
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irregular structure since increasing their order will excessively increase the number of 
interconnected weights.  

The recurrent pi-sigma network (RPSN) was introduced by Hussain and Liatsis [8] 
to perform function approximation and image compression. It is obtained from the 
standard model by adding to the input models a delayed feedback unit from the 
network output.  

Consider a RPSN with M external inputs and one output. The total number of inputs 
is M+2 (M external inputs, one input for the bias, and one input for the recurrent link). 
Let the number of summing units be k with W a weight matrix of size )2M(k +× . 

If xm(t) represents the mth external input and y(t) represents the output of the network at 
time t, then the input vector of the network is a concatenation defined by z(t):  
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The processing equations of the RPSN are given as follows: 
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where hL(t+1) represents the net sum of the L unit at time t+1, and the output of this 
network is y(t+1). The unit's activation function f is a nonlinear transfer function and 
is usually taken to be the logistic sigmoid. 

The network is trained using dynamic backpropagation [9], which is a gradient 
descent learning algorithm based on the assumption that the initial state of the 
network is independent of the initial weights and  
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where )1( +Δ twij  is the change of change of wij at time t+1, η is a positive real number 

representing the learning rate, α is the momentum and J(t+1) is the cost function.  

3   Polynomial Pipelined Neural Network 

This section introduces a new type of pipelined neural network, called polynomial 
pipelined neural network (PPNN). The network consists from a number of pi-sigma 
networks and recurrent pi-sigma networks linked together in sequence. It is designed 
to adaptively predict highly nonlinear and nonstationary signals such as the exchange 
rate time series in a similar way to the fully recurrent pipelined neural network [10].  

Let q represent the total number of feedforward and recurrent pi-sigma neural 
networks, which are concatenated with each other. Each neural network is called a 
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unit (or a module) and consists of M external inputs and one output. All the units of 
the PPNN are pi-sigma neural networks, except the last module in the pipeline, which 
is a recurrent pi-sigma network where its output is fedback to the inputs. For the 
recurrent pi-sigma network, the output is fedback to the inputs and it is forwarded to 
the next unit as input. The bias is included into the structure of the unit by adding an 
extra input line of value 1.  

The total number of trainable weights in each unit is (M+1)× k where k is the order 
of the network and each module holds a copy of the same weight matrix W. The 
output of the PPNN is the output of the first unit in the pipeline. The detailed structure 
of the proposed network is shown in Figure 1.  

In what follows, the inputs and the processing equations of the polynomial 
pipelined neural networks are presented. The input vectors to unit i comprise time 
shifted tapped delay lines with windows of size M, given by: 
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where {S(t)} is the source signal consisting of the time series to be modelled. Let yi, 
represent the output vector of module i. 

The inputs to the last module is augmented by a recurrence connection:  
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For all other units of the network, the input vector is augmented with the output 
from the next module in the pipeline:  
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The processing equations of the PPNN are given by: 
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For the last module of the polynomial pipelined network: 
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where k is the order of the recurrent pi-sigma unit.  
For all other modules:  
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Fig. 1. The structure of the polynomial pipelined neural network; (b) the structure of unit i of 
the network 

4   Parameters Estimation for the Polynomial Pipelined Neural 
Network 

The proposed network is trained using the real-time learning algorithm developed by 
Williams and Zipser [11]. The advantage of this learning algorithm is that the epoch 
boundaries are no longer required, making the implementation of the algorithm 
simpler and letting the network be trained for indefinite period of time. The error from 
each module contributes to an overall cost function: 
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where λ is an exponential forgetting factor selected in the range (0, 1) and ei(t) is the 
error of module i at time t calculated by taking the difference between the actual and 
the predicted values. The weights are iteratively updated by gradient descent: 

ml
ml w

t
tw

∂
∂

−=Δ
)(

)(
ε

η , (11) 

where � is the manually adjusted gain and    

=

−

=

−

∂
∂

−=

∂
∂

=
∂
∂

q

i ml

i
i

i

q

i ml

i
i

i

ml

w

ty
te

w

te
te

w

t

1

1

1

1

)(
)(2         

,
)(

)(2
)(

λ

λ
ε

 (12) 

Define 

ml

ii
ml w

ty
tp

∂
∂

=
)(

)( . 
 



602 A.J. Hussain et al. 

Then, the values of the triple )(tp i
ml  matrix are updated by differentiating the 

processing equations as follows: 
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while for the last unit q, the )(tp q
ml  matrix is updated recursively:  
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5   Simulation Results 

Three exchange rates time series have been used for our experiments, namely the 
Euro to USA dollar (EUR/USD), Japanese Yen to USA dollar (YEN/USD) and 
Sterling Pound to USA dollar (POUND/USD) in the period between 17th of October 
1994 to 6th of July 2001. This period amounts to 1730 trading days. Since the Euro 
was not traded until the 4th January 1999, the earlier samples are a retropolated 
synthetic series using the USA Dollar to German Mark (USD/DEM) daily rate 
combined with the fixed EUR/DEM conversion rate agreed in 1998. The performance 
of the network is evaluated using the signal processing and trading metrics defined in 
Table 1.  

The input data are pre-processed between 0 and 1 and passed to the neural 
networks as nonstationary data. The network is trained to predict the next incoming 
time point. 

(a) (b) (c) 
 

Fig. 2. Part of the prediction of the daily exchange rate using the PPNN in the period between 
17th of October 1994 to 6th of July 2001 between the (a) Euro; (b) Yen; (c) Pound and the USA.  
The dashed line indicates the predicted signal, while the grey line shows the original signal.  

When using the polynomial pipelined neural network to predict the daily exchange 
rates between the three currencies and the USA dollar in the trading period, the 
logistic sigmoid transfer function was utilised at the output layer. The weights of one 
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unit of the network were initialised between -0.2 and 0.2 and trained for 2000 epochs 
using 300 data points. The learning rate and the momentum term were set to 0.4 and 
0.2, respectively. The weights are then copied for the whole units of the polynomial 
pipelined network, which can then be trained adaptively as discussed in section 5. 
This procedure is necessary to initialise the weights of the network rather than using 
random weight values. The number of input units and the order of the networks, 
which are required to obtain the necessary mapping accuracy, are determined 
experimentally by trial and error.  

Table 1. Signal processing and trading simulation performance measures 
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Figure 2 shows part of the prediction of the exchange rate time series using the 
polynomial pipelined network on out-of-sample data with the best result achieved.   
The performance of the PPNN network was benchmarked with the MLP network, the 
functional link neural network (FLN) and the recurrent pi-sigma network.  For the 
MLP, nine different network architectures were used. The weights of the networks 
were set randomly between 0 and 1. The networks were trained for 20 times to give 
an average value using the resilient backpropagation learning algorithm and early 
stopping strategy.  The learning rate was set to 0.05. For the FLN, five network 
architectures were used.  Similar to the MLPs, each network was reinitialized and 
retrained 20 times to give an average value.  The networks were trained using the 
resilient backpropagation with early stopping.  The learning rate was set to 0.05. For 
the recurrent pi-sigma networks, a total of 16 different network configurations were 
used with 4, 5, 6 and 7 inputs, the order of the network was changed between 2 and 5. 
The networks were trained using the dynamic backpropagation-learning algorithm.  
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The initial weights were set between -0.2 and 0.2. Each network was retrained 20 
times in order to provide an average value.   The learning rate was set to 0.4 and the 
momentum rate was set to 0.2.  

Table 2. Benchmark performance averaging each model over 20 runs 

 
Network 

EUR/USD YEN/USD POUND/ 
USD 

 

0.09481 0.25005 0.33859 MSE 
6.47 32.37 17.33 SNR (dB) 
-0.98 10.90 -5.49 Annualized return 

(%) 

 
 

MLP 

-10.05 -6.68 -3.49 Maximum 
Drawdown (%) 

0.23827 0.24329 0.35170 MSE 
5.53 26.87 13.43 SNR (dB) 
1.09 5.49 -7.04 Annualized return 

(%) 

 
 

FLN 

-8.11 -8.80 -3.87 Maximum 
Drawdown (%) 

3.372560 0.06286 1.64110 MSE 
9.94 33.65 21.86 SNR (dB) 
14.30 -3.85 6.91 Annualized return 

(%) 

 
 

Recurrent Pi-
sigma 

-9.66 -11.44 -8.13 Maximum 
Drawdown (%) 

0.07532 0.01413 0.10604 MSE 
26.91 38.91 29.08 SNR (dB) 
5.05 4.53 7.42 Annualized return 

(%) 

 
 

PPNN 

-13.05 -6.24 -6.59 Maximum 
Drawdown (%) 

As it can be noticed from Tables 2, the PPNN achieves significant improvement 
using the signal to noise ratio over the MLP, the FLN, and the recurrent pi-sigma 
network. For the annualised return trading measure, the network showed profit for all 
signals and produced better values for the prediction of the POUND/USD and 
EUR/USD in comparison to the MLP network.    

6   Conclusion and Further Work 

In this paper, we have presented a novel type of pipelined neural network, the 
polynomial pipelined neural network. The proposed network was used to predict the 
exchange rate time series. Three FX time series were used, EUR/USD, YEN/USD and 
POUND/USD exchange rates. The aim of the new proposed network is to predict 
highly nonlinear and nonstationary signals using the concept of divide and conquer. 
Meaning that if the problem is big enough, then this problem can be divided into a 
number of smaller problems. The simulation results have shown that using the signal 
processing measures such as the signal to noise ratio, the new polynomial pipelined 



 PPNN and Its Application to Financial Time Series Prediction 605 

network showed the best results when benchmarked with the MLP, the FLN and the 
recurrent Pi-sigma network.  

Further work will involve the use of genetic algorithms to determine the best 
choice of the network architecture, the number of units concatenated in the pipelined 
structure and the number of inputs.  Furthermore, this research has focused on one-
step ahead prediction. It would be interesting to determine the capabilities of higher-
order pipelined neural networks to predict multi-step ahead prediction.   
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Abstract. Recently, Oh et al. [11, 12] developed a daily financial condition 
indicator (DFCI) which issues an early warning signal based on the daily 
monitoring of financial market volatility. The major strength of DFCI is that it 
is expected to serve as a quite useful early warning system (EWS) for the new 
type of crisis which starts as an instability of the financial markets and then 
develops into a major crisis (e.g., 1997 Asian crises). One of the problems with 
DFCI is that it may show a high degree of fluctuation because it handles daily 
variable, and this may harm its reliability as an EWS. The main purpose of this 
article is to propose and discuss a way of smoothing DFCI, i.e., it will be tuned 
using long-term (monthly or quarterly) fundamental economic variables. It 
turns out that such a tuning procedure could reveal influential macroeconomic 
variables on financial markets. Since tuning DFCI is done by the method of 
fitting various types of data simultaneously, neural networks are employed. 
Tuning the DFCI for the Korean financial market is given as an empirical 
example. 

1   Introduction 

Recently, Oh et al. [11, 12] developed a daily financial condition indicator (DFCI) 
which issues an early warning signal for possible crisis by monitoring the daily 
volatility of the financial market. The major motivation behind their work is a recent 
trend for financial crises to start out as financial market instability and then develop 
very quickly into major crises without any significant long-term deterioration of 
economic fundamentals (e.g., 1997 Asian crisis). Since this runs counter to the 
existing hypothesis that an financial crisis is an outcome of the deterioration of 
economic fundamentals over a long period of time, most of the existing early warning 
systems (EWS’s) fail to function for the new type of crisis. Recall that the commonly 
used EWS’s concentrate on long-term (monthly or quarterly, in some cases yearly) 
movements of macroeconomic variables and issue a warning signal when current 
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financial conditions are approaching a pre-defined financial crisis in terms of the 
movements of such variables. 

Since DFCI by Oh et al. [11, 12] often exhibits a high degree of day-to-day 
fluctuations, which is natural because it handles daily variables, it seems necessary to 
smooth out DFCI in order to detect a reliable signal (otherwise such a high degree of 
fluctuations is likely to cause an observer of the DFCI to be confused between true 
warning signals and noise). The main purpose of this study is to propose and discuss a 
way of smoothing DFCI, i.e., tuning DFCI with long-term (monthly or quarterly) 
fundamental economic variables. The tuned DFCI will be termed t -DFCI hereafter. 
The tuning method is discussed as a procedure associating DFCI as a daily response 
variable with monthly or quarterly predictor variables. In addition, the new scoring 
variables that relate to economic fundamental weakness in terms of time length are 
introduced to improve the tuning effect. Since t -DFCI is to be constructed to handle 
various types of data, neural networks (NN) are employed as a key tool because of 
their well-known technical advantage, i.e., flexibility in handling various types of data 
[2, 14].  

This study consists of four sections. Section 2 presents a t -DFCI construction 
procedure (tuning procedure) of associating long-term variables with daily variables. 
Section 3 gives a specific illustration of t -DFCI construction by establishing t -DFCI 
for the Korean financial market (i.e., tuning the DFCI using the method of Oh et al. 
[11, 12]). The concluding remarks are given in Section 4. 

2   t -DFCI Construction Procedure 

In this section, we present a t -DFCI construction procedure, as a smoothing 
procedure. Actually two phases precedes this tuning procedure [11, 12]: (1) 
construction of sub-DFCI’s based on daily volatility of financial variables such as the 
stock price index (SPI), the foreign exchange rate (FER) and interest rates (INT), (2) 
combining individual sub-DFCI’s into one i -DFCI (integrated DFCI). These two 
phases are discussed in detail by Oh et al. [11, 12] and hence we mainly focus on the 
third phase here, i.e. tuning i -DFCI by long term variables. See Fig. 1 for t -DFCI 
construction architecture. 

The main function of DFCI proposed by Oh et al. [11, 12] is to classify the current 
conditions of the financial markets according to their volatility level: ( ) low 
volatility level period (LP), ( ) transition period (TP), and ( ) high volatility level 
period (HP). It is TP that gives the unique feature to DFCI, i.e., DFCI is designed to 
activate (i.e., issue warning) whenever the financial market enters TP. As TP usually 
occurs just prior to a crisis it can be interpreted as a phase through which the financial 
market makes a transition from LP to HP or vice versa. Often it is called a grey zone 
where the self-correcting mechanism of the financial market deteriorates and it is 
characterized by a sudden change of volatility level and rapid swings in market 
sentiment. Note that the financial market in TP may either proceed to a crisis or return 
to a stable condition. 
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Fig. 1. DFCI construction architecture 

2.1   A Brief Review of Phases 1 and 2 

Phase 1 consists of two critical steps for successful construction of DFCI, i.e. ( ) 
selecting financial variables and then establishing training data for each financial 
variable with appropriate input and output variables, ( ) training an efficient 
classifier (sub-DFCI) for each financial variable. To make our discussion simple, it is 
assumed here and below that SPI, FER and INT are selected as appropriate financial 
variables. A key issue to the first step is that training data are to be established such 
that each period (LP, TP and HP) has its own distinctive feature. At the second step, 
the NN is designed and trained as a sub-DFCI for each financial variable. The 
usefulness of the NN in establishing sub-DFCI is discussed in detail by Kim et al. [8, 
9, 10]. 

At Phase 2, the individually trained sub-DFCI’s are combined into one integrated 
DFCI ( i -DFCI) as follows:  

1 2 3 ,t t t ti DECI w S w F w I− = + +  (1) 

where 
1 2 3, , 0w w w ≥  are weights with 

1 2 3 1w w w+ + = , and ,t tS F and 
tI  are the 

outputs of the trained sub-DFCI’s of SPI, FER and INT at given time t . Note that 

,t tS F or 
tI  takes on values 1, 2, or 3 representing LP, TP and HP, respectively. One 

key issue in Phase 2 is finding the optimal weights in equation (1). For this, Oh et al. 
[11, 12] introduces a fitness function ( )EW k  and finds its minimizer (

1 2 3, ,w w w ), i.e.,  

1, 2 3,arg min ( )w w w EW k  (2) 
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where  

2
1 2 3

1

( ) ( ) ,
n

i i i
i

EW k w S w F w I k
=

= + + −  (3) 

n  is the size of training data set on which sub-DFCI’s are trained and k  is a pre-
assigned value among 1, 2, 3. In fact, assigning k  in ( )EW k  characterizes the i -

DFCI, e.g., the weights minimizing (2)EW  leads to i -DFCI that produces warning 

signals (days classified as 2) as often as possible. Thus, a sensitive DFCI would be 
possible by setting 2k =  (TP) while a conservative DFCI could be developed by 
assigning either 1k =  (LP) or 3k =  (HP). At Phase 2, a genetic algorithm (GA) [5] is 
implemented for integration. The use of GA can be justified by the fact that GA 
handles the chaotic nonlinear attributes of daily financial variables efficiently [13] as 
well as avoiding the local optimal weights problem [4]. Furthermore GA appears a 
suitable match with NN in that both of them are machine learning algorithms.   

2.2   Phase 3: Tuning the i -DFCI into t -DFCI 

The main difficulty in tuning the i -DFCI with long-term (monthly or quarterly) 
variables is that daily response variable ( i -DFCI) and monthly or quarterly predictor 
variables do not match in their frequency. There are two ways of resolving the 
frequency mismatches. One way is to transform the high frequency response to low 
frequency by aggregating daily responses. The other way is to transform low 
frequency predictors to high frequency by making more frequent observations of 
predictors. The first approach is not appropriate for our case since our objective is to 
build a “daily” financial condition indicator, while the second approach is desirable 
but not available since most macroeconomic variables can be recorded only on a 
monthly, quarterly, or in some cases yearly basis. 

The approach we follow here is that the long-term predictor observed at the given 
point of time serves as the daily predictor for the rest of the period (i.e., between the 
given point and the next point of observation of the long term predictor). Intuitively 
one may naturally expect that this approach could smooth out DFCI sufficiently since 
it assumes that the effect of macroeconomic variables on DFCI lasts for the month or 
quarter without change. Recall that the financial markets more often than not react 
sharply to announcements of past macroeconomic performances. Technically this 
approach causes the “repeat measurements” problem [3] since then the 
macroeconomic variables are to be treated as predictor variables assumed constant 
throughout month or quarter for a varying response variable (i.e., the volatility level 
of financial markets). An empirical study in Section 3 demonstrates this. 

Selection of long-term or macroeconomic predictor variables for tuning is of 
course important. One reasonable selection might be the variables that have been 
considered for other traditional EWS’s based on long-term macroeconomic variables 
[6, 7]. It is well known that such macroeconomic variables measure the weakness of 
the financial market quantitatively. As alternatives, here we introduce the new scoring 
variables that relate to the fundamental economic weakness somewhat qualitatively. 
Indeed they are designed to measure how long financial market is exposed to a 
potentially dangerous situation that may bring a possible financial collapse. For 
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example, a successive run of large trade deficits may put the financial market on the 
brink of breakdown. Our empirical example in Section 3 shows that such scoring 
variables have significant influence upon financial market volatility. At this phase, 
NN may be recommended as the main training tool since t -DFCI is to be constructed 
to handle various types of data including quantitative as well as qualitative data. 

Table 1. Input variables considered 

Variable name Numerical formula Description 

IND tx  Index or Rate 

DRF 
1

1

t t
t

t

x x
p

x

−

−

−
=  Daily rise and fall rate 

MA( m ) ,
( 1)

t

m t i
i t m

p p
= − −

=  m -day moving average 

MV( m ) 
2 2

, ,
( 1)

( )
t

m t i m t
i t m

s p p
= − −

= −  m -day moving variance 

3   t -DFCI for the Korean Financial Market  

The Korean financial crisis that broke out in late 1997 and persisted for over a year 
brought a wave of large-scale insolvencies throughout the financial and industrial 
sectors. At that time it was a quite new experience for Korea, which had become 
accustomed to steady economic growth. This unprecedented crisis brought much 
attention to the study of EWS. In particular, a new EWS such as DFCI was strongly 
called for since there was a widespread suspicion that the 1997 crisis was a result of 
abrupt and unexpected movements of international capital, not a result of the long-term 
deterioration of economic fundamentals. In response to the strong call, Oh et al. [11, 12] 
provided DFCI whose main function is to monitor the daily volatility level of financial 
markets and issue a warning signal whenever it reaches TP. In fact, they chose SPI, 
FER, and INT, and proposed a method for measuring their volatility levels. See Tables 
1 – 2, Fig. 2, Fig. 3 – 4 (see Fig. 3 – 4 of [11]), and Fig. 5 for the input variables 
employed by them for measuring volatility. With these input variables a training dataset 
is established for each financial variable (Table 3). Since the year 1997 when financial 
crisis broke out shows very obvious clear changes of volatility levels in every financial 
market, it is used as base period for the training data. More precisely, Oh et al. [11, 12] 
define TP around the volatility level change point (Fig. 4 (see Fig. 4 of [11]) and then 
LP and HP before and after TP, respectively. After successful training of sub-DFCI’s on 
the training set, the three sub-DFCI’s are integrated into i -DFCI by genetic algorithms 
(GAs) which select fitness function (3)EW  where 3k =  is chosen with respect to its 
reproduction fidelity to the Korean financial market (i.e. we measure how frequently it 
measures to the events of the Korean financial market). The resulting i -DFCI is given  
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Table 2. List of input and output variables for each sub-DFCI 

Variable name Input variables 
Output 

variables 
DFCI (SPI) IND, DRF, MA(5), VA(5) 
DFCI (FER) DRF, MA(5), VA(5), MA(20), VA(20), MA(60), VA(60) 
DFCI (INT) DRF, MA(5), VA(5), MA(20), VA(20), MA(60), VA(60) 

LP: 1 
TP: 2 
HP: 3 

 

Fig. 2. Korea stock price index, foreign exchange rates and interest rates of 1997, which are 
scaled from 0 to 1 

in Fig. 5, which is established by Phases 1 and 2 of Section 2 [11, 12]. One may easily 
note the high daily fluctuations of i -DFCI from Fig. 5. 

To tune i -DFCI into t -DFCI, it remains to complete Phase 3. In order to tune i -
DFCI with macroeconomic variables, those used for the other traditional EWS’s are 
considered first. Then among them, some variables that could affect financial market 
significantly are carefully selected. In addition, the new scoring variables (derivatives 
of the selected macroeconomic variables) are included in order to measure how long 
the Korean financial market is exposed to a potentially dangerous situation. Such 
types of variables considered in our empirical study are 2, 9, 13, 14, 17X X X X X  and 

18X  which count the number of successive months during which dangerous 
situations continue in Table 4 (see Appendix). For example, note that 18X  counts the 
number of successive months of trade deficits. 

As discussed in Section 2.2, we assume that observation of the long-term predictor 
variables at the given point remains constant for the rest of the month or quarter. With 
these predictors and the responses ( i -DFCI on the training period of Fig. 5) it is easy 
to establish the training data for Phase 3. The training algorithms used are the well-
known backpropagation neural networks (BPN) where the number of hidden layers  
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Fig. 5. Classification result of i - DFCI with 3k =  from May 1996 to March 2003 

Table 3. Specific dates of LP, TP and HP for training data 

Index LP TP HP 

SPI Apr. 22, 97 – Sep. 18, 97 Sep. 19, 97 – Oct. 21, 97 Oct. 22, 97 – Mar. 10, 98 

FER Jul. 1, 97 – Oct. 26, 97 Oct. 27, 97 – Nov. 30, 97 Dec. 1, 97 – Mar. 20, 98 

INT Aug. 21, 97 – Nov. 12, 97 Nov. 13, 97 – Dec. 12, 97 Dec. 13, 97 – Mar. 16, 98 

ranges from 2 to 6 and as an activation function, the logistic function is utilized with 
learning rate, momentum and initial weight given by 0.1, 0.1 and 0.3, respectively. 
Refer Fig. 6 for the BPN architecture employed. 

After training is completed, t -DFCI is applied to test the data as was done with 
i -DFCI in Fig. 5, which produces Fig. 7. Compared to i -DFCI of Fig. 5, t -DFCI 
smoothes out i -DFCI sufficiently, which confirms the tuning (or smoothing) effect. 
Finally the significance of scoring variables is examined by decision tree analysis 
[1], which shows that 2X (continual increasing of note default rate) and 

9X (continual deterioration of industrial production) are particularly significant in 
tuning DFCI. Decision tree analysis also reveals that the note default rate ( 1X ) and 
the rate of change of M3 growth ( 4X , total liquidity) have significant impact. 
Detailed analysis results from the decision tree are omitted. Furthermore, Oh et al. 
[12] evaluates usefulness of proposed model based on monthly chronicle of Korean 
financial market. 
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Fig. 6. Architecture of multilayer feed-forward neural networks with p  output variables and k  
input variables 

 

Fig. 7. t -DFCI from May, 1995 to March, 2003 including the training period 1997 

4   Concluding Remarks 

The DFCI proposed by Oh et al. [11, 12] stressed the importance of monitoring daily 
volatility levels of financial markets in issuing warnings against the new type of 
financial crisis. However, such DFCI tends to suffer from noise contamination 
because it handles high frequency daily variables. In this study a tuning procedure 
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with long term macroeconomic variables is proposed and discussed as a method of 
removing the noise and an empirical example demonstrates tuning or smoothing 
effect. In addition, the new scoring variables introduced to measure how long the 
financial market has been exposed to a dangerous situation appear to play effective 
role in issuing warning signals. Our empirical study confirms that such variables 
could be those that have a great impact on financial markets. Further studies would be 
worthy to think about how proposed model can be done for other markets to test its 
practical relevance. 
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Appendix 

Table 4. The final input variables including the derived ones 

 Selected Variable Explanation 
X1 Note Default Rate (NDR) Using raw data 

X2 
Size of the run of increasing X1 
during the latest 12 months 

−=

t

ti iZ
11

)1( , 

1 1Z =  if 
1( 1) ( 1)t tX X −> ; 0 , otherwise 

X3 
Change rate of foreign exchange 
holdings (FEH) 

Ratio of the current month to the same month of 
the last year  

X4 Change rate of money stock  
Ratio of the current month to the same month of 
the last year  

X5 
Change rate of producer price 
index 

Ratio of the current month to the same month of 
the last year  

X6 
Change rate of consumer price 
index 

Ratio of the current month to the same month of 
the last year  

X7 Change rate of balance of trade 
Ratio of the current month to the same month of 
the last year  

X8 
Change rate of index of industrial 
production 

Ratio of the current month to the same month of 
the last year  

X9 
Size of the run of decreasing X8 
during the latest 12 months 

−=

t

ti iZ
11

)8( , 

8 1Z =  if 
1( 8) ( 8)t tX X −< ; 0 , otherwise 

X10 
Change rate of index of producer 
shipment 

Ratio of the current month to the same month of 
the last year  

X11 
Change rate of index of 
equipment investment 

Ratio of the current month to the same month of 
the last year  

X12 FEH per gross domestic products FEH/GDP 

X13 
Size of the run of decreasing X12 
during the latest 12 months  

−=

t

ti iZ
11

)8( , 

12 1Z =  if; 0 , otherwise  

X14 
Size of the run of decreasing 
monthly change of X12 during the 
latest 12 months  

−=

t

ti iZ
11

)12(  

12 1Z =  if 
1( 12) ( 12)t tX X −< ; 0 , otherwise  

X15 Change rate of FEH per GDP 
Ratio of the current month to the same month of 
the last year  

X16 Balance of trade per GDP BOT/GDP 

X17 
Size of the run of increasing X16 
during the latest 16 months  

−=

t

ti iZ
11

)16( , 

16 1Z =  if 
1( 16) ( 16)t tX X −< ; 0 , otherwise  

X18 
Size of the run of negative X16 
during the latest 16 months  

−=

t

ti iZ
11

)16(  

16 1Z =  if ( 16) 0tX < ; 0 , otherwise  

X19 
Balance of payments (direct 
Investment) 

Using raw data 

X20 
Balance of payments (securities 
investment) 

Using raw data 

X21 Other balance of payments  Using raw data 

X22 
Amount of foreigners’ investment 
in the stock market 

Using raw data 
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Abstract. Predicting stock market time series is a challenging problem
due to their random nature, non-stationarity and noise. In this study,
we introduce an enhanced evolutionary artificial neural network (EANN)
model to meet this challenge. Here, fractal analyses based on Hurst expo-
nent calculations are used to characterize the time series and to identify
appropriate input windows for the EANN. We investigate the efficacy of
the model using closing price time series for a suite of stocks listed on
the SPI index on the Australian Stock Exchange. The results show that
Hurst exponent configured models out-perform basic EANN models in
terms of average trading profit found using a simple trading strategy.

1 Introduction

Randomness, non-stationarity and noise characterize stock market time series.
These factors make prediction a challenging task. Consequently, a great deal
of effort has been devoted to developing robust time series forecasting models.
Well-established techniques reported in the literature include: (a) linear models,
such as the autoregressive integrated moving average (ARIMA); (b) non-linear
models, such as artificial neural networks (ANN) and fuzzy system models (see
[1,4,7,8,14,15,16])and (c) a combination of linear and non-linear models. The
common characteristic of all approaches is that they attempt to predict a future
value based on the output of the predictive model constructed from observed
past data.

Stock market time series often exhibit high degrees of non-linear variability,
and frequently have fractal properties [2,9,15]. The fractal dimension and Hurst
exponent [6] provide unique insights into the characteristics of the time series
and provide information about the presence of long-range correlations in the time
series. The Hurst exponent measures the level of persistency (or anti-persistency)
in the given signal and thus may be used as an indicator as to whether it is
possible to forecast the time series with a reasonable degree of accuracy.

Recently, there has been increased interest in combining the informa-
tion obtained from fractal analysis with ANNs for time series prediction
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[3,9,11,12,13,14,15,16]. In this study, we extend this idea and introduce a novel
method for determining the input time window to be used in evolutionary ar-
tificial neural networks (EANN) for stock market forecasting. Here, the size of
the input time window is determined by the largest Hurst exponent of the time
series, calculated using rescaled range analysis (R/S) [6,10]. It could be argued
that the Hurst exponent cannot be representative for the entire time series. How-
ever, the underlying hypothesis on which our model is based is that the largest
Hurst exponent does contain useful information about the time series and thus
provides a framework for identifying an appropriate input time window for the
EANN. Thus, the major contribution of this work is in determining how the pre-
diction accuracy of alternative EANN models is affected by varying the input
window size based on the fractal properties of a time series.

The remainder of the paper is organized as follows: In Section 2, we describe
the fractal properties of time series data in more detail. Section 3 introduces
the Hurst exponent based EANN model. In section 4, experiments and results
are described in detail using a number of stocks listed on the Australian Stock
Exchange. Section 5 concludes the paper and identifies potential future directions
of research.

2 Hurst Exponent and Fractal Properties

Modelling time series using the inherent fractal properties provides valuable
information and increases our understanding of the nature of movement and
trends within the time series data. The fractal dimension, D, of a stock market
time series measures the degree of fluctuation in price changes [9]. The value
of D is typically stated in terms of the Hurst exponent (H), described by the
equation: D = 2 - H . In the remainder of this section, we describe the steps
necessary to calculate the value of H for a given time series.

The Hurst exponent is represented by a value in the range 0 < H < 1. As such,
the magnitude of H provides a measure of persistence and “fractality” of a time
series and can be used to characterize the underlying stochastic processes, long-
range correlations and periodicities in the series [6,9,10,11]. A time series with
H �= 0.5 can be theoretically forecasted because of its persistent or anti-persistent
nature [6]. Subsequently, a three-phase classification scheme may be used:

H = 0.5 indicates a random walk (purely Brownian change)
H > 0.5 persistent changes, characterized by long memory effects
H < 0.5 anti-persistent, indicating no clear trends

The value of H is estimated by calculating the average rescaled range over
multiple regions of the time series, X1, X2, .....Xn. To do this, we have imple-
mented a version of the rescaled range analysis (R/S) technique as described
by Peters [9]. The rescaled range is calculated by finding the range between the
maximum and minimum distances that the cumulative sum of a stochastic ran-
dom variable has moved from its mean and then dividing this by its standard
deviation. We briefly describe the steps used to estimated H below.
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1. Mean μ = 1/n n
i=1 Xi

2. Mean adjusted series Yi = Xi − μ

3. Cumulative deviate series Zi = i
i=1 Yi

4. Range series Rt = max(Z1, Z2, .., Zt) − min(Z1, Z2, .., Zt)

5. Standard deviation series St = 1/t t
i=1(Xi − μ)2

6. Rescaled range series (R/S)t = Rt/St

7. Hurst exponent H = log2(R/S)t

log2t

where: (R/S)t is averaged over [X1 −Xt], [Xt+1 −X2t], . . . , [X(m−1)t+1 −Xmt];
t is the index of periodicities (t = 1, 2, . . . ,n); n is the number of time instants
of t per scale; and m = �n/t�.

3 The Model

3.1 Artificial Neural Network Architecture

There is no standard architectural model of ANNs that is considered best for
predicting stock market time series. Subsequently, we have elected to use two al-
ternative models – Elman Recurrent Neural Network (ERNN) and a Multi Layer
Perceptron (MLP) – as the base networks to be examined here. The rationale
for this choice was based on the need to keep the ANN predictive models simple
in architecture and size, and the fact that the ERNN architecture (Fig 1) is very
popular in predicting time series [5,14].

ERNN are modelled on the Markov assumption that the next series can be
predicted based on the previous state of the time series. The ERNN may be
described as follows:

hi(t) = σ(
m∑

j=1

σ(Vijxj(t)) + σ(Wijxj(t)))

o(t) =
n∑

j=1

σ(Zjhj(t))

where: σ is the sigmoid function; m is the number of input nodes; n is the
number of hidden nodes not in the Elman layer; h the number of hidden nodes
in the Elman layer; V , W and Z are real valued weights and o the output node.
However, the structure of the above formalism will change because parameters
m, n and h are expected to vary as the network evolves. (see Section 3.3).

The MLPs used in this study, have single hidden layers, whilst the ERNNs
have two hidden layers (including one recurrent layer). The number of nodes in
the hidden layer is kept equal to the number of input nodes. The hidden nodes
used sigmoid activation functions with the output node a linear activation func-
tion. Here, the base architectures have 5 inputs. The input values are normalized
log values of the daily returns for each stock.
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Fig. 1. Base artificial neural networks. Left: ERNN, and Right: MLP.

3.2 Determining the Input Window

Many papers have dealt with input selection to ANNs when it comes to mapping
financial indexes and stocks (see [1] for an overview). Generally, the input window
size is selected using a heuristic or a trial and error approach. Our model extends
the work introduced by (a) Chen et al. [3], who used a sliding input windows to
predict stock prices, (b) Tekbas [13], who introduced a variable-length windowing
approach for chaotic time series modelling, and (c) Yakuwa et al. [15], who have
used fractal properties of the stock market indices to configure ANNs used to
forecast prices.

The premise in this study is that specific time windows of time series data
carry more persistent or anti-persistent information than some arbitrary window.
Consequently, by identifying appropriate input time windows, the predictive
accuracy of the EANN should be improved. Here, we use fractal properties to
configure sizes of input windows of the EANN. The Hurst exponent based input
window was derived using the R/S analysis method. We calculate H for each
scale (t) in the range t = 3 to t = 50 for each time series. We then selected
the scale with the maximum H value and used its size as the size of the input
window to each EANN.
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Fig. 2. Left: H at scales t = 3 to t = 50 for NAB stock, and Right: Sliding time window
for NAB stock. Here, the window is fixed to 6.
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Fig 2 provides a description of the output of the calculations using NAB, a
stock listed on the Australia Stock Exchange (see data sets in Section 4). The
plot on the left shows that for the NAB time series, the strongest persistency is
when H is 0.59 at scale 6. Therefore, the input window size to the EANN used
to forecast the time series was set to 6. The plot also shows that as the size of
the scale increases, H approaches 0.50, which means that as the scale increases,
the information relating to the nature of the time series diminishes. However,
this behaviour varies for each time series. In Fig 2, the plot on the right shows
the NAB time series over 30 trading days with a representation of the sliding
time window of t = 6, used as the input window. As this window traverses the
time series, its values are used as the inputs to the ANN.

3.3 Evolving the Artificial Neural Network

To improve the prediction accuracy of the ANN models, each model was trained
and evolved using a version of EPNet [17,18]. After each generation, the networks
go through further training epochs to optimize performance. The algorithm uti-
lizes four evolutionary operators, which are applied to each individual (single
network) at each time step. Here, we have implemented an elitist version of the
algorithm. The specific steps are as follows:

Run for 20 Generations
Clone net to tempNet
Evolve net
(select operation that improves fitness)

Delete connection
Add connection
Delete node
Add node

Train net for y epochs
Validate (net.fitness < tempNet.fitness)

Replace net with tempNet

Algorithm 1. Basic evolutionary algorithm for EPNet

4 Experiments and Results

The aim of the following experiments was to test the hypothesis that a Hurst ex-
ponent based input window configuration would improve the prediction accuracy
of EANN. We were particularly interested in both the accuracy of the predic-
tive models and the performance of a simple trading strategy when H > 0.5
or H < 0.5. In addition, we wished to identify whether there was a correlation
between the value of H and the results of the predictive models.

4.1 Data Sets

Fifteen stocks from the SPI index on the ASX (Australian Stock Exchange) were
selected to evaluate the Hurst exponent-based EANN models. The time series
contained closing prices and approximately 600 days of trading history between
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Table 1. RMSE Performance. On the left, are the associated H values for each stock.
On the right, are the RMSE results for each of the four models considered.

Hurst Model
Stock H Max H Scale H ERNN H-ERNN MLP H-MLP
AMP 0.55 0.61 3 0.01 0.04 0.01 0.04
ANZ 0.50 0.52 29 0.02 0.05 0.03 0.21
BHP 0.50 0.56 3 0.02 0.06 0.02 0.06
CBA 0.54 0.56 5 0.04 0.12 0.02 0.14
CML 0.62 0.70 10 0.01 0.04 0.02 0.04
FGL 0.33 0.43 3 0.01 0.11 0.01 0.11
NAB 0.55 0.59 6 0.02 0.04 0.01 0.03
QBE 0.47 0.51 6 0.03 0.08 0.02 0.13
SGB 0.52 0.53 34 0.01 0.05 0.01 0.05
SUN 0.60 0.61 29 0.02 0.11 0.01 0.11
TLS 0.52 0.53 37 0.02 0.03 0.02 0.05
WBC 0.56 0.57 48 0.03 0.09 0.05 0.14
WES 0.33 0.38 3 0.01 0.04 0.01 0.07
WOW 0.54 0.54 11 0.02 0.04 0.01 0.05
WPL 0.38 0.42 13 0.02 0.05 0.02 0.10

Mean 0.02 0.06 0.02 0.09
Std 0.01 0.03 0.01 0.05

the years 2002 – 2004. The fractal and statistical properties were calculated for
each time series by taking the log differences of daily returns. Table 1 lists the
stock (column 1), H value (column 2), the maximum H value (column 3) and
the resulting scale (column 4). The scale value is used to set the size of the input
window for each of the Hurst-exponent based models (H-ERNN and H-MLP).
In the data sets used, the Hurst exponents for the stocks range from 0.33 – 0.62,
with approximately half the stocks having values in the range 0.45 – 0.55.

4.2 Model Parameters

The data sets were divided into 2 components, where 500 days were used to train
the EANN and the remaining 100 days were used to validate and test the model.
The EANN were trained using the Back Propagation algorithm over 200 epochs.
The training of each network was combined with 20 generations of evolution (using
a version of EPNet). The learning rate was kept at a static rate of 0.7. The root
mean squared error (RMSE) was used as the fitness function during training and
prediction.

4.3 Results

Table 1 lists the accuracy in terms of the RMSE value of each the EANN models
for each of the stocks considered. The average accuracy of the Hurst exponent
input window based models (H-ERNN and H-MLP) across all stocks is compar-
atively inferior to the base architectures (ERNN and MLP). The simple models
with an input window size of 5 performed better on average. However, it should
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Table 2. Returns for the predictive models using a simple trading strategy. Here,
stocks from Table 1 with 0.48 < H < 0.52 were excluded.

Model
Stock ERNN H-ERNN MLP H-MLP
AMP 7 % 37 % 33 % 28 %
CBA -66 % -11 % -62 % -20 %
CML -18 % 5 % -22 % 5 %
FGL 8 % 68 % 2 % 70 %
QBE -90 % -69 % -90 % -14 %
SGB -12 % -46 % -88 % -46 %
SUN -28 % 22 % 24 % 31 %
TLS 23 % -34 % 27 % -34 %
WBC -32 % 6 % -32 % 28 %
WES -58 % 27 % -90 % -13 %
WOW 11 % -3 % 33 % 17 %
WPL 28 % 37 % 77 % 28 %

Mean -18.9 % 3.25 % -15.7 % 6.7 %

be noted that there is a relatively large variance in the accuracy value obtained
using Hurst exponent based models.

To further explore the effectiveness of configuring the input window size of
the EANN model using H values, a simple trading strategy was investigated.
The strategy consisted of the following simple rules:

1. Set starting portfolio to $1000
2. Current Day: ANN predict Gain (Loss) in price
3. Current Day: Buy (short Sell) by investing 10% of portfolio
4. Next Day: Sell (Buy back) stock
5. Next Day: Calculate profit

The trading profits were recorded and annualized for each time series. Note,
that in these experiments, trading commissions and costs were not factored into
trades as they can vary based on size, quantity and context. Table 2 lists the
average returns (as a percentage) when stocks in the “random range” (0.48 <
H < 0.52) were removed from the stocks listed in Table 1. A comparison between
the standard architectures and the Hurst exponent models (ERNN vs H-ERNN
and MLP vs H-MLP) clearly indicates that by using the H value as mechanism
for determining the input window size, significantly higher returns (p-value >
0.05) can be found on average. Here, the estimated H value provides useful
information about the upward/downward tendency of the time series, which in
turn impact on the average return.

Fig 3 plots the average return vs H for the two different Hurst exponent con-
figured models. The plots show that the time series that have H values closer
to 0.5 have low or negative returns. Interestingly, there was no significant differ-
ence between the base EANN architectures (across the given stocks). However,
these results are not conclusive and further simulations are required using other
trading strategies before definitive statements are made.
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Fig. 3. Mean Returns vs Hurst exponent. Left: H-ERNN and Right: H-MLP.

We were also interested in identifying whether there was a strong relationship
between the value of H and the most effective input window size of an EANN
model. Therefore, we have varied the size of the input window and recorded the
corresponding RMSE values for the two base EANNs. The input window was
systematically increased by multiples of 3 (arbitrarily chosen value) over 17 cycles
until thewindow sizereached51 time instants.Threedifferentstockswerechosen for
the analysis: AMP, ANZ and WPL with H values 0.55, 0.50, and 0.38 respectively.

Fig 4 plots the RMSE vs input window size for each of the stocks considered.
An inspection of the plots across the spectrum of input window sizes does not re-
veal strong correlations (in fact, r2 values were low). The results varied based on
the time series, with the persistent and anti-persistent stocks suggesting trends
across window spans and no apparent trends in ANZ (where H = 0.50). Further
work is required before clear conclusions are drawn.

5 Summary and Future Work

This paper has examined a novel extension for EANNs used to predict finan-
cial time series. Here, we have incorporated specific domain knowledge into the
network model by tailoring the input window size of the EANN for a given
time series, using the Hurst exponent. The simulation results presented are very
encouraging. When the alternative EANN models were compared in terms of
RMSE, the Hurst-based models did not outperform the base EANN. However,
it should be noted that the variance in the RMSE values across all stocks was
larger for the Hurst-based models. When a simple trading strategy was used,
there was a significant differences between models – both the H-ERNN and H-
MLP outperformed the corresponding base models in terms of average return.
For different time series, as the underlying value of H moved away from the ran-
dom region (H ≈ 0.5), there was a corresponding improvement in the average
return using a simple trading strategy.
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Fig. 4. Input time window sensitivity analysis. Top Left: AMP (H=0.55), Top Right:
ANZ (H=0.50) and Bottom: WPL (H=0.38).

The estimate of the value of H provides insights into how predictable a given
time series might be. An inherent assumption built into the R/S – Hurst ex-
ponent technique, is that the underlying process remains the same throughout
the time series sample. In future work, we will investigate how estimates of H
over sub samples of the original time-series and multi-fractal analysis techniques
could be used as dynamic parameters for determining the size of the input win-
dow used in EANNs.
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Abstract. We introduce a new algorithm, BDDRPA*, which is an effi-
cient BDD-based incremental heuristic search algorithm for replanning.
BDDRPA* combines the incremental heuristic search with BDD-based
search to efficiently solve replanning search problems in artificial intelli-
gence. We do a lot of experiments and our experiment evaluation proves
BDDRPA* to be a powerful incremental search algorithm. BDDRPA*
outperforms breadth-first search by several orders of magnitude for huge
size search problems. When the changes to the search problems are small,
BDDRPA* needs less runtime by reusing previous information, and even
when the changes reach to 20 percent of the size of the problems, BD-
DRPA* still works more efficiently.

1 Introduction

Many artificial intelligence systems have to adapt their plans continuously to ch-
anges in the world or changes of their models of the world, so the original plan
might no longer apply or no longer be good and we thus need to replan for the new
situation [JDOW99]. In these cases, most search algorithms replan from scratch,
that is, solve the new search problem independently of the old ones. However, this
can be inefficient in large domains with frequent changes and thus limit the respon-
siveness of artificial intelligence systems. Fortunately, the changes to the search
problems are usually small, so it suggests that a complete recomputation of the
best plan for the new search problem is unnecessary since some of the previous
search results can be reused and we call this reusing search incremental search, and
incremental heuristic search [KFB02] is adding heuristic method to incremental
search when calculating the priorities for the vertices in the priority queue.
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During the last decade, powerful search techniques using an implicit state rep-
resentation based on the reduced ordered binary decision diagram(BDD) [B86]
have been developed in the area of symbolic model checking [M93]. Using blind ex-
ploration strategies BDD-based search methods have been successfully applied to
verify systems with more than 10120 states. In [ER98, JBV02], BDD-based search
algorithms have been developed that can be used for path finding problem in ar-
tificial intelligence.

One way of speeding up searches is incremental heuristic search, and a different
way of speeding up searches is BDD-based search. The question is whether in-
cremental heuristic search and BDD-based search can be combined. The answer
is yes and in this paper, we develop such a new search algorithm called BDD-
based incremental heuristic search algorithm for replanning(BDDRPA*), and
our experiment results prove it to be an efficient incremental search algorithm.

The rest of our paper is organized as follows. In section 2, we briefly describe in-
cremental heuristic search and BDD-based search methods. Then, in section 3 we
illustrate the BDDRPA* algorithm and we evaluate it experimentally in a range
of search and replanning domains in section 4. We draw conclusions in Section 5.

2 Incremental Heuristic Search and BDD-Based Search

2.1 Incremental Heuristic Search

Incremental search is a search method for replanning that reuses information
from previous searches to find solutions to a series of similar search problems,
which is potentially faster than solving each search problem from scratch. Incre-
mental search solves dynamic shortest path problems, in which shortest paths
have to be found repeatedly as the topology of the graph or its edge costs change
[RR96a] and it can guarantee to find shortest paths. Incremental search meth-
ods have been developed for a long time and we can find them in [DP84, LC90,
FMN98, FMN00]. Incremental heuristic search [KLLF04, KFB02] differs from
incremental search only in the calculation of the priorities for vertices in the pri-
ority queue, that is, using the heuristic knowledge in the form of approximations
of the goal distances to focus the search.

2.2 BDD-Based Search

An OBDD is an ordered binary decision diagram representing a Boolean function
on a set of ordered variables. The BDD is a canonical and compact represen-
tation according to two reduction rules [B86]. The BDD’s another advantage is
that a large set of BDDs can share structure in a multi-rooted BDD and be effi-
ciently manipulated by the apply function which can compute all sixteen logical
operations.

Definition 1. A search problem can be represented by a tuple (S,T , i,G):

– S is the set of states,
– T ⊆ S × S is a transition relation defining the search space and (s, s′) ∈ T

iff there exists a transition from s to s′,
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– i is the initial state, and
– G is the set of goal states.

A solution to a search problem is a path π = s0, ..., sn where s0 = i and sn ∈ G
and

∧n−1
i=0 (si, si+1) ∈ T .

If we encode states as boolean vectors, then BDDs can be used to represent the
characteristic function Φ(S) of a set of states and the transition relation T (S, S′).
Let’s consider an example shown in the middle graph of Figure 1. This is a simple
four-connected gridworld problem with cells whose traversability changes over
time. The cells in the gridworld problem are either traversable or untraversable.
The gridworld problem is to repeatedly find a shortest path between two given
cells, knowing both the topology of the graph and which cells are currently
traversable.
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Fig. 1. The four-connected gridworld example

In the middle graph of Figure 1, a state s is represented by a boolean vector
with three variables (s2s1s0). For example, the initial state a0 is represented by
a BDD for the expression ¬s0 ∧ ¬s1 ∧ ¬s2 and the goal state b2 is represented
by G = s0 ∧ ¬s1 ∧ s2(In the example, b2 is untraversable). In order to encode
the transition relation, we need to refer to current state variables and next state
variables, and

T (s0, s1, s2, s′0, s
′
1, s

′
2)

= ¬s0 ∧ ¬s1 ∧ ¬s2 ∧ s′0 ∧ s′1 ∧ ¬s′2
∨ s0 ∧ s1 ∧ ¬s2 ∧ ¬s′0 ∧ ¬s′1 ∧ ¬s′2
∨ s0 ∧ s1 ∧ ¬s2 ∧ ¬s′0 ∧ ¬s′1 ∧ s′2
∨ ¬s0 ∧ ¬s1 ∧ s2 ∧ s′0 ∧ s′1 ∧ ¬s′2.

The main idea in BDD-based search is using BDDs when finding the next states
of a set of states. This can be done by computing φSi+1 = ∃−→s (T (−→s ,−→s′ ) ∧
φSi(−→s )), and starting with φS0 , we can iterate the procedure to get the functions
φS1 , φS2 , φS3 ... and so on, until one of the characteristic functions has a non-
empty intersection with the goal situation, and in this case a solution has been
found.

3 BDDRPA*

BDDRPA* is a search algorithm which repeatedly determines shortest paths
between two given nodes as the graph’s nodes’ traversability changes over time.
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3.1 Notation and Definitions

BDDRPA* applies to finite graph search problem, on known graphs whose nodes’
traversability changes over time. Let G denotes the finite graph and S the finite
set of nodes of the graph, and a node s ∈ S is blocked means that s can’t reach
any other nodes and any other nodes can’t reach s, neither, and a blocked node s
is unblocked has the opposite meaning. succ(s) ⊆ S denotes the set of successors
of s ∈ S, and similarly, pred(s) ⊆ S denotes the set of predecessors of s ∈ S.

In our paper, a BDD which has only one path to the leaf node 1 will be
called a cube, and a path p, which means a construction of several variables,
can surely be transferred to a cube, vice versa. Because our work is focused on
adding incremental search methods to BDDA* [ER98] so that it can be used for
replanning problems, for convenience, we assume for every state, the heuristic
function h is set to 0. BDDRPA* always determines a shortest path from the
start node sstart to the goal node sgoal, knowing the topology of the graph. Since
BDDRPA* always searches a shortest path, it also finds a plan for the changed
planning task if one exists.

3.2 The Algorithm

Given a graph G, BDDRPA* searches the shortest path just like BDDA*, but if
the topology of the graph changes, the transition function will change according
to the topology and in this case, BDDA* needs a totally new search, but BD-
DRPA* doesn’t need to do that and it will reuse the previous OBDDs to get the
OBDD for the new transition function. Lemmas and theorems below will help
to alter the previous OBDDs to get the new OBDD.

Lemma 1. Given an OBDD F , if we delete a path p, which is represented by a
cube c, from F , then we have the new OBDD F ′=F ∧ ¬c.

Proof. Trivial.

Lemma 2. Given an OBDD F , if we add a path p, which is represented by a
cube c, to F , then we have the new OBDD F ′=F ∨ c.

Proof. Trivial.

Theorem 1. Let the OBDD for the transition function of the graph G be T ,
and let V represent the OBDD for the node v, then if a node v in G is blocked,
we can get the OBDD for the new transition function T ′ of the new graph G′

through the two steps below:

– Let OBDD O=T ∧ ¬V ;
– let S represent the OBDD of succ(v), then T ′=O ∧ ¬S.

Proof. Since v is blocked, it can’t reach any other node and on the other hand
none of its adjacent nodes can reach it, either. The transition relation among
other nodes would not be affected and this is the new property of T ′.
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– Since O=T ∧ ¬V , by lemma1 we know that in the new OBDD O the node
v can’t reach any other node;

– Since T ′=O ∧ ¬S, by lemma1 we know that any of the nodes in original
succ(v) can’t reach the node v, either.

By combing the two steps, we know that the transition relation among other
nodes won’t be affected by the two steps, and so the new OBDD is T ′.

Theorem 2. Let the OBDD for the transition function of the graph G be T ,
and if a blocked node v in G is unblocked, then we can get the OBDD for the
new transition function T ′ of the new graph G′ through the two steps below:

– Let the OBDD for the transition function of v to its adjacent unblocked nodes
be Tv, and O=T ∨ Tv;

– Let the OBDD for the transition function of v’s adjacent unblocked nodes to
v be Ts, and then T ′=O ∨ Ts.

Proof. Since v is unblocked, it can reach its adjacent unblocked nodes and on
the other hand its adjacent unblocked nodes can reach it, too. The transition
relation among other nodes would not be affected and this is the new property
of T ′.

– Since O=T ∨Tv, by lemma2 we know that in the new OBDD O we can trace
from node v to its adjacent unblocked nodes;

– Since T ′=O ∨ Ts, by lemma2 we know that in T’ the node v’s adjacent
unblocked nodes can reach it.

By combing the two steps, we know that the transition relation among other
nodes won’t be affected by the two steps, and so the new OBDD is T ′.

The pseudo code of BDDRPA* is displayed below.

01 BDDinitial, BDDgoal;
02 BDDtransition; //the transition function
03 BDDopen; //BDD to store the current nodes to be extended
04 BDDtrace; //BDD used for memorize the path
05 while(update data){
06 BDDopen ← BDDinitial;
07 Reconstruct transition();
08 while(BDDopen ∧BDDgoal == BDD0){
09 BDDtemp = Choose shortest cost(BDDopen);
10 update BDDopen();//add the temp′s successor nodes into BDDopen

11 if(BDDopen′ == BDDopen){
12 The fix− point had been reached, so there is no path;
13 return;
14 }
15 update trace();
16 }
17 }
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In the pseudo code, the function update BDDopen is used to update the open
table, and here we differ from BDDA* in the two main aspects:

– In the function update BDDopen, when we choose a node to extend and then
add its successor nodes to the open, there is no need to maintain a BDD to
achieve the arithematic add(+). We only need to count the successor nodes
and calculate their current cost-values, and then use Theorem 1 and 2 to
add them into open.

– When outputting the path, we must restore the related information. During
the course, we know that every node only has one parent node, so just like as
the transition function, we can make a BDD as transitions from the successor
nodes to their parent node. Then when we reach a node, we can get its parent
node through these two steps:
BDDtemp = trace ∧ successor node;
parent node = ExistAbstract(BDDtemp, successor node);
The function ExistAbstract can exist abstract the variables from the BDD
sucessor node on the BDDtemp.

3.3 An Example

To describe the idea behind BDDRPA*, we use a path-planning example in
a known four-connected gridworld with cells whose traversability changes over
time, see Figure 1. For illustration, the cells in the left graph of Figure 1 are all
unblocked, and then we block a1 and b2 to get the middle graph, and at last we
unblock a1 to get the right graph.

The transition function for the left graph of Figure 1 is in Figure 2. The initial
state is a0 and the goal state is b2. Our aim is to find a shortest path from a0
to b2 and using the BDD-based search methods described in the last section we
can get the characteristic functions φS0 , φS1 , φS2 and φS3 step by step in Figure
5. φS3 includes the goal state, so we have found a shortest path from a0 to b2.
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Then the topology of the graph changes, and in the middle graph of Figure 1,
a1 and b2 are both blocked and the goal state is changed to a2. In order to get the
new transition function, theorem 1 will be applied for two times and the OBDD
for the new transition function is in Figure 3. At last we get the characteristic
functions φS0 , φS1 , φS2 and φS3 step by step in Figure 6. φS3 equals to φS0 , and
this means the algorithm enters a fix-point, so there is no path from a0 to a2.
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Fig. 6. φS0−3 of the middle graph

Then the topology of the graph changes again, and in the right graph of
Figure 1, a1 is unblocked and the goal state is still a2. Using theorem 2, we can
get the new transition function in Figure 4. At last we get the characteristic
functions φS0 , φS1 and φS2 step by step and we omit the corresponding figure
due to the space limitations of this paper. φS2 includes the goal state a2, so we
have found a shortest path from a0 to a2.

4 Experimental Evaluation

In our experiment, we use the simple four-connected gridworld example. We first
construct an n ∗ n grid-world with every node unblocked, and then we block a
certain percent of all nodes randomly until there is no path from the initial node
to the goal node. Assuming we need x times iteration in the above process, then
we unblock the same percent nodes each time with x times until every node is
unblocked. For each size of the gridworld, we test it for at least 100 times.

Our experiment results are shown in Table 1. The first column gives the maze
size and the second column shows the percent of the number of the nodes that
changes. Reconstruct time means the average time to construct the transition
BDDs with reusing the previous information and it is shown in the third col-
umn. Construct time means the average time to construct the transition BDDs
without reusing the previous information and it is shown in the fourth column.
Search time shows the average time of calculating the path and it is in the fifth
column. BFS time means the time needed by the breadth first search algorithm
and it is in the sixth column. We use BFS time to compare BDDRPA* with
BFS. We choose BFS because the heuristic function in BDDRPA* is set to 0,
and A* draws back to BFS. In Table 1, − means that the problem can’t be
solved in 2 hours.
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All experiments are carried out on a PC with AMD Opteron242, 2GB DDR
memory, under Redhat Linux 7.0 with CUDD 2.4.1. The time unit is second.

Table 1. Experiment results

maze size percent reconstruct time construct time search time BFS time

20 * 20 0.01 0.000451328 0.0119292 0.0541062 0.0131416

20 * 20 0.02 0.000543478 0.0132609 0.0552989 0.0138043

20 * 20 0.05 0.00241071 0.0141072 0.0630357 0.0150892

20 * 20 0.1 0.00430232 0.0120931 0.0543023 0.0126744

20 * 20 0.2 0.00902175 0.0130435 0.0579348 0.0126087

50 * 50 0.01 0.0075 0.18047 0.5732 0.5233

50 * 50 0.02 0.0142424 0.185606 0.632576 0.623182

50 * 50 0.05 0.0319231 0.166346 0.586923 0.518269

50 * 50 0.1 0.0664474 0.163158 0.540526 0.472368

50 * 50 0.2 0.137045 0.160455 0.494773 0.453864

100 * 100 0.01 0.0383553 0.965592 2.9973 9.06257

100 * 100 0.02 0.0761224 0.996327 2.57235 8.31724

100 * 100 0.05 0.209286 0.954143 2.54743 8.04743

100 * 100 0.1 0.374444 0.860556 2.25333 6.5875

100 * 100 0.2 0.742353 0.864412 2.32735 6.79971

200 * 200 0.01 0.2175 5.04824 15.2285 168.593

200 * 200 0.02 0.440385 5.50692 14.8331 174.602

200 * 200 0.05 0.983077 4.48404 13.3331 137.487

200 * 200 0.1 2.00969 4.54688 11.1844 118.087

200 * 200 0.2 3.76875 4.05833 9.80333 100.242

500 * 500 0.01 1.98459 44.0953 166.445 -

500 * 500 0.02 4.02275 42.1457 172.706 -

500 * 500 0.05 8.59484 34.4082 118.162 -

500 * 500 0.1 21.175 38.4082 111.282 -

500 * 500 0.2 42.4877 43.9354 86.7131 -

1000 * 1000 0.01 17.0411 314.238 1270.92 -

1000 * 1000 0.02 26.6093 268.953 587.534 -

1000 * 1000 0.05 80.7475 352.554 885.439 -

1000 * 1000 0.1 145.647 288.021 776.43 -

1000 * 1000 0.2 245.64 310.311 528.666 -

From Table 1, we find that when the change percent is small, the recon-
struct time is trivial to construct time, which also means that the time needed
by BDDRPA* is mainly the search time, and even when the change percent has
reached to 20 percent, the reconstruct time is still little. The construct time is
increasing directly according to the maze size, so when the maze size increases,
the time saved by BDDRPA* will increase in direct ratio. We also find that if
there is no path, the search time is even trivial to the construct time, so we
will get more benefit from BDDRPA* in such conditions. The comparison of
BDDRPA* and BFS shows that when the maze size is small, BFS is faster than
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BDDRPA*, but with the increasing of the maze size, BFS is much more slower
than BDDRPA*, so BDDPRPA* can solve huge size search problems.

Figure 7 gives a comparison of the experiment results when the percent equals
to 0.01.
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Fig. 7. The comparison

In Figure 7, the x-axis represents the size of the gridworld(For example, 200
means 200*200) and the y-axis represents the time-consuming(The time unit is
second). In the left graph of Figure 7, we compare the reconstruct time(the lower
line) with construct time(the upper line) explicitly, and obviously with reusing
the previous information BDDRPA* works much better. In the right graph,
we compare the search time(the lower line) and BFS time(the upper line) and it
shows that BDDRPA* is more constant and efficient when the maze size becomes
larger and larger.

Now we analyze the time and space complexity of BDDRPA*. In BDDRPA*,
given a maze which is n ∗ n, we need to construct its BDDtransition, BDDopen

and BDDtrace. Since the node number is n2, we need log(n2) BDDs to repre-
sent all the nodes. Because we use the breadth first algorithm, the cost values
will also need log(n2) BDDs. At last, we need 6 ∗ log(n) BDDs. BDDtransition,
BDDopen andBDDtrace can share them. Because of the compact presentation of
BDDs, BDDRPA*’s memory consumption is no doubt less than BFS, but since
the memory an OBDD needs is not deterministic, it is impossible to count the
memory consumption exactly. In BDDRPA*, when we update the data struc-
tures, for example, adding or deleting a node, we don’t need to do comparison,
we only need to calculate the related BDDs, so when the maze size increases,
BDDRPA* needs less time to operate the data, and then needs less runtime.
From the above analysis we know that BDDRPA* needs less runtime by reusing
previous information, and so will speed up searches for huge size search problems.

5 Conclusion

In this paper, we develop a new search algorithm called BDDRPA*, which com-
bines the incremental heuristic search with BDD-based search to efficiently solve
replanning search problems in artificial intelligence. Our experiment evaluation
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proves BDDRPA* to be a powerful incremental search algorithm. BDDRPA*
outperforms breadth-first search by several orders of magnitude for huge size
search problems. When the changes to the search problems are small, BDDRPA*
needs less runtime by reusing previous information, and even when the changes
reach to 20 percent of the size of the problems, BDDRPA* still works efficiently.
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Abstract. Generating good move orderings when searching for solu-
tions to games can greatly increase the efficiency of game solving searches.
This paper proposes a move generating algorithm for the board game
called Hex, which in contrast to many other approaches, determines
move orderings from knowledge gained during the search. This move
generator has been used in Hex searches solving the 6x6 Hex board with
comparative results indicating a significant improvement in performance.
One anticipates this move generator will be advantageous in searches for
complete solutions of Hex boards, equal to, and larger than, the 7x7 Hex
board.

1 Introduction

Programs that can solve two player games explore a hierarchy of board positions.
This hierarchy, known as a game tree, is a rooted tree whose nodes are all valid
board positions and whose edges are legal moves [1]. Programs that analyze or
solve games, such as Chess, Go or Hex, use minimax search algorithms with
pruning to search their respective game trees [2,3][4][5]. Pruning is maximized
if moves that trigger the pruning are searched first. The benefit of good move
orderings is a smaller search. Move generating algorithms are known as move
generators and they place moves in an order which maximize pruning. Move
generators which generate moves as a function of a single board position are
called static. A dynamic move generator generates moves as a function of a
game tree [6]. Such move generators sample some or all of the board positions
in a game tree to evaluate moves at the root board position.

This paper presents a dynamic move generator applied to the problem of
solving the game of Hex. We demonstrate this move generator in a minimax
search which van Rijswijck defines as the Pattern Search algorithm [7]. Hayward
et al. apply a refinement of the pattern search algorithm in their Solver program,
which can solve small Hex boards up to and including the 7x7 Hex board [2,3].
In Section 2, we introduce the game of Hex. Section 3, gives an overview of
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the pattern search algorithm. In Section 4, we describe the details of our move
generator. Section 5 gives experimental results for our move generator in solving
small Hex boards.

2 The Game of Hex

The game of Hex is a two-player game played on a tessellation of hexagonal
cells which covers a rhombic board (see Figure 1)[8]. Each player has a cache of
coloured stones. The goal for the player with the black stones is to connect the
black sides of the board. Similarly, the goal for the player with the white stones
is to connect the white sides of the board. The initial board position is empty.
Players take turns and place a single stone, from their respective cache, on an
empty cell. The first player to connect their sides of the board with an unbroken
chain of their stones is the winner. The game of Hex never ends in a draw [8].

Fig. 1. A 9x9 Hex board

If a player forms an unbroken chain of stones, not necessarily between that
player’s sides, then any two stones in that chain are said to be connected. A
group is a maximal connected component of stones [9,10]. Figure 1 shows seven
groups where three of the seven groups have the labels a, b and c, respectively.
The four sides of the board also constitute four distinct groups. A player wins a
game, when the opposite sides for that player connect.

For the analysis of board positions, Anshelevich introduces the concept of a
sub-game [9,10]. In a sub-game, the players are called Cut and Connect. Both Cut
and Connect play on a subset of the empty cells between two disjoint targets,
where a target is either an empty cell or one of Connect’s groups. The player’s
roles are not symmetric, as Connect moves to form a chain of stones connecting
the two targets, while Cut moves to prevent Connect from forming any such
chain of stones. In this paper, we generalize sub-games to also include a subset
of Connect’s stones.
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Definition 1 (sub-game). A sub-game is a four-tuple (x, S, C, y) where x and
y are targets. The set S, is a set of cells with Connect’s stones and the set C is
a set of empty cells. Finally, x, y, S and C are all disjoint.

The set S is called the support and the set C is called the carrier. Anshelevich’s
sub-game is the case where S is the empty set [9,10]. A sub-game is a virtual
connection if Connect can win this sub-game against a perfect Cut player. A
virtual connection is weak if Connect must play first to win the sub-game. In
addition, a virtual connection is strong if Connect can play second and still win
the sub-game. Yang et al. define a threat pattern as a virtual connection, where
the targets are two opposite sides of the board [11]. There are a number of rules
to deduce virtual connections (see [12]), however, the most relevant deduction
rule for this paper is the OR deduction rule [9,10].

Theorem 1 (OR Deduction Rule). Let (x, S, Ci, y) be a set of n weak virtual
connections with common targets x and y and common support S. If

⋂n
i=0 Ci =

∅, then the sub-game (x, S,
⋃n

i=0 Ci, y) is a strong virtual connection.

Let M =
⋂n

i=0 Ci. If M �= ∅ then Cut must move on a cell in M , otherwise,
Connect has a move which can form a strong virtual connection. Hayward et al.
call the set M , the must-play region [2,3].

Fig. 2. An example of a threat pattern for player Black

This paper will restrict its discussion to threat patterns. Figure 2, gives a view
of a threat pattern where Black is Connect. The lightly colored empty cells form
the carrier and the black stones at the centre of the board form the support.

3 Pattern Search

The Pattern Search algorithm, by van Rijswijck, is a game tree search which
deduces threat patterns [7]. Hayward et al. apply the Pattern Search algorithm
in their Solver program to solve small Hex boards [2,3]. The pattern search algo-
rithm is a depth-first traversal of the game tree, which deduces threat patterns
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as it backtracks from terminal board positions. The search switches between
two modes, Black mode or White mode. In Black mode, the search tries to prove
threat patterns for player Black and in White mode the search tries to prove
threat patterns for player White.

Figure 3 gives an example of a search on a 3x3 Hex board in White mode.
Player White is Connect and player Black is Cut. The diagram displays the
carrier and the support on lightly coloured cells. The numbers on the stones
indicate the order of the player’s moves. On the left branch, the search visits
terminal board position D where Connect is the winner. As the search backtracks
from this terminal board position it removes Connect’s move. At board position
B, Connect has a weak threat pattern. The search backtracks once more and
removes Cut’s move. The search does a similar traversal of the right branch and
deduces a weak threat pattern at board position C. At board position A, the
search applies the OR deduction rule on the weak threat patterns found at B and
C to deduce a strong threat pattern. On deducing that strong threat pattern,
the search can backtrack and deal with board position A as it did with terminal
board positions D and E.

Fig. 3. The pattern search process for constructing threat patterns

A cut-off condition and a switch of mode colour can occur if Black has a
winning move elsewhere in this search. Figure 4 follows on from the previous
pattern search example where the search is in White mode. The search backtracks
from board position A, where it removes Connect’s move. Board position X has
a weak threat pattern. The search backtracks to board position Z and removes
Black’s move. At Z, the search tries another move which is a winning move
for player Black. This winning move results from the search deducing a strong
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threat pattern for Black at board position Y . The existence of a strong threat
pattern for Black at Y indicates a search cut-off condition and a switch of mode
colour. The search abandons White’s threat pattern at Z and switches to Black
mode. The search deals with Y as it did with terminal board positions D and
E. The switch of mode colour means player Black is now Connect and player
White is now Cut.

Fig. 4. The search is in White mode and switches to Black mode because there is a
strong threat pattern for Black at Y

4 A Dynamic Move Generator for Hex Solvers

Given the example of Figure 4, the aim of our move generator at board posi-
tion Z is to derive, from the threat patterns found in the subtree under board
position X , a good move order. Since Black is the player who moves at board
position Z and Black is Cut, the problem for our move generator is to order
moves for player Cut. Given board position Z, our move generator recommends
a move on the cell which has appeared most often with a Connect stone on
terminal board positions where Connect is the winner.

Left of Figure 5 shows board position Z (from Figure 4) with Connect’s weak
threat pattern. Each empty cell in the carrier is labeled with the number of
terminal board positions where that cell had player Connect’s stone and Connect
was the winner. Right of Figure 5 gives board position Y (also from Figure 4),
where Cut has moved on that empty cell with the largest number, successfully
cutting Connect’s weak threat pattern.

In the search for a weak threat pattern, the Connection Utility of a cell in
the carrier of that weak threat pattern, is the number of terminal board posi-
tions where that cell has Connect’s stone and Connect is the winner. Our move
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Fig. 5. Left: Each carrier cell has the number of times White moved on that cell to
connect the targets. Right: Black’s cutting move is the move White used most often to
connect.

generator assumes that the goodness of a move for Cut on a cell is related to
the connection utility of that cell. Our move generator is based on the following
hypothesis.

Hypothesis 1. The higher the connection utility the better is the move for Cut.

When a succession of losing moves is generated for a given board position, our
search derives from them a collection of weak threat patterns. Our move genera-
tor must derive the connection utilities for cells in the must-play region of these
weak threat patterns. Figure 6 shows the derivation of connection utilities in a
must-play region. The search is in White mode. The number on each carrier cell
is its connection utility. The connection utilities on cells at board position A is
the sum of connection utilities found at both board positions B and C and is
restricted to the must-play region. From board position A, the search makes a
move for Black on the cell with the largest connection utility. Board position D
gives Black’s winning threat pattern which causes a switch from White mode to
Black mode. Board position D is treated as a terminal board position.

Algorithm 1, the Connection Utility Search algorithm (see Appendix), is an
extension of van Rijswijck’s pattern search algorithm with our move generator
approach. Lines 6, 7 and 8 initializes connection utility vectors from terminal
board positions. For every cell with a Connect stone on a given terminal board
position, the value one is assigned to the corresponding element in a vector of
connection utilities. Line 30 is a vector sum of connection utilities. This sum
occurs for each new weak threat pattern found at a given board position. Line
32 reorders the moves according to the new vector of connection utilities. Moves
are restricted to the must-play region at line 31. Algorithm 1 is a recursive
procedure which takes an initial board position, performs a search and returns a
carrier, a vector of connection utilities and a mode colour. The returning mode
colour is the colour of the winning player. If the winning player is the first player
then the returning carrier belongs to a weak threat pattern, otherwise, it belongs
to a strong threat pattern. Algorithm 1 works explicitly on the carriers of threat
patterns because their respective targets and support are implicit in the search.
In execution, the mode colour changes if the mode colour prior to line 18 is
different from the mode colour after line 18.
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Fig. 6. The accumulation of connection utilities in a must-play region reveals a good
move for Black

5 Demonstration of the Connection Utility Search

The aim of this experiment is to demonstrate the pruning performance of our
move generator. Given the connection utility search extends the pattern search
with our move generator, we can demonstrate the performance of our move gener-
ator by comparing implementations of these two search algorithms. The pattern
search implementation will use a good static move generator called Queen-bee
[1]. Thus, this experiment is comparing our move generator against a static
move generator. In addition, an alpha-beta search with a Queen-bee move gen-
erator is included as a control and as a benchmark. The search with the greatest
move generator performance is the search which visits the least number of nodes
(board positions) in the game tree, to completely solve an empty Hex board of
a given size. Each search solves completely the 3x3 and 4x4 Hex board. The 4x4
Hex board is a practical limit in this experiment. However, additions such as a
transposition table can push this limit to larger board sizes.

5.1 Results

Table 1 and Figure 7 show that our move generator maximizes pruning to a
greater extent than a Queen-bee move generator in a pattern search. It also

Table 1. The number of nodes visited for each search in the order of best-to-worst

Search Nodes Visited 3x3 Nodes Visited 4x4

Connection Utility Search 2223 3765784
Alpha Beta 3305 9871596
Pattern Search 9613 790811318
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Fig. 7. A comparison of nodes visited by searches solving 3x3 and 4x4 Hex

shows that a pattern search can perform better than an alpha-beta search given
an appropriate move generator.

6 Conclusion

This paper presents a move generator which is based on connection utilities
for solving Hex boards. Our experiments show, through the performance of our
move generator, that connection utilities provide a good heuristic for ordering
moves in a game of Hex. In recent developments, the connection utility search
was modified so that threat patterns were reused via a specialized transposition
table. With this development, our search completely solved the 5x5 Hex board in
165 nodes and the 6x6 Hex board in 77000 nodes. On a 3GHz Intel P4 machine,
search times were about ten seconds and about ninety minutes, respectively. The
same search without our move generator failed to solve the 6x6 Hex board after
running for several days. We are currently improving threat pattern reuse and
indexing in order to solve the larger sized boards.

References

1. van Rijswijck, J.: Computer Hex: Are Bees Better than Fruitflies? Master of
science, University of Alberta (2000)

2. Hayward, R., Bjrnsson, Y., M.Johanson, Kan, M., Po, N., Rijswijck, J.V.: Advances
in Computer Games: Solving 7x7 HEX: Virtual Connections and Game-State Re-
duction. Volume 263 of IFIP International Federation of Information Processing.
Kluwer Achedemic Publishers, Boston (2003)



A Move Generating Algorithm for Hex Solvers 645

3. Hayward, R., Björnsson, Y., Johanson, M., Po, N., Rijswijck, J.v.: Solving 7x7
hex with domination, fill-in, and virtual connections. In: Theoretical Computer
Science. Elsevier Science (2005)

4. Reinefeld, A.: A minimax algorithm faster than alpha-beta. In van den Herik, H.,
Herschberg, I., Uiterwijk, J., eds.: Advances in Computer Chess 7, University of
Limburg (1994) 237–250

5. Müller, M.: Not like other games - why tree search in go is different. In: Fifth
Joint Conference on Information Sciences. (2000) 974–977

6. Abramson, B.: Control strategies for two player games. ACM Computing Survey
Volume 21(2) (1989) 137–161

7. van Rijswijck, J.: Search and Evaluation in Hex. Master of science, University of
Alberta (2002)

8. Gardener, M.: The game of hex. In: The Scientific American Book of Mathematical
Puzzles and Diversions. Simon and Schuster, New York (1959)

9. Anshelevich, V.V.: An automatic theorem proving approach to game programming.
In: Proceedings of the Seventh National Conference of Artificial Intelligence, Menlo
Park, California, AAAI Press (2000) 198–194

10. Anshelevich, V.V.: A hierarchical approach to computer hex. Artificial Intelligence
134 (2002) 101–120

11. Yang, J., Liao, S., Pawlak, M.: On a Decomposition Method for Finding Winning
Strategies in Hex game. Technical, University of Manitoba (2001)

12. Rasmussen, R., Maire, F.: An extension of the h-search algorithm for artificial
hex players. In: Australian Conference on Artificial Intelligence, Springer (2004)
646–657



646 R. Rasmussen, F. Maire, and R. Hayward

Appendix

Algorithm 1. Connection Utility Search( board) Returns (Carrier, vector of
Connection Utilities, Winner Colour)
1: utilities[1 : board.size] ← 0; carrier ← ∅
2: modeColour ← Black {Start the search in Black mode}
3:
4: if board.isT erminal then
5: modeColour ← board.winningP layer
6: for all i ∈ board.winnersStones do
7: utilities[i] ← 1
8: end for
9: return(carrier,utilities, modeColour)

10: end if
11:
12: moveList ← aStaticMoveGenerator(board)
13:
14: while moveList �= ∅ do
15: m ← popF irst(moveList)
16:
17: board.playMove(m)
18: (C, Util, winColour) ← Connection Utility Search(board)
19: {The mode colour changes if winColour �= modeColour.}
20: modeColour ← winColour
21: board.undoMove(m)
22:
23: if modeColour = board.turn then
24: {m was a winning move.}
25: carrier ← {m} ∪ C {carrier, is a weak threat pattern carrier.}
26: return(carrier, Util, modeColour)
27: else
28: {m was not winning, try a remaining move.}
29: carrier ← carrier ∪ C {OR deduction rule}
30: utilities ← utilities + Util {vector operation}
31: moveList ← moveList ∩ C {the must-play region}
32: moveList ← SortDescending(moveList, utilities)
33: end if
34: end while
35: return(carrier,utilities, modeColour) {Successful OR deduction.}
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Abstract. This study focused on the integration problem of process planning 
and scheduling in a job shop environment. In an effort to integrate process 
planning and scheduling by taking advantage of the flexibility that alternative 
process plans offer, we have designed a GA (Genetic Algorithm)-based 
scheduling method. The performance of this newly suggested GA-based 
method has been evaluated by comparing integrated scheduling with separated 
scheduling in a real company that has alternative process plans. Also, a couple 
of benchmark cases have been tested for performance evaluation.  

Keywords: Integrated Scheduling, Genetic Algorithm, Job Shop. 

1   Introduction 

Recently, more attention has been given to Advanced Planning & Scheduling (APS) 
under the Supply Chain Management (SCM) environment. The key issue in APS is to 
calculate an accurate completion time estimates through process planning and 
scheduling in response to customers’ orders. At the same time, it is critical to observe 
the due date of each order in the SCM environment. To calculate an accurate 
completion time which considers the production capacity of outsourcing companies 
and business partners, their alternative facilities and capacity have to be included in 
the process planning and  scheduling. In other words, diverse process plans and 
constraints should be simultaneously considered for optimum process planning and 
scheduling.  

Scheduling has to consider operations sequences, machine load and availability of 
machines. This means that scheduling is based on predetermined process planning. 
Process planning determines the manufacturing process routing and acts as a bridge 
between product design and manufacturing. That is, it is a process of allocating 
resources and operations for manufacturing of products. Process planning and 
production scheduling activities in a job shop are closely related to each other, but 
typically they have been handled independently. Process planning has been done 
without considering the current capacity of the shop in terms of effective use of 
resources. Also, scheduling has been performed without regard to the opportunities 
that alternative process plans can provide for acceleration of production flows. In 
scheduling, an alternative process plan enables the allocation of operations to other 
machines with flexibility of, thus reducing the possibility of the collision between a 
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job and a machine. Weintraub et al. [16] suggested a tabu search algorithm for 
scheduling problem that includes an alternative process plan to minimize lateness. By 
applying this method to diverse cases, they proved that jobs with alternative process 
plans enable to produce better result of an objective function. In reality, the separation 
of process planning and scheduling can cause long lead-time, production cost 
increase, and lateness. However, simultaneous consideration of process planning and 
scheduling creates much more complex scheduling problem, which is also an NP-
complete problem [7]. Because of this complexity, it has not attracted the attention of 
researchers.  

Recently, there are ongoing researches in an effort to include alternative operations 
sequences and alternative machines in the scheduling. Conducting process planning 
and scheduling at the same time, while considering of various possible alternative 
resources and operations sequences, is called “integrated process planning and 
scheduling” [12]. That is, the problem of integrating process planning and scheduling 
may be defined as: given a set of n jobs which are to be processed on m machines 
with alternative process plans and other technological constraints for each job, find a 
process plan for each job and a sequence in which jobs pass between machines, and a 
sequence in which jobs are processed such that it satisfies the technological 
constraints, and it is optimal with respect to some performance criterion [15]. The 
integration enables the most effective use of production resources without causing 
frequent changes in the process planning through considering process planning and 
scheduling as one optimization problem.  

2   Literature Review 

When process planning and scheduling are performed separately, a production 
schedule that lacks flexibility and adaptability is usually produced. Attention needs to 
be given to these two functions in order to achieve realistic and effective production 
scheduling [8]. But previous studies have not considered process planning and 
scheduling simultaneously because of their complexity. However, recent efforts for 
integration are being made. Khoshnevis and Chen [7] and Huang et al. [6] discussed 
the basic issues and methodology involved in the integration of process planning and 
scheduling. Palmer [12] suggested a simulated annealing approach to integrated 
scheduling, thus producing a better solution than that of Khoshnevis and Chen. 
Brandimarte and Calderini [3] suggested a hierarchical approach to deal with the 
integration problem with priority constraints of operations and several alternative 
process plans. The upper level deals with process selection, and the lower level deals 
with job shop scheduling. Their levels are represented in a linear mixed-integer 
programming model. Brandimarte [2] proposed a hierarchical tabu search structure to 
solve the flexible job shop problem. For the objective of minimizing makespan, the 
routing and scheduling problem is solved by dispatching rules. Then the schedule 
obtained is refined by the tabu search algorithm. Nasr and Elsayed [11] and Kim and 
Egbelu [8] also stressed the necessity of integrated process planning and scheduling in 
a job shop environment. However, these studies considered specific alternative 
process plans because of the complexity of overall optimization. Nasr and Elsayed 
considered alternative machines for each operation in jobs, but each job had a single 
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operations sequence. Kim and Egbelu proposed a mixed-integer programming model 
for scheduling jobs having multiple process plans. In this approach, possible process 
plans for each job were given and fixed. Thus all the plans should be decided before 
scheduling. They presented a methodology which can effectively handle many 
process plans for each job in solving the integrated process planning and scheduling.  

These studies made significant progress through simultaneous consideration 
compared to previous studies that were handled independently in the integration 
problem, but there have still been some problems in dealing with real cases due to a 
limit of methodology. Later on, combined approaches of meta-heuristic approach and 
mathematical programming approach have been suggested as a better way to improve 
the efficiency of search. Tan [14] developed a linear mixed-integer programming 
model (LMIPM) for integration problem, and also proposed the hybrid model of an 
LMIPM and a tabu search algorithm to enhance the speed of search and quality of 
solution of LMIPM. Lee et al. [10] developed GA (Genetic Algorithm)-based 
heuristic approach to solve the problem having alternative operations sequences with 
precedence constraints and alternative machines. Kim et al. [9] presented a symbiotic 
evolution algorithm to solve the problem with alternative operations as well as 
alternative machines and alternative operations sequences. The performance of the 
proposed algorithm has been compared with those of a traditional hierarchical 
approach and an existing cooperative coevolutionary algorithm.  

Although all these researchers have covered the integration of process planning and 
scheduling, they have not appropriately dealt with the real production spot. We try to 
show how the process of integrating process planning and scheduling applies to real 
cases of a manufacturing company and compare experimental results of this study 
with proven results in the benchmark problems for performance evaluation. Also, we 
develop a GA that performs a more effective and speedy search through chromosome 
representation for the integration problem. The chromosome representation can 
maintain feasibility after a genetic operator, and easily handle the integration problem. 
In this paper, we propose a GA to minimize the makespan of all of jobs in the 
integration problem with alternative machines and alternative operations sequences. 

3   Genetic Algorithm for Integrating Process Planning and 
Scheduling 

3.1   Definition of Problems 

In this paper, the integration problem of process plan selection and scheduling of 
multiple jobs with alternative process plans per job in an order-based job shop 
environment is addressed. It is different from a conventional job shop problem that 
generally has single process plan.  

The job shop designs its products based on order of customers, and one product is 
composed of many parts. We define the production of one part as a job. A job consists 
of many operations, and some of these operations have precedence constraints, and 
others have no precedence constraints. For example, if there are no precedence 
constraints between the milling operation of cutting the edge of a metal hexahedron 
and the drilling operation of the metal hexahedron, we can do any job first. And after 
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these jobs, if the polishing job and heat treatment must be done in sequence, we have 
two kinds of operations sequences for these four operations to make this part: one is 
milling  drilling  polishing  heat treatment and the other is drilling  milling 

 polishing  heat treatment. Also, each operation has several kinds of alternative 
machines, and in particular, if considering the machine capacity of an outsourcing 
company in the SCM environment, there are many alternative machines. The 
operations sequence of each job, the choice of machines for each operation and the 
job order of each machines have to be considered simultaneously for effective 
scheduling. This integrated process planning and production scheduling enable us to 
reduce trial and error and repeated process planning, thus generating improved 
process planning and scheduling simultaneously.   

3.2   Genetic Algorithm for Integration Problem 

GA enables us to seek a better solution in multiple approaches with a large number of 
individuals in a population. The most critical point in designing integrated process 
planning and scheduling method based on GA is to develop a representation scheme 
of chromosome representing the feasible solution in consideration of multiple plans as 
well as satisfying many constraints. Also, a proper objective function, composition 
method of population, genetic operator and genetic parameter should be designed 
according to specific properties of the problem. The procedure of the GA used in this 
study has followed the proved procedure in previous paper [13], and the chromosome 
representation, genetic operator and objective function have been revised to deal with 
the integration problem.  

3.2.1   Representation 
The solution of the integration problem considering alternative machines and 
operations sequences should first be represented in chromosome. The represented 
chromosome can help to find a better combination of operations sequence and 
alternative machine for each operation per job in evolution process.  

To represent the chromosome, we base on an operation-based representation that 
uses an unpartitioned permutation with m-repetitions of job numbers [1]. It is a 
pattern of repeating job number as many times as its number of operations. Each gene 
represents one operation and it is assigned to machines in the represented order. For 
example, a problem involving three jobs and three machines, as shown in Table 1, is 
represented in sequence in Fig. 1. In the figure, each number in the first row is the job 
number. Each job number is repeated three times in the first row because each job has 
three operations. The first job number represents the first operation of the job, and the 
second represents the second operation. The order of genes in the chromosome 
represents the order in which the operations of jobs are scheduled. As long as the job 
number appears as many times as the number of operations, this chromosome will 
always maintain its feasibility.  

The second row in Fig. 1 is for random numbers used to determine alternative 
operations sequences. As each job is completed in one operation sequence, a random 
number is produced for each job within the number of maximum alternative 
operations sequences. For example, as Job 2 in Table 1 has three alternative 
operations sequences, the random number has to be produced within the range of 1-3. 
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The third row has the random numbers representing alternative machines. Table 1 
shows that the second operation of Job 1 is to be done by M2, but it can also be done 
by either M1 or M3. In this example, there are three machines that can handle the 
second operation of Job 1. As there are no more alternative machines, as shown in 
Table 1, the random numbers for all alternative machines will be produced within the 
range of 1-3. The index shows the ordinal operation of each job. 

 
3  2  2  2  3  1  1  1  3  

2  3  3  3  2  1  1  1  2  

3  2  2  1  1  2  1  1  2  
(1  1  2  3  2  1  2  3  3) (Index)

Fig. 1. Chromosome representation 

The bold 3 in the first row in Fig. 1 means the first operation of job 3, and the bold 
2 in the second row means the operation sequence for job 3. Accordingly, this means 
that the second alternative operations sequence is     . And the bold 3 in 
the third row means that the first operation,  of job 3 is allocated to the 
third alternative machine among alternative machines. However, since this case has 
two alternative machines, it is to be allocated to the first machine, M1. If there is no 
alternative machine corresponding to the random number for choosing an alternative 
machine, the first machine is to be allocated.  

Table 1.  Alternative machines and alternative operation sequences for each Job 

Job 
Operation 
number 

Machine No., 
Processing time 

Alternative machine No., 
Processing time 

Operations 
sequences 

 M1, 6 (M2, 6) 

 M2, 5 (M1, 6), (M3, 6) 1 

 M3, 4 - 

 
 

 M1, 3 (M3, 4) 

 M2, 7 - 2 

 M3, 6 (M1, 6), (M2, 7) 

 
 
 

 M1, 7 (M3, 8) 

 M3, 5 (M1, 5), (M2, 6) 3 

 M2, 4 - 

 
 

Makespan will be measured by allocating each operation to the machines in the 
order of the first row. The shaded sections of Table 2 show the selected operations 
sequence and machines according to the chromosome of Fig. 1. The result of 
scheduling is shown in the Gantt chart in Fig. 2.  
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3.2.2   Selection Method 
Superior animals are mostly used as seed animals to bring forth the young at domestic 
animal breeding farms. Seed selection, a method of individual selection used in the 
propagation of cattle and preservation of an individual, has been introduced to the 
evolution of GA [13]. If the random value generated between 0 and 1 for an individual 
belonging to the father is smaller than 0.9, the good chromosome will be selected 
within a seed size involving superior chromosomes in the ranking population. 
Otherwise, the chromosome will be randomly selected from the entire population. The 
mother will be selected randomly from the entire population. Those selected will be 
used as parents, and then returned to the population so that they can be used again later.  

Table 2. Operation sequences and machines selected by chromosome 

Assigned machine for each operation Job Operations 
Sequence # First operation Second operation Third operation 

1 M1 M2 M3 
2 (M2) (M1)  1  
3  (M3)  
1 M1 M3 M2 
2 (M2)  (M1) 

1 

2  
3   (M3) 
1 M1 M2 M3 
2 (M3)  (M1) 1  
3   (M2) 
1 M1 M3 M2 
2 (M3) (M1)  2  
3  (M2)  
1 M3 M1 M2 
2 (M1) (M3)  

2 

3  
3 (M2)   
1 M1 M3 M2 
2 (M3) (M1)  1  
3  (M2)  
1 M1 M2 M3 
2 (M3)  (M1) 

3 

2  
3   (M2) 

3.2.3   Crossover and Mutation 
The crossover operator should maintain and evolve a good order relationship of 
chromosomes. In this research the crossover operator first produces a random section 
and then inserts all the genes inside the section into parent 2. The position of insertion 
is just before the gene where the random section starts. For example, in parent 1 if the 
random section starts in the fourth place, then the position of insertion will be before 
the fourth gene in parent 2. Then all genes with the same index as the genes in the 
random section will be deleted in parent 2. To make the alternative operations 
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 assign operations to machines according to the first row’s order of a chromosome 
 3 2 2 2 3 1 1 1 3 

Operation number          

 
          

      M1 
      7      13              28   33 

M2         
                   17       24  28     34  39      

M3        
             13  17                           39   43  

Fig. 2. A Gantt chart obtained from the representation  

sequences coincide with the same job number, it will be corrected according to the 
alternative operations sequence of the initial job number. These processes will be 
performed by alternating parent 1 and 2, thus producing two children. After two 
offspring are evaluated, the better one will be sent as the next generation. The 
crossover operator has shown good performance in a previous study [13]. 

The mutation operator brings a change to the chromosome, thus maintaining 
diversity within the group. This research uses the two types of mutation operator [13] 
based on the neighborhood searching method [5].  

3.2.4   Objective Function and Replacement 
The minimum makespan in scheduling often means the highest efficiency of a 
machine. When a chromosome is represented as a permutation type, the makespan is 
produced by the process that assigns operations to the machines according to the 
sequence of genes from left to right. This operation is performed while maintaining 
the technological order of jobs and considering alternative operations sequences and 
alternative machines.  

The next generation will be formed by selection among the current generation with 
a help of the genetic operator. The new individuals will be produced as many as the 
number of initial population and they form the next generation. By using elitism, bad 
individuals will be replaced with good individuals.  

4   Evaluation of Performance 

In order to evaluate the performance of the GA developed in this study, we used an 
example of a molding company, a typical job shop that has multiple process plans. 
Through this real case, we have compared two kinds of scheduling results, that is, the 
integrated scheduling considering the alternative machines and operations sequences 
and the traditional scheduling considering them sequentially. We used the 
representative job shop problem with alternative machines and integration problem of 
process planning and scheduling for the performance evaluation of the GA. We also 
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used makespan as an objective function for comparing with prior researches of 
integration problem. In the experiment, the parameters - crossover rate (0.8), mutation 
rate (0.1), seed size (20) and elitism size (10) - were decided by experiment. 
Population size and generation number are 200 and 1000 respectively. We look for 
the best results based on 50 runs in each benchmark problem. 

4.1   An Example of Integration Problem  

First, we deal with the example of an injection molding company which is a typical 
job shop. A molding is designed based on the customer’s order, and then its process 
planning is made to produce the goods. In order to produce one product, a lot of parts 
are necessary, and one part is considered as one job. One job has several operations, 
and some of these operations have no precedence constraints. For example, in the 
Elbow product of the Table 3, the two operations in job 2 can be done without 
precedence constraints. The shaded operations in Table 3, Table 4 and Table 5 have 
no precedence constraints. In particular, in job 5 of Table 3, MM operation is to be 
done prior to RD operation, but NCL operation can be done before MM operation or 
RD operation. That is, there are three alternative operations sequences. Some 
operations have alternative machines. There are three units of MM machine and two 
units of E machine in this case. Table 3, Table 4 and Table 5 show the process plans 
where their alternative machines and alternative operations sequence were decided by 
several tests. It is process plans producing the best makespan among the several 
process plans in considering process planning and scheduling separately.  

Table 3. Process planning of “Elbow” product 

Job Operation sequence (processing time) 
1 MM2(20) RD(15)     
2 MM1(20) RD(10)     
3 LM(16) MM3(30) RD(12)    
4 LM(30) MM2(30) RD(12)    
5 MM1(18) RD(3) NCL(4) E1(20) SF1(10) L(10) 
6 MM2(30) RD(12) L(10) E2(20) SF1(15)  
7 MM3(5) E1(4) SF1(6) L(10) RD(5)  

Table 4. Process planning of “Picnic Case” product 

Job Operation sequence (processing time) 
1 LM(14) RD(17)    
2 LM(14) RD(5)    
3 MM1(4) RD(8)    
4 RD(2) MM1(1)    
5 MM2(6) RD(2)    
6 MM3(4) RD(6) NCM(15) E1(8) SF1(10) 
7 MM2(5) RD(6) NCM(17) E2(12) SF1(10) 
8 MM3(3) RD(4) NCM(8) E1(3) SF1(5) 
9 MM1(10) AS(2) SF1(3)   
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Table 5. Process planning of “Cake Box” product 

Job Operation sequence (processing time) 
1 LM(18) RD(20)    
2 LM(17) RD(10)    
3 MM1(6) RD(2)    
4 MM1(6) RD(2)    
5 MM2(4) RD(7) E1(4) NCM(19) SF1(10) 
6 MM2(4) RD(8) E2(4) NCM(25) SF1(10) 
7 MM3(22) RD(4) E1(3) SF2(5)  

Table 6. Comparison of integrated scheduling results 

Makespan Product 
Non-Integration Integration 

Elbow 92 hours 88 hours 
Picnic Case 65 62 
Cake Box 69 61 

We look for the best results based on 10 runs in this case. Table 6 shows the 
makespan obtained by separated scheduling and integrated scheduling of process 
planning and scheduling. Here, one can clearly see the improved makespan in the 
integrated scheduling. Since there are many solutions with the same value in the final 
population of GA, we have not suggested the final process plan. 

4.2   Chambers’ Problem  

In an effort to examine the performance of an algorithm used in a job shop with 
alternative machines, Chambers [4] has added the specific machine according to the 
simple criterion in the benchmark problem of a classic job shop. He has revised an 
MT10 problem for making an alternative machine problem. The criterion is the sum 
of required processing times for each machine. As shown in Table 7, the newly 
suggested GA is showing a better solution. 

Table 7. Results of Alternative Machine Problem through Revised MT 10 Problem 

Problem Dispatching  Chambers' Tabu search  Proposed GA 
P1 1023 929 929 

P1, P1 1023 929 929 
P1,P1,P1 1023 936 929 

P1, P2 982 913 909 

4.3   Tan’s Integration Problem 

Tan [14] developed an LMIPM (Linear Mixed-Integer Programming Model). To test 
the performance of the model, he has suggested the problem that has five jobs with 
twenty operations. In this problem, most jobs and operations have more than four 
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operations sequences and alternative machines. Also, each job has a different release 
time. In this problem, Tan has introduced a specially designed dispatching rule for 
creating a feasible initial solution. As shown in the Table 8, the newly suggested GA 
has obtained the optimal solution acquired by LMIPM. The optimal schedule was 
obtained four times in 50 runs of the proposed GA. 

Table 8. Results from Tan’s problem example of integrated scheduling 

Algorithms ECTF OS FS SA LMIPM Proposed GA 

Makespan 43.33 44.91 55.51 43.40 34.15* 34.15* 

5   Conclusion 

This study tried to develop a GA for integration of process planning and scheduling, 
and to show the possibility of improving makespan. Also, we have produced the 
optimal or improved solution for the job shop problem that has alternative operations 
sequences and alternative machines, thus proving the performance of the GA. This 
means that we can more effectively respond to the due date demanded by customers.  

Hereafter, more research should be made on the problem of integration because of 
its complexity and difficulty. Although the combination of a mathematical 
programming approach and a meta-heuristic approach is believed to be a better 
solution for enhancing search capacity and efficiency, it still has problem of limitation 
of problem size which it is able to deal with and long searching time. Accordingly, 
more research on an effective local search method should be explored.  
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Abstract. A novel shape similarity retrieval algorithm (Hough-Radii) for 2-D 
objects is presented. The method uses a polar transformation of the contour 
points to get the shape descriptor that is invariant to translation, rotation and 
scaling. We take the maximum point in the generalized Hough transform 
(GHT) mapping array as the reference point for polar transform that is different 
from the traditional Centroid-Radii method where the geometric centre was 
taken as the origin. The effectiveness of our algorithm is illustrated in the 
retrieval of two databases of 99 and 216 shapes provided by Sebastian et al. The 
experimental results show the competitiveness of our approach to some others 
especially in the retrieval of partially occluded and missing images. 

1   Introduction  

More and more images have been generated in digital form around the world. There is 
an urgent demand for effective tools to facilitate the searching of images. Shape is an 
important visual feature and it is one of the basic features used to describe image 
content. There are many shape representation and analysis techniques in the literature 
[1, 2]. However, to find images in large databases efficiently by shape description is 
still a difficult task. This is because when a 3-D real world object is projected onto a 
2-D image plane, one dimension of object information is lost. As a result, the shape 
extracted from the image only partially represents the projected object. Furthermore, 
shape is often corrupted with noise, defects, arbitrary distortion and occlusion. 
MPEG-7 has set several principles to measure a shape descriptor, that is good 
retrieval accuracy, compact features, general application, low computation 
complexity, robust retrieval performance and hierarchical coarse to fine 
representation [3]. A practical shape description method usually makes tradeoffs 
among the above features. 

Chang et al. [4] described shapes by computing the distance of points of high 
curvature to the centroid. The radial distances were all normalized to the minimum to 
provide for scale invariance. Two contours were then assessed for shape similarity by 
a cyclic comparison of feature point radial distance. Ozugur et al. [5] again used the 
polar form but computed the distance of feature points to the centre of the smallest 
circle enclosing the shape. The polar representation was then broken into segments 
and each segment described by its Fourier coefficients and shape similarity is 
assessed using the Euclidean distance of the Fourier coefficients. 
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Tan and Thiang proposed a novel method for shape representation in their paper 
[6, 7]. The basic idea of their proposal is to use the centroid-radii model to represent 
shapes. In this method, lengths of the shape’s radii from centroid to boundary are used 
to represent the shape. The interval between radii, measured in degrees, is fixed. To 
make this approach invariant to scale, all radius lengths can be normalized by 
dividing by the longest radius among them. In Tan and Thiang’s method, two shapes 
are considered similar to each other if and only if the lengths of their radii at the 
respective angles differ by a trivial value. Thomas Bernier et al. [8] specially 
discussed the correspondence points problem of complicated shape objects. In the 
method, multiple distinctive vertices of contour boundary are extracted and used as 
comparative parameters to get the corresponding starting points. 

Similarly, Shuang Fan [9] proposed the centroid-radii histogram model. Since the 
space information was omitted, this model was robust to noise and got features of 
rotationally invariant intrinsically. While Dalong Li et al. [10] proposed a shape-
matching algorithm based on distance ratio distribution, and the standard deviation 
was used to measure the shape similarity, they also discussed the relationship between 
the number of sample boundary points and the shape retrieval accuracy.  

All the above methods represent a shape by one dimensional function, which was 
got by polar transformation of the boundary points. So they are called Shape 
Signature [3].This method can be normalized easily to achieve the translation and 
scaling invariance. Furthermore, it can also be invariant to rotation by shifting the 
signature plot to the maximum radii as the starting point. 

While in either case, the matching cost is too high for online retrieval. In addition 
to the high matching cost, shape signatures are sensitive to noise, and slight changes 
in the boundary will cause large errors in matching. This is because the above shape 
description methods all make use of the entire information of the contour, which 
means the centroid of the contour is calculated from the mean of all points lying on 
the boundary. Therefore, the position of the centroid will shift, when only a few 
boundary points have slight changes in position. Consequently, the relative distance 
of other points on the boundary to the centroid will change. As a result, the effect of 
the shape description is affected and this will directly results in the failure of shape 
matching. 

To overcome the above two limitations of the Centroid-Radii method, we proposed 
the Hough-Radii method. The generalized Hough transform (GHT) is utilized to give 
the reference point as the origin of polar transformation for the query image. This can 
solve the reference point shifting problem greatly. And because the GHT can be used 
as filters to abandon obvious false matching images, so the retrieval efficiency is 
improved at the same time.   

2   General Description of the Approach 

In this paper a method is described which consists of two integrally linked aspects. 
The first is shape representation and the second is shape matching, through which two 
representations can be compared. While segmentation is required prior to 
representation, it is not the topic of the paper. Section 2.1 describes the method of 
representation in detail and Section 2.2 describes the comparison of representations.  
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2.1   Shape Description 

2.1.1   Polar Transform Description [8] 

First, the vector R  from each contour point to the reference point is calculated. Then 
we get the signature plot by its angle and amplitude, so the most important thing to do 
is to get the reference point location for the polar transform. The centroid of the image 
is taken for granted as the origin of the polar transform on all the above method. It’s 
calculated by  
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Where (xi,yi) is the i-th contour point and n is the total number of sample points on the 
boundary.  

The amplitude R and angle  of the signature plot is calculated by the following 
formula: 

22 )()( cici yyxxR −+−=  (2) 

 is the angle taken counter-clockwise, starting from the X axis direction and it’s 
calculated by:  
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Where y yi yc x xi xc, xc yc is the location of centroid. 
Once all the R and  is got, plot the R (signature plot) curve in X-Y plane with  

as the x axis and R as the y axis. Since the signature plot takes only the relative 
location information between boundary points and centroid point, this description 
method is invariant to translation. 

2.1.2   Scale Normalization 
A shape based image retrieval system requires the algorithm has feature of scale 
invariance. In order to provide for scale invariance, we take the area based 
normalization method. This method is insensitive to the local boundary deformation, 
because area contains the most stable and effective information of the image size. 
First, define an area constant Carea, then every template image and the query image is 
compared to this constant to get the scaling factor as follows:  
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areaC
S=α  (4) 

Where S is the area of the shape enclosed. 
After the scaling factor is calculated, all radii lengths can be normalized by 

dividing with . Thus the signature plots acquired in this way are invariant under 
scale. 

Although the polar transform based Centroid Radii model has features of 
translation and scale invariant, this shape descriptor is very sensitive to the boundary 
local deformation. From equation (1) we can see that the centroid is calculated by the 
mean position of all boundary points. Thus, even several points on the boundary have 
small changes in position; the coordinate of the centroid will change. And this lead to 
the centroid adii of all boundary points change, so the shape signature plot will 
change also. Then the matching failure rate is increased. 

2.1.3   Hough-Radii Model 
Hough transform was originally used as a method to detect line and circle in images. 
Ballard [11] developed it and proposed the generalized Hough transform which could 
detect arbitrary shape objects. We take its parameter mapping theory, and analyze the 
mapping point distribution to give the origin point for the polar transform shape 
description. The origin point got by this method is more robust to local deformations 
than centroid. Fig. 1. shows the signature plots got by two different methods, the fish 
template image is on the left and the query image with tail part missing is on the right.

        Template image   image with tail part missing

     (a) Centroid-Radii shape matching                  (b) Hough-Radii shape matching            

Fig. 1. Comparison of Shape signature plots of two fish images got by different methods 



662 X. Yang and X. Yang 

From the above figure we can see that there are much more cumulate error areas 
for the Centroid-Radii method. While error areas only happen at the tail for the 
Hough-Radii method, which means the error doesn’t diffuse. 

The procedures of the Hough-Radii are as follows: First, construct the R -table 
from the template image. Choose the centroid (c) as reference point, for each 

boundary point (B), calculate the gradient direction  and the distance vector R  to 

centroid c. Store R  as a function of . Table 1 shows the form of the R -table 
diagrammatically.

Table 1. R -table format

i         i                 ( )iR Φ  

0        0           }0)(,,|{ =Φ=− xBinxxrcr  

1               })(,,|{ ΔΦ=Φ=− xBinxxrcr  

2        2  }2)(,,|{ ΔΦ=Φ=− xBinxxrcr

 

Second, build an accumulator array A for each query image, and initialize it with 
zeros.  

Next, for any boundary points iX  on the query image, calculate its gradient 

direction angle i and lookup the R -table to find the corresponding ( )iR Φ . And 

then the mapping position is given by the following equation:

)(RX)X( iii +=ref  (5) 

For each mapping position, increment the corresponding accumulator array entries: 

)X( iref )X( iref  (6) 

After all edge pixels have been considered, local maxima will appear in the array A 
if the query image is similar enough to the template image. Otherwise the value in 
array A is dispersed and no obvious maxima can be found, as is shown in Fig.2. As  
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(a)  Image of the same category                                 (b) Image of different category 

Fig. 2. Accumulated array got by GHT for query images of different shapes  

the R -table of fish image template is utilized to human query image (b) and fish 
query image (a) with tail part missing, the accumulator A is concentrated for the fish 
image, however, is dispersive for the human image. 

Summing up the number of mapping points falling into the 3×3 neighboring region 
of the maximum, and store it as Vm . If Vm/N β  (where N is the total number of 

points on the boundary; β  is threshold which depends on the shape deformation 

extent of the same class.), then take this maximum as origin of the polar transform 
and give the corresponding signature plot. Else, it can be concluded that the query 
image and template image do not belong to the same category. So there is no need to 
get its signature plot. As a result, with this method we can improve the retrieval 
accuracy and at the same time quicken the retrieval speed. 

2.2   Shape Matching 

The similarity of two shapes is inversely proportional to the area (accumulate error 
area) lying between their respective signature plot. So the similarity is given by the 
following equation: 

12

0

−

=
′−= θ

π

θ θθ dRRSim  
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Where θ  is the angle and R is the radii. 
When the image rotates by arbitrary degree, its signature plot is just shifting by the 

corresponding interval. As is shown in Fig.3. . 
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Fig. 3. hape signature plots of fish images with different lying direction 

Fish image and the same image with 60 degree rotation are on the left. As we can 
see that their signature plots have the same shape, but just differ in starting point. 
Which means for the template image and its corresponding query image with different 
direction positioned their signature plots just differ in starting points. Based on this 
fact, we can shift the signature plots by the angle associated with the maximum radii 
to provide for rotational invariance. 

However, this assumes that the maximum radii will always occur at the same point 
while practical objects hold many exceptions to this assumption. To solve this 
situation, we take every maximum point as the starting point to match with the 
template image signature plot. 

3   Comparative Performance Analysis 

In order to compare our method to the traditional Centroid-Radii method, we test on 
the same image retrieval database which was build by Sebastian [12]. This database 
contains two sub-databases A and B. Sub-database A has 99 shapes which are 
classified into 9 categories with 11 shapes in each category. Sub-database B has 216 
shapes which are classified into 18 categories with 12 shapes in each category.  

Each shape in sub-database A was used as a template to which the whole database 
was retrieved. The retrieval result gives 10 most similar shapes (excluding the model 
itself) to the template. Ideal results would be that 10 other shapes of the same 
category were all retrieved. Some of the results obtained by T. Bernier et al. [8] are 
shown in Fig. 4. 15 nearest retrieved results and their match values are ranked by their 
similarity to the template image. It’s clear that the first 10 images do not always 
belong to the correct category. So there exit some error matching. 

To show the superiority of our approach to the Centroid-Radii in the presence of 
partial occlusion and part-based changes like articulation, we specially selected a 
small dataset of 10 shapes from sub-database A ((Fig. 5(a)). This dataset contains 5 
Rabbit images and 5 Greebles images, which were mostly false retrieved by the 
Centroid-Radii method.  

Each of the shapes was used as a template to which the other 9 were retrieved. 10 
most similar shapes (excluding the model itself) to the model were ranked by their 
similarity to the template image (Fig. 5(b), (c)). Centroid-Radii description method 
utilizes the entire information of the contour, which makes it very sensitive to partial  
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Fig. 4. Selected results obtained by T. Bernier et al [8] 

    

a Test database specially selected of Rabbit and Greebles 

 

b) Retrieval results of Centroid-Radii                  c) Retrieval results of Hough-Radii  

Fig. 5. Comparison of the retrieval results on partially occluded/missing database 
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occlusion and part-missing. As a result, there happened 13 miss matching in the 90 
matches. Especially for the first rabbit model which is partially occluded and the 3rd 
rabbit model which is part missing. While with our approach the effectiveness of the 
shape description remains high even under these adverse conditions, and there are 
only 5 miss matching in the 90 matches. 

Lastly, like all retrieval systems, we compute the recall-precision [13] to asses the 
performance. Fig. 6 shows  the recall-precision plot comparison results of our method 
with others such as: Centroid-Radii [8] , Shape context [14] and Shock-Graph [12]. It 
is clear from these diagrams that our method and Shock-Graph method outperform 
Centroid-Radii method and shape-context matching for these two databases. Since 
both Centroid-Radii and Shape context are based on the relative distance between all 
boundary points and the centroid. Thus the efficiency of the descriptor depends on the 
entirely information of the shape and consequently is sensitive to noise, such as 
partially occlusion. However, the plots remain high for our approach and Shock-
Graph, whose description efficiency was not affected by local disturbance. 

  

         a)Retrieval results on 99 shapes                             b)Retrieval results on 216 shapes 

Fig. 6. Recall-precision diagrams for indexing into the two sub-databases  

4   Conclusions and Future Work  

In this paper, a shape retrieval algorithm for 2-D objects is proposed. The algorithm 
utilizes the boundary gradient angel mapping theory of generalized Hough 
transform to give out the reference point for polar transform. Thus the 2-D shape 
matching problem is converting into a 1-D plots similarity measure problem. 
Compared to the Centroid-radii method which takes centroid as origin for polar 
transform, our approach is more robust even under the part occlusion condition. 
Tests show the proposed Hough-Radii method is invariant to scale, rotation and 
translation. Further work includes both extensions and applications of the current 
work. We will attempt to extend this approach to the retrieval of 3D shapes, and we 
have begun to use our algorithm as a subroutine in indexing of mitral valve in echo-
cardio graphic images.  



 A Robust Shape Retrieval Method Based on Hough-Radii 667 

References 

1. S. Loncarin, “A survey of shape analysis techniques,” Pattern Recognition, vol. 31, no. 5, 
pp. 983–1001, 1998 

2. Zhang, D., Lu, G., “Review of shape representation and description techniques. Pattern 
Recognition,” vol. 37, no. 1, pp. 1-19, 2004 

3. H. Kim, J. Kim, “Region-based shape descriptor invariant to rotation, scale and 
translation,” Signal Processing: Image Communication, vol. 16, pp. 87–93, 2000 

4. C.C. Chang, S.M. Hwang, D.J. Buehrer, “A shape recognition scheme based on relative 
distances of feature points from the centroid,” Pattern Recognition, vol. 24, pp. 1053–
1063, 1991 

5. T. Ozugur, Y. Denizhan, E. Panayirci, “Feature extraction in shape recognition using 
segmentation of the boundary curve,” Pattern Recognition Letters, vol. 18, pp. 1049–1056, 
1997 

6. KL Tan, BC Ooi and LF Thiang, “Indexing Shapes in Image Databases Using the 
Centriod-Radii Model,” Data and Knowledge Engineering, vol. 32, pp. 271-289, 2000 

7. KL Tan, BC Ooi and LF Thiang, “Retrieving similar shapes effectively and efficiently, 
Multimedia Tools and Applications,” vol. 19, no. 2, pp. 111–134, 2003 

8. T. Bernier, JA Landry, “A new method for representing and matching shapes of natural 
objects,” Pattern Recognition, vol. 36, pp. 1711-1723, 2003.  

9. Shuang Fan, “Shape Representation and Retrieval Using Distance Histograms,” Technical 
Report TR 01-14,department of computer science, University of Alberta, Edmonton, 
Alberta, Canada, October 2001. 

10. Dalong Li, Steven Simske, “Shape Retrieval Based on Distance Ratio Distribution,” 
Technical Report. HPL-2002-251 

11. Ballard Dana H, “Generalizing the Hough transform to detect arbitrary shapes,” Pattern 
Recognition, vol. 13, no. 2, pp. 11—122, 1981 

12. T. Sebastian, P. N. Klein, and B. Kimia, “Recognition of shapes by editing their shock 
graphs,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 26, no. 5, 
pp. 550—571, 2004 

13. E. Milios, E. Petrakis, “Shape Retrieval Based on Dynamic Programming,” IEEE 
Transactions on Image Processing, vol. 9, no. 1, pp. 141- 146, 2000.  

14. S. Belongie, J. Malik, and J. Puzicha, “Shape Matching and Object Recognition Using 
Shape Contexts,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 
24, no. 4, pp. 509-522, 2002.  



A. Sattar and B.H. Kang  (Eds.): AI 2006, LNAI 4304, pp. 668 – 677, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Intelligent Control of Mobile Agent Based on Fuzzy 
Neural Network in Intelligent Robotic Space 

TaeSeok Jin1, HongChul Kim2, and JangMyung Lee2 

1 Dept. of Mechatronics Eng., DongSeo University, Busan, 617-716, Korea 
jints@dongseo.ac.kr 

2 Dept. of Electronics Engineering, Pusan National University 
{hit_pnu, jmlee}@pusan.ac.kr 

Abstract. This paper introduces Fuzzy Neural Network controller to increase 
the ability of a mobile robot in reacting to the dynamic environments. States of 
robot and environment, for examples, the distance between the mobile robot 
and obstacles and the velocity of mobile robot, are used as the inputs of fuzzy 
logic controller. The navigation strategy is based on the combination of fuzzy 
rules tuned for both goal-approach and obstacle-avoidance. To identify the en-
vironments, a sensor fusion technique is introduced, where the sensory data of 
ultrasonic sensors and a vision sensor are fused into the identification process. 
Preliminary experiment and results are shown to demonstrate the merit of the 
introduced navigation control algorithm.  

1   Introduction 

The Intelligent Robotic Space(IRS) propagates mobile robots in the space, which act 
in the space in order to change the state of the space. These mobile robots are called 
mobile agents. Mobile Agents cooperating with each other and with the core of the 
IRS to realize intelligent services to inhabitants. Mobile robots become more intelli-
gent through interaction with the IRS. Moreover, robots can understand the requests 
(e.g. gestures) from people, so that the robots and the space can support people effec-
tively. The Intelligent Robotic Space can physically and mentally support people 
using robot and VR technologies; thereby providing satisfaction for people. These 
functions will be an indispensable technology in the coming intelligence consumption 
society (Fig. 1). An autonomous mobile robot is intelligent robot that performs a 
given work with sensors by identifying the surrounded environment and reacts on the 
state of condition by itself instead of human. Unlike general manipulator in a fixed 
working environment [1],[2] it is required intelligent processing in a flexible and 
variable working environment. Recently studies on a fuzzy-neural-network control 
are attractive in the field of autonomous mobile robot. The fuzzy-neural-network 
control is suitable for adopting sensor fusion techniques in order to increasing the 
ability of the mobile robot to react to dynamic environment as well as ensuring colli-
sion avoidance with both moving and non-moving obstacles [3],[4]. Generally, fuzzy 
inference approaches tend to de-emphasize the goal-directed navigation and focus 
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more upon handling reactive and reflexive situations. The results of the fuzzy  
inference controller generally do not tend towards the optimal path [5]. However, 
unexpected and rapidly moving obstacles are avoided safely than other methods 
[6],[7].  

This paper is organized as follows. This section introduces the concept of Intelli-
gent Robotic Space. Section 2 introduces the mobile agent and human behavior 
model, which is used to understand human behavior directly from observation. Sec-
tion 3 shows experiment for observation of human behavior using the distributed 
sensory intelligence of the Intelligent Robotic Space and control the mobile agent 
using the acquired behavior. 

 

Fig. 1. Vision of IRS, as a human support system for more comfortable life 

2   Fuzzy Neural Network Controller Design 

2.1   Structure of Navigation Algorithm 

The proposed fuzzy neural network controller is shown as Fig. 1. We define three 
major navigation goals, i.e., target orientation, obstacle avoidance and rotation move-
ment; represent each goal as a cost function. Note that the fusion process has a  
structure of forming a cost function by combining several cost functions using 
weights.  

In this fusion process, we infer each weight of command by the fuzzy algorithm 
that is a typical artificial intelligent scheme. With the proposed method, the mobile 
robot navigates intelligently by varying the weights depending on the environment, 
and selects a final command to keep the minimum variation of orientation and veloc-
ity according to the cost function. In the type of fuzzy neural networks based on BP, 
neurons are organized into a number of layers and the signals flow in one direction. 
There are no interactions and feedback loops among the neurons of same layer. 
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COMMAND FUSION
Mobile Robot

controller

)(2 θf
)(1 θf )(3 θf

 
Fig. 2. Overall structure of navigation algorithm 

2.2   Command for Moving Toward Target Orientation 

The orientation command of mobile robot is generated as the nearest direction to the 
target point. The command is defined as the distance to the target point when the 
robot moves present with the orientation, θ and the velocity, v . Therefore, a cost 
function is defined as Eq. (1).  
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where, v  is θθ −⋅− ckvmax  and k  represents the reduction ratio of rotational 

movement. Also the cost function is represented as the values in the most surface 
when the robot moves with velocity, and orientation, θ, as shown in Fig. 3. 

θ v

Cost surface
 

Fig. 3. Function of θ, ν in cost surface 

2.3   Command for Avoiding Obstacle 

We use the method of representing the cost function for obstacle-avoidance as the 
shortest distance to an obstacle based upon the sensor data in the form of histogram. 
The distance information is represented as a form of second order energy, and repre-
sented as a cost function by inspecting it about all θ as shown in Eq. (2). 
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)()( 2
0 θθ sensordE =  (2) 

To navigate in a dynamic environment to the goal, the mobile robot should recog-
nize the dynamic variation and react to it. For this, the mobile robot extracts the varia-
tion of the surrounded environment by comparing the past and the present. For  
continuous movements of the robot, the transformation matrix of a past frame w.r.t 
the present frame should be defined clearly. 
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Fig. 4. Transformation of frame 

In Fig. 4, a vector, α
1−nP  is defined as a position vector of the mobile robot w.r.t the 

{n-1} frame and α
nP  is defined as a vector w.r.t the {n} frame. Then, we obtain the 

relation between α
1−nP  and α

nP  as follow. 
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Here, n
nR 1−  is a rotation matrix from {n-1} to {n} frame defined as Eq. (4), and n

nd 1−  

is a translation matrix from {n-1} frame to {n} frame as shown in Eq. (5). 
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According to the Eq. (3), the environment information measured in the {n-1} frame 
can be represented w.r.t the {n} frame. Thus, if 1−nW , and nW  are the environment 

information in the polar coordinates measured in {n-1} and {n} frames, respectively, 
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we can represent 1−nW  w.r.t the {n} frame, and extract the moving object by the Eq. 

(6) in the {n} frame. 

)(  1
n

1
n

nnn WWW movement −⋅= −−  (6) 

where 1−n
nW  represents 1−nW  transformed into the {n} frame. 

2.4   Command for Minimizing Rotational Movements  

Minimizing rotational movement aims to rotate wheels smoothly by restraining the 
rapid motion. The cost function is defined as minimum at the present orientation and 
is defined as a second order function in terms of the rotation angle, θ as Eq. (7). 

angle presentE cr  :    )()(  c
2 θθθθ −=  (7) 

The command represented as the cost function has three different goals to be satisfied 
at the same time. Each goal differently contributes to the command by a different 
weight, as shown in Eq. (8). 

)()()()( 321 θθθθ rod EwEwEwE ⋅+⋅+⋅=  (8) 

3   Inference of Cost Function by Fuzzy Neural Network 

3.1   Structure of Control System 

An interesting architecture for a fuzzy neural controller has been proposed by Jang 
[10] and our controller is based on this idea. Fuzzy neural controllers can be regarded 
as fuzzy controllers implemented using a neural network, often in the form of a modi-
fied radial basis function network. By this means the learning algorithms developed 
for neural networks become available for the training of the fuzzy controller. 

We infer the weights of Eq. (8) by means of fuzzy algorithm. The main reason of 
using fuzzy neural network algorithm is that it is easy to reflect the human's intelli-
gence into the robot control. Fuzzy inference system is developed through the process 
 

 

Fig. 5. Structure of fuzzy neural network control system 
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of setting each situation, developing fuzzy-neural with proper weights, and calculat-
ing weights for the commands. Fig. 5 shows the structure of a fuzzy-neural inference 
system. We define the circumstance and state of a mobile robot as the inputs of fuzzy-
neural inference system, and infer the weights of cost functions. The inferred weights 
determine a cost function to direct the robot and decide the velocity of rotation. For 
the control of the mobile robot, the results are transformed into the joint angular ve-
locities by the inverse kinematics of the robot. 

3.2   Behavior Approximation with Fuzzy Neural Network 

Fuzzy-Neural Netwok(FNN) is applied in the behavior approximation framework in 
order to handle the non-linear mapping of target tracking, obstacle avoidance. The 
FNN is class of adaptive network that is functionally equivalent to fuzzy inference 
systems. Takagi-Sugeno fuzzy inference system (TS-FIS) is an effort to develop a 
systematic approach to generating fuzzy rules from a given input-output data set [7]. 
A typical fuzzy rule of the TS-FIS model: 

)(

)()()(

110

11

ninjijiii

innijji

xwxwxwwyTHEN

AisxANDANDAisxANDANDAisxIFR

+++++=

=
 (9) 

where iR  denotes the thi  fuzzy rule, )1( ri = , r  is the number of fuzzy rules, x  is 

the input vector, =x T
nj xxx ],,[ 1 , jiA ,  denotes the antecedent fuzzy sets, 

)1( nj = , iy  is the output of the thi  linear subsystem, and ijw  are its parameters, 

)0( nl = . The nonlinear system of FNN forms a collection of loosely coupled mul-

tiple linear models. The degree of firing of each rule is proportional to the level of 
contribution of the corresponding linear model to the overall output of the TS-FIS 
model. For Gaussian-like antecedent fuzzy set, the degree of membership is 

,
2*

ijj xx
ij e

−−
=μ  (10) 

where jx  is the thj  input, *
ijx  denotes the center of ijA  membership function, 

24 r=α  and r  is positive constant, which defines the spread of the antecedent and 

the zone of the influence of the thi  model (radius of the neighborhood of a data 
point); too large value of r leads to averaging. The firing level of rules are defined as 
Cartesian product or conjunction of respective fuzzy sets for this rule, The output of 
the TS-FIS model is calculated by the weighted averaging of individual rules’ contri-
butions, 

,
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where )/(
1 j

r

jii ττλ
=

=  is the normalized firing level of the thi  value, iy  represents 

the output of the thi  linear model, =iπ T
inijii wwww ],,,,,[ 10  is the vector of 

parameters of the thi  linear model, and TT
e xx ]1[=  is the expanded data vector. 

4   Experimentation 

4.1   Mobile Agent 

This proposed navigation method is applied for a mobile robot named as Pioneer-DX 
that has been developed in Laboratory for Intelligent Robot, DSU as shown in Fig. 6. 
We use a DC motor for each wheel, and use a ball-caster for an assistant wheel. Two 
encoders, a gyro-sensor (ENV-05D), an ultrasonic sensor and a vision sensor are used 
for the navigation control. The gyro sensor is used for recognizing the orientation of 
robot by measuring the rotational velocity; the ultrasonic sensor (Polaroid 6500) is 
used for recognizing environment, which is rotated by a step motor within 180 de-
grees; the CCD camera (Samsung SFA-410ED) is used for detecting obstacles.  A 
Pentium 4, 2.45Ghz processor is used as a main controller and an 80C196KC micro-
processor is used as a joint controller. 

CCD Camera

Laser finder

Ultrasonic
Sensor

Odometry Sensor

Gyro Sensor

 

Fig. 6. Mobile agent, Pioneer-DX 

4.2   Experiment Results 

Ultrasonic sensor is good in distance measurement of the obstacles, but it also suffers 
from specular reflection and insufficient directional resolution due to its wide beam–
opening-angle. So, we use a sensor fusion method to decide the distance and width of 
obstacles and avoid them during the navigation. Mobile agent examines whether 
measured value is data of distance to real obstacle or distance to its shadow. If differ-
ence of measured data by vision and ultrasonic sensor is within the error tolerance, 
mobile agent uses measured data by vision sensor as distance to obstacle. Otherwise, 
mobile agent uses measured data by vision sensor as distance to obstacle. 
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Fig. 7(a) depicts sensing coverage of vision and ultrasonic sensor used this experi-
ment. Ultrasonic sensor can detect obstacles within 7m and Vision system can detect 
obstacles within the range of between 130cm and 870cm. Fig. 7(b) shows the mapped 
relation between CCD image and real obstacle. Eq. 9 and 10 are relation equations 
between distance to obstacle from mobile robot on real environment and pixel coordi-
nation about each direction x and y on CCD image.  

Sonar
sensing

Visual
sensing

+
Sonar

sensing

Sonar
sensing

   

1h

3h

2h

α

1l2l ol

ryθ

1w
2w

ow rxθ

 
(a)                                                                  (b) 

Fig. 7. Sensing coverage and mapping between CCD image and real obstacle 

where, xp , yp  are maximum values of each x and y coordination on CCD image 

frame.  Parameter values used for experiment are shown in Table 1. 

Table 1. Parameter values used for experiment 

1h  39cm 2h  7.5cm 

3h  4cm α  15° 

rxθ  27° ryθ  20° 

xp  320 pixel yp  240 pixel 

 
We experiment the recognition of obstacle using above equations and parameter 

values as shown in Fig. 8.  Fig. 9(a) is the image used on the experiment; Fig. 9(b) is 
the values resulted from matching after image processing. Fig. 9. shows that maxi-
mum matching error is within 4%. Therefore, it can be seen that above vision system 
is proper to apply to navigation. The mobile robot navigates along a corridor with 2m 
width and with some obstacles as shown in Fig. 10(a). The real trace of the mobile 
robot is shown in Fig. 10(b). It demonstrates that the mobile robot avoids the obsta-
cles intelligently and follows the corridor to the goal. 
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Fig. 8. Vision area for detecting and tracking 
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(550, 0)
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(217, -9.6)
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(a) Input image                        (b) Result of matching 

Fig. 9. Experimental result of the vision system 

0
x
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(a) Diagram of robot in a corridor                        (b) Composed world map 

Fig. 10. Navigation of the mobile robot in a corridor 
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5   Conclusions 

A fuzzy-neural-network control algorithm for both obstacle avoidance and path plan-
ning is proposed so that it enables the mobile robot to reach to target point in the Intel-
ligent Robotic Space safely and autonomously. To show the efficiency of proposed 
method, real experiments are performed. The experimental results show that the mobile 
agent, Pioneer-DX can navigate to the target point safely under unknown environments 
and also can avoid moving obstacles autonomously. Obstacle avoidance and target 
tracing is approximated with Fuzzy-Neural Networks. Note that mobile agent is not 
able to detect moving obstacles that are faster than the mobile agent. Also, it is difficult 
to estimate motion-vectors of obstacles that are navigating fast and irregularly. 

Further researches on the prediction algorithm of the obstacles and on the robust-
ness of performance are required. Also, we involve improving the detecting accuracy 
for the mobile robot and applying this system to complex environments where many 
people, mobile robots and obstacles coexist. Moreover, it is necessary to survey the 
influence of the mobile agent which maintains a flexible distance between the robot 
and the human, and introduces the knowledge of cognitive science and social science. 
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Abstract. In comparison with robot manipulators, primate limbs ex-
cel robots in facile movements requiring compliance control. Based on
this fact, a neuromuscular-like model that can emulate different involun-
tary and voluntary movements within constraints from neurophysiology
is proposed in this paper. The neural controller is an intelligent sys-
tem applied for multi-joint opponent muscle control of a robot finger.
Artificial muscles are electric pistons with shape memory alloy (SMA)
springs. The neural model proposes functional roles for pre-central cor-
tical cell types in the computation of a descending command to spinal
alpha and gamma motor neurons, and allows controlling desired joint
movement trajectories by smoothly interpolating between initial and fi-
nal muscle length commands for the antagonist muscles involved in the
movement. Through experimental results, we showed that the neural
controller exhibits key kinematic properties of human joint movements,
dynamics compensation and including asymmetric bell-shaped velocity
profiles. The neural controller allows varying the balance of static and
dynamic feedback information to guide the joints’ movement command
and to compensate external forces.

1 Introduction

In recent years, several control strategies have been proposed for robot com-
pliance [1], [2], [3] but the performance of industrial robots is still crude in
providing compliance. This deficiency remains one of the major problems lim-
iting the scope of robotic applications. Limitations in current robot compliance
controls motivated the study of this paper. Modeling the spring-like behaviour
of the neuromuscular system, while the limb is in contact with the environ-
ment, allows successful impedance control to provide compliance for a finger
robot. The concept of flexion-extension in muscular system was also adopted by
Jacobsen et al. to control manipulator links with two tendon-driven actuators
[4]. Their control algorithms in position and force control showed good results,
experimentally. The success of these efforts indicates that a better design of ro-
botic compliance control may benefit from modeling the mechanism of biological
limbs.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 678–688, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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According to extensive empirical experiments [5], natural movements such as
reach and grasp are the results of a distributed control process, involving a com-
plex array of sensorimotor structures. The control of such movements requires
accurate proprioception despite load variations, as well as finely graded force
generation, in order to compensate for both inertial and static loads associated
with the manipulated objects. Activity interpretable as static and inertial load
compensation has long been associated with area 4, and a proprioceptive role
for area 5 is also well established [6]. As part of an attempt to unify these di-
verse experimental data, Bullock et al. [7] proposed a computational model that
incorporates model neurons corresponding to identified cortical cell types in a
circuit that reflects known anatomical connectivity.

In this work, a voluntary jointed movement control for an anthropomorphic
finger is presented. The neural controller integrates the spring-like property of
muscles and their reciprocal reflex control circuit. The descending commands
specify an equilibrium position of the joint and an excitation signal for an-
tagonist muscles. The equilibrium signal activates γ motor neurons (γ-MN) of
muscle spindles, and the excitation signal activates α motor neurons (α-MN)
of extrafusal muscle fibers. The equilibrium position is achieved through recip-
rocal inhibition, which balances the action of the antagonists at the joint. A
joint movement is produced by shifting the equilibrium position and altering
the intensity of excitation signal. A new aspect of this research work is to apply
knowledge of human neuro-musculo-skeletal motion control to a robotic system,
and to demonstrate that such system is able to respond voluntary similar human
joint movements on an robot finger actuated by tendons. The robot finger with
three degree of freedom (DoF) used in our experiments is driven by six artifi-
cial muscles. Each joint is driven by one pair muscles (included its tendon). In
the neuromuscular-like control system, control signals are not in form of torques
to be applied to the joints, but instead control is performed directly in muscle
space.

This paper is organized as follows. We first describe the neuromuscular-like
control for voluntary joint movements of a biomechanically-designed robotic sys-
tem in Section II. Experimental results with the proposed scheme for the joint
position control of an anthropomorphic finger are addressed in Section III. Fi-
nally, in Section IV, discussions based on experimental results are given.

2 Architecture of the Neuromuscular-Like Control
System

The proposed neuromuscular-like control is modeled from physiological proper-
ties of the primate muscle-reflex mechanisms. A muscle-reflex model can emulate
the response of extensor or flexor for the involuntary joint movement. However,
to emulate voluntary joint movements, a more complete model is required for
performing the operations of both extensor and flexor. In other words, volun-
tary joint movements require torques in two directions (flexion and extension),
and therefore two separate muscles. Involuntary joint movements are driven by
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external forces, but voluntary joint movements are dictated by CNS (central
nervous system) through motor commands as well as by external forces. Based
on these basic distinctions between voluntary and involuntary joint movements,
a neuromuscular-like model, depicted in Fig. 1, is proposed. This neural con-
trol system is a muti-channel central pattern generator capable of generating
desired trajectories by smoothly interpolating between initial and final length
commands for agonist-antagonist muscles involved in the flexion-extension move-
ment for each joint. Basic properties of this circuit are notably its allowance for
movement priming, and for performing the same movement at various speeds
while maintaining synchrony among synergists.

The system neuromuscular consists of three parts: (1) a trajectory generator
for muscle lengths, (2) a cortical network for the generation of motor commands,
and (3) a mathematical model of the muscle for the production of forces on
SMA springs. Figure 1 depicts the cortical neural controller, which uses several
representations of neural variables postulated to be coded by activity levels dis-
tributed across cortical populations. Furthermore, as integral part of the control
system, the force controller of the SMA actuators incorporates a feedforward
loop with a PID feedback controller [8]. The hysteresis nonlinearity of the SMA
actuators is modeled in the feedforward loop by using the classical Preisach
model [9]. The generation of desired force to the force controller of an artifi-
cial muscle is given by the mathematical model of the muscle (see Figure 1)
to represent the basic properties of the human musculo-skeletal system and its
neural adjustment is carried out by the trajectory generator and the cortical
network.

Fig. 1. Architecture of the neuromuscular-like control system. GO, scalable gating
signal (globus pallidus); DVV, desired velocity vector (area 4 phasic movement-time);
OPV, outflow position vector (area 4 tonic); OFPV, outflow force+position vector
(area 4 phasic-tonic); SFV, static force vector (area 4 or subcortical); IFV, inertial
force vector; PPV, perceived position vector (anterior area 5 tonic); DV, difference
vector (posterior area 5 phasic); TPV, target position vector (area 5 or area 7b);
γd, dynamic gamma motor neuron; γs, static gamma motor neuron; α, alpha motor
neuron; Ia, type Ia afferent fiber; II, type II afferente fiber; c.s., central sulcus; i.p.s.,
intraparietal sulcus. The symbol + represents excitation, − represents inhibition, ×
represents multiplicative gating, and + represents integration. For simplicity, alone
the control system is shown for a joint driven by an agonist-antagonist actuator pair
with muscle-like properties.
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2.1 Trajectory Generator

The desired position of each joint is transformed to the tendon space. Then, in
the trajectory generator, motor planning occurs in the form of a target position
command, Pin, an array that specifies the lengths of all trajectory-controlling
muscles, and an independently controlled scalar signal, called the GO signal
which represents the globus pallidus [10] and specifies the movement’s overall
speed. An automatic process converts this information into an desired tarjec-
tory with invariant properties, notably properties of synchrony among muscle
synergies. This automatic process includes computation of a desired position
command, Tin, and a difference vector (vi) between Pin and Tin arrays at any
time. The Pin is gradually updated by integrating the difference vector through
time. A time-varying GO signal multiplies, or gates, the DV before it is inte-
grated by the Tin. Opponent interactions are also needed to regulate the agonist
and antagonist muscle groups to target position commands at each joint. The
trajectory generator is described by the following equations.

The sigmoidal GO signal is a input from a decision center in the brain and is
described by

d

dt
g(1) = ε

[
−g(1) +

(
Cs− g(1)

)
g(0)

]
,

d

dt
g(2) = ε

[
−g(2) +

(
Cs− g(2)

)
g(1)

]
,

g = g(0) g
(2)

Cs
. (1)

where g(o) is the step input from a forebrain decision center; ε is a slow integra-
tion rate; Cs is the value at which the GO cells are saturated.

The difference vector (vi) is given by

d

dt
vi = 30(−vi + Pin − Tin), (2)

and the desired position command is calculated as follows

d

dt
Tin = (1 − Tin)g[vi]+ − Ting[vj ]+. (3)

where the indices i = {1, 2} designate antagonist muscle pairs, i and j are
used to indicated the agonist and antagonist terms, and the threshold-linear
function [wi]

+ is defined as max(wi, 0). The values of the parameters used in the
experiments were Cs = 40, ε = 1 and g(0) = 2.6.

2.2 Cortical Network

The system of equations of the cortical neural controller maintains a focus of
neurophysiological data regarding temporal dynamics of cell types, it addresses
both kinematic and kinetic aspects of reaching, it is capable of synchronizing
movements among an arbitrary number of joints with complex musculature in-
volving mono- and bi-articular muscles, to handle variable speeds and forces
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and shows the functional interpretation of properties of many types of identified
cortical neurons. The proposed neural circuit is restricted to a small number of
cortical cell types but where connectivity and interactions among the sensori-
motor areas have become clearer. The interaction among the different neurons
for a single link is described in the following way.

The tonic cells activity (OPV) is given by

d

dt
yi= (1 − yi)

(
ηxi + [ui − uj]

+
)
−yi

(
ηxj + [uj − ui]

+
)

. (4)

The area 5 cells activity is considered how a difference vector (DV) and can
be described by

ri = [Tin − Lin +Br]+. (5)

The following equations describe the computation of a Perceived Position Vec-
tor (PPV) by anterior area 5 tonic cells that are assumed to receive an efference
copy input from area 4 and position error feedback from muscle spindles:

d

dt
xi = (1 − xi)

[(
Θyi + s

(1)
j (t− τ ) − s

(1)
i (t− τ )

)]+
−xi

[(
Θyj + s

(1)
i (t− τ) − s

(1)
j (t− τ )

)]+
. (6)

The Desired Velocity Vector (DVV) describes the area 4 phasic movement-
time (MT) activity and is described by the following equation:

ui = [g(ri − rj) +Bu]+ . (7)

Activities of static and dynamics gamma motor neurons are given by

γs
i = χyi, and γd

i = ρui, (8)

respectively. The Inertial Force Vector (IFV) extracts velocity errors from the
primary and secondary spindle feedback, and is described by the following equa-
tion:

qi = λ
[
s
(1)
i (t− τ ) − s

(2)
i (t− τ − Λ)

]
. (9)

To compensate static loads, the neural controller integrates positional errors
reported by the spindles and adds theses to the alpha motor neuron command.
The spindle error integration is performed by a Static Force Vector (SFV), which
is described by

d

dt
fi = (1 − fi)h.ki.s

(1)
i (t− τ) − ψfi

[
fj + s

(2)
j (t− τ )

]
. (10)

The activity of the phasic-tonic cells constitutes an Outflow Force+Position
Vector (OFPV) and alpha-motor neurons (α-MN) are described by

ai = yi + qi + fi, and αi = ai + δs
(1)
i , (11)
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respectively. In the cortical network, yi is OPV; ui is DVV; xi is PPV; η is the
gain on a pathway from the PPV to OPV; ri is the activity of the DV cells;
Tin is the desired position command; Lin is the current normalized length of
muscle i with range between 0 and 1, where 1 corresponds to the maximally
compressed state of the muscle and 0 its maximally extended state; Br is the
baseline activity of the DV; χ and ρ are gains of the γs

i and γd
i , respectively;

s
(1)
i is the activity of primary spindle afferents from muscle i; ϕ is the sensitivity

to a stretch of the static nuclear bag and chain fibers (see muscle model); Θ is
the gain of the corollary discharge from area 4 tonic cells, calibrated such that
Θ ≈ ϕ to ensure accurate PPV calculation; the variable t represents the time
step; the parameter τ is the delay on the feedback from spindles to central sites;
g is the GO signal that multiplies the DV; Bu is the baseline activity of the
DVV; qi is the IFV activity; λ is the feedback gain and Λ is a threshold; s(2)i is
the secondary spindle afferent; fi is the SFV activity; h is a gain that controls
the strength and speed of the load compensation (modulated by a specific muscle
gain, ki); ψ is a parameter scaling inhibition by the antagonist component of the
SFV and by the antagonist spindle; ai is the OFPV activity; αi is the α-MN
activity; and δ is the gain of the stretch reflex. The values of the parameters
used in the experiments were Θ = ϕ = 0.7, φ = 0.1, Br = 0.001, Bu = 0.01,
η = 0.7, ψ = 15, ρ = 0.04, Λ = 0.003, δ = 0.1, h = 0.025, ki = 1; τ = 0, and
λ = 8.5.

2.3 Muscle Model

Essentially, muscle is springy tissue with a neurally controllable contractile com-
ponent, which gives it a neurally modifiable threshold length for force develop-
ment. To simplify, we can assume that the force (Fi) development by a muscle is
a threshold-linear function of its length (Li) that depends upon its fixed resting
length (Γi), its stiffness (K), and its neurally modifiable contractile state (ci).
Then, a better approximation to real muscle, whose stiffness also varies with
contractile state, is achieved by a quadratic force-length relationship with non-
linear stiffness and viscosity. The dynamics of the muscle can be represented,
such that:

FTi = K
(
[Lin − (Γi − ci)]

+
)2

. (12)

However, it also shows that muscle is more versatile than an ordinary spring
because this threshold can be neurally adjusted by varying the muscle’s state of
contraction, ci. The contractile state dynamics are defined by

d

dt
ci = υ (−ci + αi) − [Fi − ΓFi]

+ , (13)

where αi represents alpha motor neuron pool activity in muscle control channel
i, υ is contractile rate, and ΓFi is the force threshold. Primary and secondary
spindle afferents are modeled as
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s
(1)
i = S

(
ϕ [γs

i − Lin]+ + φ

[
γd

i − d

dt
Lin

]+
)
, and s

(2)
i = S

(
ϕ [γs

i − Lin]+
)

(14)
respectively, where S(w)= w

1+100w2 , expresses the limited dynamic range of spin-
dle afferent activity, ϕ is the sensitivity to a stretch of the static nuclear bag
and chain fibers; and φ is the sensitivity of dynamic nuclear bag fibers to rate
of stretch. The values of the parameters used in the experiments were K = 2.5,
Γi = 0.95, ΓFi = 10, and υ = 0.25. The initial lengths of the muscles were
Li0 = 0.5.

2.4 Anthropomorphic Finger Model

Figure 2 shows the design of the multi-jointed finger prototype with 3 DoF for
the metacarpophalangeal (MCP), proximal interphalangeal (PIP), and distal
interphalangeal (DIP) joints, respectively. Both the PIP and DIP joints have
flexion-extension motions and the MCP joint has adduction-abduction motions.
The lengths for the proximal, middle, and distal phalanges are L1 = 66 mm,
L2 = 52 mm, and L3 = 42.5 mm, respectively. The movement ranges of the
joints are θ1 ∈ [−π/3, π/3], and θ2, 3 ∈ [−π/4, π/4] . The building material
of the artificial finger was CIBATOOL BMA5460 (Ciba-Geigy Corp.). Hall ef-
fect sensors are used to measure joint positions and the noise is limited with
a low-pass filter to 100 Hz. The tendon lengths are obtained through an indi-
rect measurement using the equation (16). Tension load cells (Omega’s LC201
subminiature series) are used to measure the force on the tendons and the sen-
sors’ noise is limited with a low-pass filter to 1000 Hz. Muscle-like actuators
are electric pistons, whose main component is a SMA spring (see Fig. 1). The
main disadvantage with SMA actuators is their relative slowness (e.g 4 cycles
per minute). However, we have been able to increase the number of cycles per
minute using an opponently-organized, parallel, push-pull design. Also, the im-
provement of the response speed of the SMA actuators was achieved by limiting
the temperature of the SMA and by lowering the limits of the current, as well
as applying a forced ventilation of 3.5 m/s. Furthermore, a novel technique for
SMA drive was implemented. It consists in a PWM wave with a carrier of 200
KHz frequency. With this wave we regulate the RMS voltage level applied over
the SMA springs by varying the duty-cycle of the PWM. This wave has a zero
DC level allowing us to incorporate high frequency small size transformers to
obtain a very compact and integrated electronic design.

The force vector, FT ∈ Rm×1, exerted by the tendons is related to the resul-
tant torques, τ , in the joints of the open-loop chain. The force and displacement
transformations between the joint space and tendon space are described by the
following relationship:

τ = AT FT , (15)

L = L0 − Aθ, where AT =

⎡⎣ r1 −r2 r3 −r4 r5 −r6
0 0 r7 −r8 r9 −r10
0 0 0 0 r11 −r12

⎤⎦ , (16)
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where L ∈ Rm×1 is a vector representing the linear displacements of tendons,
L0 ∈ Rm×1 is the vector of the passive resting lengths of the muscles, A is an
m×n matrix which depends on the routing tendons called the structure matrix,
ri is the radii of the ith pulley, under the condition that all pulleys on the same
joint axis and are of the same size. The lengths of the muscles (Li) are obtained
through the equation (16) and normalized 0 to 1.
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Fig. 2. (a) Tendon-driven anthropomorphic robot finger with 3-DoF and structurally
isomorphic. (b) Planar schematic of the routing system of tendons. All pulleys rotate
freely and tendons are attached to the links of the finger.

3 Experimental Results

In the neuromuscular controller the desired angles of the joints becomes desired
contraction of the artificial muscles. This way, the neural system controls lineal
displacement of tendons. The generated forces by the model of the muscle are
introduced to the force controller as reference signals. We carried out experimen-
tal tests with the biomechanical system presented in the Fig. 1 that emulates
the musculo-skeletal system of a human finger. The finger initial configuration
was from θ(0) = [0, −π/2, 0] by corresponding to initial lengths of tendons,
Lin = 0.5. A step input as a voluntary joint movement and transformed to
tendon space using the equation (16) was applied to joints. Figure 3 shows ex-
perimental results of cell activities in cortical area 4 and 5 during the voluntary
reaching joint movement [11]. The GO signal produces the bell-shaped velocity
profile characteristic of human joint movements. Also, this can be used to change
the average speed of the joint movement. A joints’ movement sequence of robot
finger is presented in Figure 4.

4 Discussions

Based on the properties and mechanisms of the muscle-reflex system, a neuromus-
cular-like model was formulated for the joint position control. A very important



686 F. Garćıa-Córdova and J.I. Mulero-Mart́ınez

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Time [s]

A
ct

iv
ity DVV

OPV
OFPV
PPV
DV

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Time [s]

A
ct

iv
ity DVV

OPV
OFPV
PPV
DV

Fig. 3. Activity of the Cortical cells during a simple voluntary reaching task in PIP
and DIP joints. Desired angles were θ2d = −45◦ and θ3d = 45◦. (a) Cell responses in
the agonist system of the PIP Joint. (b) Cell responses in the agonist system of the
DIP Joint.

0 20 40 60 80 100
2

1.5

1

0.5

0

0.5

1

Time [s]

P
so

iti
on

 [r
ad

]

θ
1

θ
2

θ
3

0 20 40 60 80 100
5

10

15

20

25

Time [s]

Le
ng

th
 [c

m
]

L
1

L
2

L
3

L
4

L
5

L
6

Fig. 4. Position control in a joints’ movement sequence with variation of θ1d = 0 to
−20◦, θ2d = −90◦ to −45◦ and θ3d = 0 to 45◦ (a) Response of the position in MCP,
PIP and DIP joints. (b) Variation of tendons lengths with regard to the movement
sequence.

property of the developed neuromuscular-like control is that it provides the
needed compliance for various joint movements. The capability in performing
free and constrained movements demonstrated that a neuromuscular-like con-
trol is very useful for robotic applications requiring adaptation.

We implemented a neuromuscular-like model to control voluntary joint move-
ments of an anthropomorphic robot finger. This proposed neural controller al-
lows varying the balance of static and dynamic feedback information to guide
the joints’ movement command and to compensate external forces. In particular,
the spinal stretch reflex provides a component proportional to the linear posi-
tion error of the artificial muscles, the SFV provides a component proportional
to the integral of the linear position error, and the IFV provides a component
proportional to time derivative of the linear position error. Here the errors in
question are those measured by the spindle subsystem, whose reference signals
are provided by the OPV and DVV. By using the DVV, or desired linear velocity,
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as input to gamma-dynamic MNs allows substitution of a direct measurement
of velocity error for a neural differentiation.

The errors of the system by delays of the feedback signs can be corrected by
making use of an adaptive cerebellar loop [12]. In the experiments, we aprox-
imate the pre-emptive function of such a cerebellar feedforward side-loop by
reducing the delay (τ ) on spindle feedback to zero. This is not meant to imply a
non-physiological zero-delay in feedback, but is merely a way to mimic the avail-
ability of a calibrated feedforward compensation. The proposed control strategy
can also compensate unexpected disturbances, which is as essential capability
for compliance control and to exhibit key kinematic properties of human joint
movements, including asymmetric bell-shaped velocity profiles.

Finally, to extend the proposed model in several directions, we propose (a) to
extend the spinal cord inside the cortical network [12], (b) to include the spatio-
motor transformations and (c) the control function of the cerebellum [13]. In this
way, the kinematic trajectory planning takes place in spatial coordinates and is
transformed into motor coordinates through computational maps. In addition,
these maps can be learned through an action-perception cycle.
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Abstract. In this paper we report preliminary findings of using cellular auto-
mata (CA) as an underlying architecture in controlling the motion of a five-
legged brittle star typed robot. Three control models were incrementally  
designed making use of genetic algorithm (GA) as well as co-evolutionary algo-
rithm in finding appropriate rules for automaton. Simulations using Open Dy-
namics Engine (ODE) was used to verify the rules obtained for each of the 
models. The indications from the results are promising in support for CA as 
feasible means for motion control.  

Keywords: modular robot, control system, cellular automata, and evolutionary 
algorithm. 

1   Introduction 

Inspired by the characteristics of a brittle star (Ophiuroidea), our laboratory devel-
oped the brittle star robot (Fig. 1a) consisting of independent modules (Fig. 1b) with 
each module incorporating an onboard micro controller (BASIC Stamp 2sx), actuator 
(RC Servo Futaba S5301) and two touch sensors. In its current setup the actual robot 
hardware has five legs with six modules per leg. Robot of such nature can be useful in 
the search and rescue operations; for instance during earthquakes the robot can be de-
ployed to seek for survivors trapped under collapsed buildings which would otherwise 
be hazardous for human rescuers to reach.  

Initially the motion of the robot was achieved through coordinated movement of 
the modules via trial and error process [1]. Later genetic algorithm was used to better 
the process of finding near optimal motion pattern [2]. Though the approaches 
adopted in the past produced desired motion characteristics in the robot, the underly-
ing concern was that should there be a failure of some modules the overall mobility of 
the robot would get compromised. To this effect, we have embarked on exploring 
strategies for evolving emergent global behavior of the robot, such as walking in a 
straight line, from the combined action of all the functioning modules in the a given 
configuration. As an initial step, in this research we consider using cellular automata 
as an underlying architecture for controlling the forward locomotion of the brittle star 
robot.  
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a)     b)  
 
 
 
 
 
 

 

Fig. 1. a) The brittle star robot b) Individual module connected to make up the leg 

Cellular automata [3] consist of a lattice of identical finite state machines (cells) 
whose state changes is governed by some common transition rule. The next state of a 
cell at time, t+1 is determined from the current state of the cell and its neighboring 
cells at time t. Even the simplest rules can result in emergence of interesting patterns 
over a period of time, as in the case of Conway’s game of life [4] which is perhaps the 
best known two-dimensional cellular automaton used to model basic process in living 
systems. 

In the field of robotics cellular automata has been used to control self-
reconfigurable robots, which can autonomously change their shape to adapt to their 
environment [5][6]. Furthermore, Behring et. al [7] has demonstrated promising use 
of cellular automata as a means to perform path planning using real robot in an envi-
ronment clustered with obstacles.  

In our approach, we modeled the individual modules of the robot as cells in the cel-
lular automata lattice. Based on this we incrementally developed three control models 
for the brittle star robot. Genetic algorithm [8] was used to evolve suitable rules for 
each of the models. Finally simulation using Open Dynamics Engine was used to ver-
ify the effectiveness of each of the models. 

2   Singular Transition Rule for Disjoint Leg Set 

In our initial attempt, the robot (with n = 5 legs and m = 6 modules per leg) was mod-
eled as a set of disconnected one-dimensional CA lattice representing the legs of the 
robot and with each cell representing a module. Furthermore we decided to derive a 
singular CA transition rule for all the modules in the robot irrespective of their con-
nection topology. The rational behind this was that since the rule would operate on a 
small neighborhood of modules, should any of the modules or legs fail, the overall 
mobility of the robot should not get compromised to a large extent. Furthermore, a 
single unifying transition rule would make the modules truly modular from both 
hardware and software point of view thus maintenance would be a ease in terms of 
replacement of modules. 

The motion of the actual robot involves applying electric pulses of varying levels 
to the individuals modules based on which the servomotors rotate at differing angles. 
To model each module as a cell in the CA framework, we first quantize the input to 
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the module to certain discrete levels. Initially we experimented with 16 levels,  
however to reduce the search space of possible transition rules without affecting the 
robot’s motion too much we decided on eight levels as being adequate, thus the num-
ber of states per cell, k= 8. 

The neighborhood, of a cell can encompass any number cells in its vicinity. 
The smaller the neighborhood, lesser the communication overhead per cell update. 
Moreover this also translates into fewer entries in the rule table. For this reason we 
choose the neighborhood of a cell to include only its adjacent cells, that is radius, 
r = 1 (Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Lattice configuration showing states of the modules in the ith leg of the robot. Radius  
r =1 groups 2 cells (modules) adjacent to the current cell to form a neighborhood, which is 
applied as an input to the transition rule, . The resulting output is used to update the 
state of the current cell at time, t+1. 

To apply the same rule consistently on all the cells, we handle the cells on the edge 
of the lattice with the following boundary conditions for all u {1, 2, … r} 

Si( j−u)
t =

Si( j−u+m )
t if j − u < 0

Si( j−u)
t otherwise

 
 
 

  
 (1) 

Si( j+u)
t =

Si( j+u−m)
t if j + u ≥ m

Si( j+u)
t otherwise

 
 
 

  
 (2) 

As an illustration, for 0th leg with 6 modules and neighborhood radius of 1, the 
neighbors for the cell S00

t  are S05
t  and S01

t . Likewise the neighbors for cell S05
t  are S04

t  
and S00

t . 

2.1   Genetic Encoding 

With 8 states per cell, 3 bits are required for equivalent binary representation. More-
over, for a neighborhood with a radius r = 1 the number of entries in the rule table 
(Table 1) is 82r+1 = 512 
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The rule table is encoded in a chromosome as shown in Fig. 3. The output bits are 
listed in lexicographical order of neighborhood. Interestingly, even though the radius 
is minimum possible for cell-cell interaction to take place, the rather large number of 
states per cell has made the search space of possible transition rules phenomenal 
( 21536 ). For this reason we did not consider increasing the radius. 

Table 1. A sample rule table for (k,r) = (8,1) 

Index Neighborhood Output 
0 000 000 000 010 
1 000 000 001 100 
2 000 000 010 000 

 …
 

    

511 111 111 111 101 

0 1 0 1 0 0 0 0 0 … 1 0 1

0 1 2 511  

Fig. 3. Representation of the rule table in a chromosome 

2.2   Fitness Function 

The fittest of each chromosome is evaluated by first decoding the rule table it repre-
sents. The rule is then applied to a simulated model of the brittle star robot whose ini-
tial position, (xi,yi) and final position, (xf,yf) in the desired direction of motion is re-
corded. Since the focus of this paper is on forward locomotion of the robot, the fitness 
of the chromosome is thus proportional to the straight-line distance covered by the  
robot. 

F = (x f − xi)
2 + (y f − yi)

2  (3) 

2.3   Genetic Operators  

Based on the fitness of the chromosomes in the population, GA operations; namely 
selection, crossover and mutation are applied to whole population. Firstly selection 
was performed using roulette wheel selection method, which offered fitter individuals 
better chance of mating. The selected pairs of chromosomes are crossed over using 
one-point crossover at randomly chosen locus with a crossover probability of PC. Fi-
nally, mutation operation involving bit flips is applied with a probability of PM to in-
dividual genes in chromosomes after the selection and crossover operations. 

2.4   Simulation Results 

The simulation was carried out over numerous trials using parameters shown in Table 2. 
In each trial, initial population of chromosomes of size (POP_SIZE) was randomly  
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generated and GA was executed for a number of generations (MAX_GEN). For each 
generation, the fitness of all the chromosomes in the population is evaluated after which 
genetic operators are applied to the population to create the next generation. 

In the fitness evaluation of each chromosome, the CA lattice structure representing 
all legs and its constituent modules in robot is initialized randomly with a fixed seed. 
The transition rule encoded in the chromosome being evaluated is applied for a  
number of successive iterations (SIM_STEPS) to transform the cell lattice. In each it-
eration the object model in the ODE environment is updated accordingly. The final 
position of the robot at the end of SIM_STEPS iteration is used in fitness calculation 
above (3). 

It is worth mentioning that for comparability of results, the same seed for the ran-
dom number generator is used for the initialization of all the lattice configurations in 
all the models discussed in this paper.  

Table 2. Summary of simulation parameters 

Parameter Value 

PC 0.85 
PM 0.15 
POP_SIZE 25 
SIM_STEPS 1500 
MAX_GEN 250 

 

Fig. 4. Graph of average and maximum fitness of population against generation for the discon-
nected one-dimensional CA model of the robot 

The evolution of transition rules across generations is captured in Fig. 4. Notably, in 
most of the trials there was premature convergence of GA. From the observations of 
the motion of simulated robot in ODE it became apparent that there was lack of coor-
dination amongst the legs and thus the overall mobility of the robot in terms of maxi-
mizing the fitness function is affected. In summary the results of modeling the robot as 
set of disconnected one-dimensional cellular lattice have provided a valuable insight 



694 S.P. Lal, K. Yamada, and S. Endo 

about the need for greater coordination between these one-dimensional structures. Thus 
our next step would be to connect the lattice into a two-dimensional structure. 

3   Singular Transition Rule for Connected Leg Set 

In this section the shortcomings of the model described in the previous section is ad-
dressed. In particular the set of one-dimensional disconnected CA lattice representing 
the legs are connected via modules closest to the central disc of the robot (Fig. 5), 
thus forming a two-dimensional structure. The notion of single transition rule for all 
the modules is adopted for reasons described in §2. Furthermore the radius describing 
the neighborhood of a cell is set to 1 (same as §2). 

 

Fig. 5. The two-dimensional CA lattice. The arrows represent the interaction between a cell 
(possibly located somewhere in the middle or on the edge of the lattice) and its neighboring 
cells. Essentially the interaction is similar to the model in 2 except modules closest to central 
disc interact with modules in similar position located on the neighboring leg. 

The two neighbors (“right”, R and “left”, L) for a cell at position (i,j) in the n x m 
lattice is given as follows: 

R =

S( i+1) j
t if j = 0 and i + 1 < n

S( i+1−n ) j
t if j = 0 and i + 1 ≥ n

Si( j +1−m )
t if j > 0 and j + 1 ≥ m

Si( j +1)
t otherwise

 

 

 
 

 

 
 

 
(4) 

L =

S( i−1) j
t if j = 0 and i −1 ≥ 0

S( i−1+n ) j
t if j = 0 and i −1 < 0

Si( j−1)
t otherwise

 

 
 

 
 

 (5) 
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3.1   Simulation Results   

Using the same procedures and parameters described in §2, the simulations were car-
ried out using the revised model. The results obtained (Fig. 6) indicated that perform-
ance of the robot worsened compared to the previous model, which used disconnected 
one-dimensional lattice. Closer examination of the motion pattern of the simulated 
robot revealed that the current two-dimensional CA lattice does introduce a degree of 
coordination between the legs. However since all the legs are following the same rule, 
eventually all the legs converge to the same formation (Fig. 7) thus being counterpro-
ductive. While the motivation behind using a singular transition rule for all the mod-
ules was to reinforce modularity of the robot, the results on the other hand provide 
strong justification for using differential transition rule. 

 

Fig. 6. Graph of average and maximum fitness of population against generation for the two-
dimensional CA model of the robot 

 

Fig. 7. Snapshot of the simulation for the robot using single transition rule for all the modules 
represented by a two-dimensional CA lattice 

4   Differential Transition Rule for Connected Leg Set 

Building on the earlier models, in this section we present the final model, which 
represents the robot using a two-dimensional CA lattice as in 3, however there are 
two distinct transition rules for updating the cell states in the lattice. These rules are 
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termed as control rule, CR and leg rule, LR. The position of a cell (i,j) in the lattice 
determines which of the two rules would be used to update its state and is given as 
follows. 

Rule =
CR if j = 0

LR otherwise

 
 
 

 (6) 

Essentially modules closest to the central disc are covered by control rule and mod-
ules located on other parts of the leg are taken care of by the leg rule. 

4.1   Co-evolving the Rules   

In the previous sections using GA to search for good transition rules often resulted in 
premature convergence to local optima. In this section we use co-evolutionary algo-
rithm to remedy this problem. Co-evolutionary algorithm [9] is a computational 
model where two or more populations simultaneously evolve in a manner such that 
the fitness of an individual in a population is influenced by individuals from other 
populations. This kind of external pressure, forces the populations to adaptively 
evolve thus avoiding suboptimal solutions. Co-evolution can be competitive in a na-
ture such as in [10] where the population includes opponents trying to beat each other 
in a game of Tic-Tac-Toe, or it could be cooperative in nature such as in [11] where 
populations of match strings collaboratively contribute individual string to form a set 
of binary vectors which is to closely match a target set of binary vectors. 

In our case a population of control rules and another population of leg rules is co-
evolved cooperatively such that rules from both population need to be combined to 
control the robot. The following describes the pseudo code for the co-evolutionary  
algorithm. 
 

Create random population of control rules P  and leg rules P  
LOOP UNTIL MAX_GENERATION  

Get best control rule //Rule with the highest fitness; for initial population 
   //best rule is randomly chosen 

LOOP UNTIL MAX_COEVOL_GENERATION 
//Evaluate fitness of individual leg rules  

  LOOP FOR all individuals in P  
 Transform lattice model using best control rule and 

current leg rule for SIM_STEPS 
 Get final robot position 
 Calculate fitness, F = (x f − xi)

2 + (y f − yi)
2  

  END LOOP 
  Perform GA operations on P   

 END LOOP 
 
Get best leg rule 
LOOP UNTIL MAX_COEVOL_GENERATION 

//Evaluate fitness of individual control rules  
  LOOP FOR all individuals in P  
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 Transform lattice model using best leg rule and cur-
rent control rule for SIM_STEPS 

 Get final robot position 
 Calculate fitness, F = (x f − xi)

2 + (y f − yi)
2  

  END LOOP 
  Perform GA operations on P  

 END LOOP 
END LOOP 

4.2   Simulation Results   

The simulations were carried out again using the same parameters as in §2.4. The re-
sults show marked improvement in the fitness of the best rules discovered (Fig. 8). No-
ticeably the average fitness of the populations is less compared to simulation results 
from other models (Fig. 4&6). The reason for this is that the interaction between the 
populations within the scope of the co-evolutionary algorithm creates greater diversity 
thus requiring greater adaptation on the part of individuals in the populations. Conse-
quently the stagnation of the search algorithm at local optima that was prevalent in the 
previous simulations was not encountered. Finally observations using the best rule dis-
covered in controlling the movement of the simulated robot in ODE environment 
showed far greater coordination and fluidity of motion than any of the other models. 

 

Fig. 8. Graph of fitness against generation for the control and leg rule 

5   Conclusion 

In this paper we demonstrated the feasibility of using cellular automata based archi-
tecture for control of a modular robotic system. Out of the three control models  
considered the model, which used differential transition rule on two-dimensional CA 
lattice representation of the robot, proved to be the most effective in controlling the 
motion of robot in a straight path.  
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Needless to say there are still much room for improvements. One of the crucial ar-
eas that need further research to be carried out deals with the fact that the rules ob-
tained were tightly coupled with the initial state of the lattice configuration. Naturally 
the performance of the rules and the robot as a whole would get affected should the 
initial configuration be changed. To address this, in our future work we plan on using 
reinforcement learning as a means to train the robot to appropriately select rules based 
on any given class of initial configuration so as to accomplish some user-specified 
high-level goal. 
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Abstract. For the problem of multi-constrained path selection, a novel
evolutionary algorithm named MCP EA is proposed. Firstly, a novel
coding technology named PNNC (Preceding Natural Number Coding,
PNNC) is designed, and no circle exists on the path coded by PNNC.
Secondly, a novel crossover operator called DCC operator (Dispersing
Connection Crossover operator, DCC operator) is designed to guarantee
the validity of the crossed paths and the diversity of the population.
Thirdly, a novel mutation operator named selective mutation operator
is proposed. Finally, the theoretical analysis proves that the algorithm
converges to the satisfactory solution with probability 1.0. Extensive
simulations show that the novel evolutionary algorithm outperforms the
H MCOP in performance for the problem, and is a promising algorithm
for the problem with high performance.

1 Introduction

With the rapid development of the multimedia communication services, the
problem of providing different quality-of-services (QoS) guarantees for differ-
ent application is a challenging issue, in which QoS Routing (QoSR) is one of
the most pivotal problems[1,2]. The objective of QoSR is to find a feasible path
that satisfies multiple constraints for QoS applications, so we focus on the prob-
lem of multi-constrained path selection, as an NPC problem,which is also a big
challenge for the upcoming next generation networks.In this paper,we propose
MCP EA, a novel evolutionary algorithm for multi-constrained path selection.

To omit the circle checking process,we propose a novel Preceding Natural
Number Coding (PNNC) technology, and no circle does exist on the path coded
by it. For the efficiency of crossover operation and the diversity of the population,
we design a novel Dispersing Connection Crossover (DCC) operator, which can
avoid producing a wrong path. Furthermore, we design a selective mutation
operator based on the local section modification, which can increase the fitness
of the optimal individual of each generation population, and finally meet the
path satisfying the multiple constraints.

2 Problem Formulation

A network is usually represented by a directed graph G = (V,E), where V is
the set of nodes and E is the edges. Each a node vi ∈ V represents a router,

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 699–708, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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and a edge eij ∈ E represents a link from vi to vj , and eij =(vi, vj). In the
graph G, each edge has k independent weights (w1(e),w2(e),· · · ,wk(e)),which
is called QoS metric w(e), and wl(e) > 0 for any 1 ≤ l ≤ k. For a path
Pj = (v0

j , v
1
j , · · · , vL

j ), the weight wl(e) satisfies the additive property if wl(p) =∑L
i=1 wl(ei

j), and ei
j = (vi−1

j , vi
j); the weight wl(e) satisfies the concave property

if wl(p) = MinL
i=1wl(ei

j); the weight wl(e) satisfies the multiplicative property if
wl(p) =

∏L
i=1 wl(ei

j).Thus the k independent weights (w1(pj),w2(pj),· · · ,wk(pj))
can be computed according to the property of the each constraint, and let
w(pj) = (w1(pj),w2(pj), · · · ,wk(pj)).

So the problem of multi-constrained path selection seeks to find a path p from
s to t if

wl(p) ≤ cl(s, t)(1 ≤ l ≤ k). (1)

where cl(s, t) is the lth element of the k-dimension constraint vector c(s, t).we
write w(p) ≤ c(s, t) in brief.

3 MCP EA

3.1 Coding

The coding is one of important problems of solving the problem of multi-cons-
trained path selection using evolutionary algorithm. In MCP EA, we first pro-
posed a novel PNNC, by which the length of each path coded is |V |, and no
circle exists on it. For the path pj = (v0

j , v
1
j , · · · , vL

j ), we can describe the pj as
the preceding connection relation

v0
j ← v1

j ← · · · ← vL
j (2)

where the start node is vL
j ,the end one is v0

j , vi−1
j is the preceding node of vi

j

for any 1 ≤ i ≤ L, and vL
j = t, v0

j = s.
The PNNC can be implemented by the following steps:

STEP1 For each path, we first construct an sequence whose length equals to
|V |, and on which the value of each node equals to the serial number of the
corresponding node.

STEP2 According to the preceding connection relation, the value of each node
is replaced by the serial number of its preceding node.

For example, there exists a network and there is a path p1 = (1, 4, 8, 5, 9, 2)
whose preceding connection relation is 1 ← 4 ← 8 ← 5 ← 9 ← 2. The p1 coded
by PNNC is 0193186745 as shown in Fig. 1.

3.2 Selection of Initial Population

In the MCP EA, let the number of population be N , the N/k optimal paths
can be computed by the K-shortest loopless paths algorithm [3,4] for each con-
straint weight respectively, then initial population pop(0) can be constructed,
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Fig. 1. A path coded by PNNC

and accordingly any individual in pop(0) has some kind of native advantage in
the later evolution.

3.3 Fitness Function

”Bucket principle” tells us that the capacity of a bucket is determined by the
shortest wood block. In the problem, the feasibility of a path depends on the
worst one among the k constraints. we design a fitness function

f(p) = Mink
l=1rl(p) (3)

where

rl(p) =
{

[cl(s, t) − wl(p)]/cl(s, t) if cl(s, t) is constraint’s upper limit,
[wl(p) − cl(s, t)]/wl(p) if cl(s, t) is constraint’s lower limit. (4)

where wl(p) and the cl(s, t) are the the lth element of path weight vector w(p)
and constraint vector c(s, t) respectively, and rl(p) ≤ 1.

For the cl(s, t), if it is the constraint’s upper limit, the path p satisfies the
relation

wl(p) ≤ cl(s, t) ⇐⇒ wl(p) ≥ 0;
wl(p) > cl(s, t) ⇐⇒ wl(p) < 0. (5)

For the cl(s, t), if it is the constraint’s lower limit, the path p satisfies the
relation

wl(p) ≥ cl(s, t) ⇐⇒ wl(p) ≥ 0;
wl(p) < cl(s, t) ⇐⇒ wl(p) < 0. (6)

Based on (5) and (6), if there exists a path p satisfying

rl(p) ≥ 0(1 ≤ l ≤ k), (7)

the p is a satisfying solution for the problem, and we can deduce

f(p) ≥ 0. (8)

In our algorithm, we aim to improve the fitness of the optimal individual in
the population of each iteration step by step, if there exist a path p satisfying
the inequation (8), the algorithm will stop, and the path is what we required.
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Fig. 2. DCC operator

3.4 Crossover

Considering the efficiency of the crossover operation, we design a DCC operator
as shown in Fig.2.

The DCC operator is described as follows:

STEP1 Select a node on the parent X1 and Y 1 excluding s and t, which is
denoted by rd1 and rd2 respectively.

STEP2 Set the label of rd1 and nodes after rd1 on X1 be 1, the label of the
others on X1 be 0;Set the label of rd2 and nodes after rd2 on Y 1 be 1, the label
of the others on Y 1 be 0.

STEP3 Let RD1 denote the set of nodes whose label is 1 on X1;Let RD2
denote the set of nodes whose label is 1 on Y 1.

STEP4 Find a section from rd1 to any node in RD2 with the minimal hops
by the shortest path algorithm[5], if the added node is an element in RD2,the
added one is denoted by rd2′, the section is denoted by pxy, and then stop the
calculating. In this way, another section pyx can be calculated, the added node
in RD1 is denoted by rd1′. The detailed operation is described in Fig.2.

STEP5 The offsprings are denoted by X2 and Y 2 respectively, and

X2 = X1(s, rd1)//pxy//Y 1(rd2′, t). (9)

Y 2 = Y 1(s, rd2)//pyx//X1(rd1′, t). (10)

STEP6 End.

The DDC operator has the following advantages:

(1) The DDC operator can rise the diversity of the population, and avoid
converging to the local optimal solution.

(2) The DDC operator can shorten the running time of the MCP EA.
As shown in Fig.3, there exist 2 parent individuals X1 and Y 1,if we in-

sist on connecting rd1 and rd2 but there is no edge (rd1,rd2), a path p from
rd1 to rd2 should be selected with the minimal hops, thus some nodes in
RD2 may be selected. Suppose a node rd2′ in RD2 has been selected, a circle
Y 1(rd2, rd2′)//p(rd2′, rd2) will result. However the circle has to be cut, so there
are some unnecessary calculations that should be reduced. In our DDC operator,
we have omit the redundant calculations by adopting the dispersing connection.
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Fig. 3. The DDC can omit the unnecessary calculations

3.5 Mutation

Considering the fitness function, we design a selective mutation operator, which
can improve the fitness of the path by selecting and enhancing the worst element
of path’s weight vector.The selective mutation operator is shown in Fig.4.

••• ••• 

••• 

rv pre(rv) 
X

X’

s t

Fig. 4. The selective mutation can omit the unnecessary calculations

The selective mutation operator is described as follows:

STEP1 Randomly select a mutation node rv on the individual X .
STEP2 Delete the edge (pre(rv), rv) in the network.
STEP3 According to the wi(X) and cl(s, t), the rl(X) can be calculated.
STEP4 Find out the minimal one among the rl(X) for any 1 ≤ l ≤ k.
STEP5 Select the path from the pre(rv) to rv based on the wl(e) by the SPT

algorithm[5].
STEP6 Connect the sections X(s, pre(rv)),p(pre(rv), rv), thus X(rv, t), and

there will result a new path X ′.
STEP7 End.

3.6 Reproduction

Reproduction is mainly the operation to increase the number of good solution
in the population in every iteration of the algorithm. In this paper, we adopt
the tournament scheme, and let k = 2.In this way, the better individual replace
the inferior one, and the best individual will be hold in the next generation.

3.7 The Proposed Algorithm

Based on the above operators, we describe the novel MCP EA as follows.

(1) Set the parameters of the MCP EA. The parameters include N , prc, prm,
s, t and D, where N denotes the number of the population, prc denotes the
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probability of the crossover, prm denotes the probability of the mutation, s
denotes the source node, t denotes the destination node and D denotes the
maximum of the iteration generation.

(2) Initialization. Based on the K-shortest paths algorithm[3,4], N individuals
are selected from the initial population pop(0). At the same time, let the current
generation t = 0.

(3) Crossover. Provided that the crossover probability is prc, N · prc parent
individuals can be randomly selected from current population pop(t), and N ·
prc offsprings will be produced according to the DDC operator. The set of the
offsprings is denoted by sx(t).

(4) Mutation. Provided that the mutation probability is prm, prm(1+prc) ·N
individuals will be randomly selected from the set pop(t) ∪ sx(t), and prm(1 +
prc) ·N new individuals will produced. The set of the new individuals is denoted
by sm(t).

(5) Reproduction. According to the reproduction operator and the fitness of
each individual in pop(t) ∪ sx(t) ∪ sm(t), N individuals can be selected as the
next generation population pop(t + 1). Let t = t+ 1.

(6) If the t = D or f(p) ≥ 0, goto (7), otherwise goto (3), where D is the
maximum of iteration generation, p is a required individual(path).

(7) End.

Theorem 1. No circle exists on the path coded by the PNNC.

Proof. Assume that Pj = (v0
j , v

1
j , · · · vL−1

j , vL
j ) is a path whose length is L,

where vi
j(1 ≤ i ≤ L) is the ith node on Pj , s, t is the source and the destination

node respectively, and v0
j = s, vL

j = t. The preceding connection relation of Pj

is v0
j ← v1

j ← · · · ← vL−1
j ← vL

j . If there exists a circle on Pj , one of nodes will
appear m(m ≥ 2) times, its preceding connection relation has to be set m times
according to the PNNC, and its preceding connection relation is determined at
the last time, which can be expressed as Figure 5.

Fig. 5. The preceding connection relation of Pj

In Figure 5, provided the node vu
j , vi

j , v
d
j is one identical node, which appears

m times on Pj . The node vd
j appears firstly, vu

j appears lastly, and pre(vd
j ) =

vd−1
j , pre(vi

j) = vi−1
j , pre(vu

j ) = vu−1
j , 1 ≤ · · · ≤ u ≤ · · · ≤ i ≤ · · · ≤ d ≤ · · · ≤

L. Finally, its preceding connection relation is determined as vu−1
j , and the sector

vu
j · · · ← vi−1

j ← vi
j · · · ← vd−1

j will disabled. The preceding connection relation
of each node is uniquely determined, and each node on the path appears one
and only one time, so there no circle exists on the path coded by the PNNC. ¶
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Theorem 2. No circle exists on the offsprings(path) after the crossover and
mutation operations.

Proof. According to Fig.2, X2 = X1(s, rd1)//pxy//Y 1(rd2′, d),
Y 2 = Y 1(s, rd2//pyx//X1(rd1′, t)), and X2 and Y 2 are offsprings of X1 and
Y 1. According to Fig.3, path X ′ = X(s, rv)//p(rv, pre(rv))//X(pre(rv), t) is
mutated from X .

For X2, the sections X1(s, rd1), pxy, and Y 1(rd2′, d) can be connected as
s ← · · · ← rd1 ← · · · rd2′ ← · · · ← t. we suppose that there exists a circle on it,
the circle will be deleted according to Theorem 1.

Similarly, no circle exists on Y 2 and X ′. ¶

Theorem 3. If there exists a path satisfying the multiple constraints, the pro-
posed algorithm will convergence to it with probability 1.0.

Proof. For the problem of multi-constrained path selection, if there exists a path
p satisfying all constraints, the fitness of p satisfying f(p) ≥ 0, and the optimal
solution f(p∗) = Maxf(p), and we can deduce f(p∗) ≥ 0.

According to theorem 2.6 in reference [7], if the crossover probability prc ∈
[0, 1], the mutation probability prm ∈ (0, 1), and the optimal solution can be
selected as an individual in the next population, the algorithm will convergence
to the optimal solution. In the proposed algorithm, the crossover probability and
the mutation probability satisfy the assumption, the K = 2 tournament selec-
tion is employed to select the excellent individuals as the members in the next
generation population, so the algorithm will convergence to the global optimal
solution p∗ with probability 1.01. ¶

We analyze the computation complexity of the MCP EA as follows.

(1) For Initialization, its computation complexity is N · |V |3/2;
(2) For Crossover, its computation complexity is 3|V |2 − |V |;
(3) For Mutation, its computation complexity is (3|V |2 − |V |)/2;
(4) For Fitness computation, its computation complexity is k ·(1+prc)(1+

prm) · |V | ·N ;
(5) For Reproduction, its computation complexity is (1+ prc)(1+ prm) ·N ;
So the computation complexity of the MCP EA is N · |V |3/2+{[(1 + prc) ·

prm + prc] ·N · (3|V |2 − |V |)/2+ (k · |V | + 1)(1 + prc)(1 + prm) ·N} ∗D.

4 Performance Evaluation and Simulation

For the MCP EA, we evaluate it in two ways, one is the success ratio(SR) of path
selection, another is its CPU time for solving the problem under the different
scale networks.
1 Note that the proposed algorithm is with high computational complexity for the

problem of multi-constrained path selection, so we aim to find a path with the
positive fitness within the limited iteration times.
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4.1 Under Accurate State Information

Similarly to the simulations by Turgay Korkmaz[8]and by Yong Cui[9], we first
generate graphs[10],then associate two randomly generated weights with each
link, as shown in Table 1. These weights are selected from uniform distributions
under three types of correlation between them. The source and destination of a
request are randomly generated such that the minimum hop-count between them
is at least two.The constraints are also randomly generated, but their ranges are
determined based on the best paths with respect to w1 and w2 as follows. Let p1
and p2 be two optimal paths with respect to w1 and w2 respectively. We take c1 ∼
uniform[0.8 ∗w1(p2), 1.2 ∗w1(p2)] and c2 ∼ uniform[0.8 ∗w2(p1), 1.2 ∗w2(p1)].

Table 1. Ranges of link weights and the correlation between them

Correlation w1(e) w2(e)

Positive correlation uniform[1, 50] uniform[1, 100]

No correlation uniform[1, 100] uniform[1, 200]

Negative correlation uniform[1, 50] uniform[100, 200]

We contrast the performance of MCP EA and the other algorithms using
the success ratio, which refers to the fraction of connection requests for which
feasible paths are found by the given algorithm.In each run, 10 random graphs
are generated. For each instance of a random graph with given link weights,
1000 connection requests are generated for graphs with 50,100, and 200 nodes
respectively. The Success ratio of each algorithm is listed in table 2.

Table 2. The Success ratio of each algorithm

Correlation SR H MCOP MEFPA MCP EA

N = 50 85.7% 83.9% 87.0%
Positive correlation N = 100 91.6% 89.4% 92.2%

N = 200 92.2% 90.1% 93.1%

N = 50 86.2% 84.1% 87.3%
No correlation N = 100 91.2% 89.0% 92.1%

N = 200 91.7% 89.7% 92.4%

N = 50 73.6% 70.2% 74.9%
Negative correlation N = 100 79.9% 75.2% 80.8%

N = 200 77.9% 73.8% 79.0%

4.2 Under Inaccurate State Information

In this experiment, we adopt the Relative Threshold Trigger (RTT). For some
different threshold values, the performance of H MCOP,MEFPA, and MCP EA
is compared. Suppose that wl new(e) is the updated value, and the wl curw(e) is
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the practical value at the moment, if the |wl new(e) − wl curw(e)|/wl neww(e) >
th, the wl new(e) will be updated, and th is the value of the threshold. At the same
time, we assume that the wl curw(e) is uniformly distributed over the range
wl new(e)(1 − th),wl new(e)(1 + th). The experiment results show that the per-
formance of MCP EA is higher than that of H MCOP and MEFPA, and their
performance under inaccurate state information is shown in Figure 10-18.

60.0%

65.0%

70.0%

75.0%

80.0%

85.0%

90.0%

0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9

Threshold  th 

S
u
c
c
e
s
s
 
R
a
t
i
o
 

H_MCOP

MEFPA

MCP_EA

Positive c orrelation

60.0%

65.0%

70.0%

75.0%

80.0%

85.0%

90.0%

0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9

Threshold th

S
u
c
c
e
s
s
 
R
a
t
i
o
 

H_MCOP

MEFPA

MCP_EA

No c orrelation

40.0%

45.0%

50.0%

55.0%

60.0%

65.0%

70.0%

75.0%

0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9

Threshold th

S
u
c
c
e
s
s
 
R
a
t
i
o
 

H_MCOP

MEFPA

MCP_EA

Negative c orrelation

Fig. 6. Performance comparison under inaccurate state information, N = 50
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Fig. 7. Performance comparison under inaccurate state information, N = 100
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Fig. 8. Performance comparison under inaccurate state information, N = 200

5 Conclusion

For the problem of multi-constrained path selection, a novel evolutionary algo-
rithm named MCP EA is proposed.In the algorithm, a preceding coding technol-
ogy is employed to avoid existing a circle on a path, and thus the circle check is
omitted in the crossover and mutation operators. Based on the bucket principle,
a novel fitness function is designed, if there is a path whose fitness is greater
than zero, the path is a solution of the problem. In addition, a new crossover
and mutation operators are presented respectively.Finally, theoretical analysis
proves that the algorithm can convergence to the global optima with probability
1.0, computer simulation results also show that the algorithm performs better
than the other algorithms for the problem.
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Abstract. In searching for optimal solutions, Differential Evolution (DE), a type
of genetic algorithms can find an optimal solution satisfying all the constraints.
However, DE has been shown to have certain weaknesses, such as slow con-
vergence,the accuracy of solutions are not high. In this paper, we propose an
improved differential evolution based on orthogonal design, and we call it ODE
(Orthogonal Differential Evolution). ODE makes DE faster and more robust. It
uses a novel and robust crossover based on orthogonal design and generates an
optimal offspring by a statistical optimal method. A new selection strategy is ap-
plied to decrease the number of generations and make the algorithm converge
faster. We evaluate ODE to solve twelve benchmark function optimization prob-
lems with a large number of local minimal. Simulations results show that ODE
is able to find the near-optimal solutions in all cases. Compared to other state-of-
the-art evolutionary algorithms, ODE performs significantly better in terms of the
quality, speed, and stability of the final solutions.

1 Introduction

In the last two decades, evolutionary algorithms (including genetic algorithms, evo-
lution strategies, evolutionary programming, and genetic programming) have received
much attention regarding their potential as global optimization techniques [1]. Inspired
from the mechanisms of natural evolution and survival of the fittest, evolutionary al-
gorithms (EAs) utilize a collective learning process of a population of individuals. De-
scendants of individuals are generated using randomized operations such as mutation
and recombination. Mutation corresponds to an erroneous self-replication of individu-
als, while recombination exchanges information between two or more existing individ-
uals. According to a fitness measure, the selection process favors better individuals to
reproduce more often than those that are relatively worse.

Differential evolution (DE) [2] is an improved version of Genetic Algorithm (GA)
for faster optimization, which has won the third place at the 1st International Contest on
Evolutionary Computation on a real-valued function test-suite. DE is the best genetic al-
gorithm approach. Unlike simple GA that uses binary coding for representing problem
parameters, DE is a simple yet powerful population based, direct search algorithm with
the generation-and-test feature for globally optimizing functions using real valued para-
meters. The DE’s advantages are its simple structure, ease of use, speed and robustness.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 709–718, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



710 W. Gong, Z. Cai, and C.X. Ling

Price & Storn [2] gave the working principle of DE with single strategy. Later on, they
suggested ten different strategies of DE [10]. A strategy that works out to be the best
for a given problem may not work well when applied for a different problem. What’s
more, the strategy and key parameters to be adopted for a problem are to be determined
by trial & error. The main difficulty with the DE technique, however, appears to lie in
the slowing down of convergence as the region of global minimum is approaching.

Recently, some researchers applied the orthogonal design method incorporated with
EAs to solve optimization problems. Leung and Wang [5] incorporated orthogonal de-
sign in genetic algorithm for numerical optimization problems found such method was
more robust and statistically sound. This method was also adopted by other researchers
[6], [7] and [8] to solve optimization problems. Numerical results demonstrated that
these techniques had a significantly better performance than the traditional EAs on
the problems studied, and the resulting algorithm can be more robust and statistically
sound.to find an optimal solution satisfying all the comstraints. However, DE has been
shown to have certain weaknesses, such as slow convergence,the accuracy of solutions
are not high.

In this paper, an improved version of the differential evolution based on the orthog-
onal design (ODE) is presented to make the DE faster and more robust. Orthogonal
design method is nested in crossover operator with the statistical optimal method to
select better genes as offspring, and consequently, enhances the performance of the
CDE(conventional DE). By combining with two crossover operators, faster conver-
gence and better solutions are obtained. Moreover, the ODE can remedy the main defect
of the DE technique mentioned above with the orthogonal crossover operator. The ad-
vantages of ODE are its simplicity, efficiency, and flexibility. It is shown empirically
that ODE has high performance in solving benchmark functions comprising many pa-
rameters, as compared with some existing EAs.

The rest of this paper is organized as follows. Section 2 briefly describes function
optimization problem and some properties of the orthogonal design method. Section 3
presents the proposed ODE. In Section 4, we test our algorithm use twelve benchmark
functions . This is followed by discussions and analysis of the optimization experiments
for the ODE in Section 5. The last section, Section 6, is devoted to conclusions and
future studies.

2 Preliminary

2.1 Problem Definition

A global minimization problem can be formalized as a pair (S, f) , where S ⊆ Rn is
a bounded set on Rn and f : S → R is an n-dimensional real-valued function. The
problem is to find a point Xmin ∈ S such that f(Xmin) is a global minimum on S. More
specifically, it is required to find an Xmin ∈ S such that

∀X ∈ S : f(Xmin) ≤ f(X) (1)

where f does not need to be continuous but it must be bounded

li ≤ xi ≤ ui, i = 1, 2, · · · , n (2)
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2.2 Orthogonal Design

Orthogonal design method [9] with both orthogonal array (OA) and factor analysis
(such as the statistical optimal method) is developed to sample a small, but represen-
tative set of combinations for experimentation to obtain good combinations. OA is a
fractional factorial array of numbers arranged in rows and columns, where each row
represents the levels of factors in each combination, and each column represents a spe-
cific factor that can be changed from each combination. It can assure a balanced com-
parison of levels of any factor. The term “main effect” designates the effect on response
variables that one can trace to a design parameter. The array is called orthogonal be-
cause all columns can be evaluated independently of one another, and the main effect
of one factor does not bother the estimation of the main effect of another factor.

In a discrete single objective optimization problem, when there are N factors (vari-
ables) and each factor has Q levels, the search space consists of QN combinations of
levels. When N and Q are large, it may not be possible to do all QN experiments to
obtain optimal solutions. Therefore, it is desirable to sample a small, but representa-
tive set of combinations for experimentation, and based on the sample, the optimal may
be estimated. The orthogonal design was developed for the purpose [9]. The selected
combinations are scattered uniformly over the space of all possible combinations QN .
And the orthogonal design is an important tool for robust design. Robust design is an
engineering methodology for optimizing the product and process conditions which are
minimally sensitive to the causes of variation, and which produce high-quality products
with low development and manufacturing costs.

In general, the orthogonal array LM (QN) has the following properties.

1. For the factor in any column, every level occurs equal times.
2. For the two factors in any two columns, every combination of two levels occurs

equal times to represent the experiments.
3. Any two experiments are not the same, so their results cannot be compared directly.
4. If any two columns of an orthogonal array are swapped, the resulting array is still

an orthogonal array.
5. If some columns are taken away from an orthogonal array, the resulting array is still

an orthogonal array with a smaller number of factors.

3 ODE: Orthogonal DE

In order to get rapid convergence as the region of global minimum, and make DE easy
to manipulate and get better solutions, we modify the DE. The enhancements of the
ODE are as follows:

3.1 Orthogonal Crossover Operator

3.1.1 Design of the Orthogonal Array
To design a minimal orthogonal array, in this research, we use the two level orthogonal
array L2J (22J −1), R = 2J denotes the number of the rows of orthogonal array and
C = 2J − 1 denotes the number of the columns. The orthogonal array needs to find a
proper J to satisfy



712 W. Gong, Z. Cai, and C.X. Ling

Minimize: R = 2J

s.t.: C = 2J − 1 ≥ N
(3)

where N is the number of the variables. In this study, we adopt the algorithm described
in Ref. [5] to construct an orthogonal array. In particular, we use L(R, C) to indicate the
orthogonal array; and a(i, j) denotes the level of the jth factor in the ith combination in
L(R, C).

3.1.2 Generation of the Orthogonal Sub-population
After constructing a proper orthogonal array, we select two parents randomly, X1 =

(x11, x12, · · · , x1N ) and X2 = (x21, x22, · · · , x2N ), to generate the orthogonal
sub-population O(R, N) for two level orthogonal crossover.

Note: Because the number of the columns of the orthogonal array C ≥ N , if C > N

we delete the last C −N columns to get an orthogonal array with N factors in algorithm
1. The remainder of the orthogonal array is still an orthogonal array because of the fifth
property of the orthogonal design.

3.1.3 Statistical Optimal Method
From the third property of the orthogonal design we know that any two experimental
results cannot be compared directly. We adopt the statistical optimal method [9] in order
to generate a better offspring, which is similar to the method adopted in Ref. [8], from
the orthogonal sub-population O(R, N). Calculation of the value of the kth level of the
jth factor E(j, k) is

E(j, k) =
a(i,j)=k

Xi.f (4)

where Xi.f is the fitness of the individual Xi. For each factor, we select the level with
the minimal E(j, k) as the component of the offspring X ′.

3.2 Decision Variable Fraction Strategy

If the dimension of the variable is higher, it needs to design a larger orthogonal array
to satisfy C ≥ N . For example, if N = 100, the smallest J is 7, and R = 128. When
we use the two level orthogonal crossover, it needs to evaluate the fitness function 128
times to generate an offspring. Therefore, each pair of parents should produce too many
potential offspring. In order to avoid a large number of function evaluations during
selection, we use the decision variable fraction strategy to divide the variables into
groups, which is a small design parameter, and each group with the same number of
components is treated as one factor. Consequently, the corresponding orthogonal array
has a small number of combinations, and hence a small number of potential offspring
are generated.

3.3 Simplifying the Scaling Factor

The scaling factor F is generated uniform randomly from F ∈ (0, 1] in the proposed
ODE to make it simple and easy to use.
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3.4 Handling the Constraint of the Variables

When we adopt the DE/rand/1/exp strategy to generate a point X , if some dimension
values of the point beyond the constraint of the variables, xi /∈ [li, ui], we use the
following rules to adjust it:

xi =
li + Ui(0, 1) × (ui − li) if xi < li
ui − Ui(0, 1) × (ui − li) if xi > ui

(5)

where Ui(0, 1) is the uniform random variable from [0,1] in each dimension i.

3.5 Algorithm of the Orthogonal DE

The evolutionary process of the ODE is similar to GAs. It is described as follows.

Algorithm 1 Algorithm of the Orthogonal DE

• Generate the initial population randomly and calculate the fitness of each individ-
ual;

• Find the best and the worst individuals in the current population;
• Construct a proper orthogonal array;
• While the halting criterion is not satisfied Do

· For each individual in the population, execute DE/rand/1/exp strategy to gen-
erate a new population;

· Find the best and the worst individuals in the new population;
· Select two different individuals, X1 and X2, randomly from the new popula-

tion;
· Execute two level orthogonal crossover to generate a child X ′;
· if f(X ′) < f(Xworst) then

Xworst = X ′;
· End if
· Report the results;

• Do

Note: In algorithm 3, the halting criterion is that the maximal number of fitness function
evaluations is reached or |f(Xbest) − f(Xworst)| < ε.

4 Simulations

4.1 Experimental Setup

For all experiments in ODE, we used the following parameters:

Population size: M = 100;
Number of fitness function evaluations: NFFE = 100,000;
Probability of crossover: CR = 0.9;
Number of decision variable fractions: if N > 15, then F = 2, else F = N
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Halting precision: ε = 1×10−30. This halting criterion used is to make the algorithm
stop earlier when the results satisfy the precision of the problems.

To evaluate the efficiency of the proposed ODE approach, we also test the functions
in CDE, which does not use the orthogonal design, with DE/rand/1/exp strategy. And
for all experiments in CDE, we used the parameters mentioned above only expect for
the number of fitness function evaluations, which is different for different problems.

4.2 Benchmark Functions

In order to evaluate the performance of the proposed method we used twelve bench-
mark functions (f01 − f12) . All of the functions are minimization problems. Where
functions f01 − f07 are f01 − f07 from Ref. [5]; functions f08 − f10 are f09, f12, f13
from Ref. [5]; and functions f11, f12 are f22, f23 from Ref. [4]. For functions f01 − f06
and f09, f10, the dimension of variables is 30; for functions f07, f08, the dimension of
variables is 100; and the dimension of variables for functions f11, f12 is 4. Functions
f01 − f08 are high-dimensional and multimodal problems with many local minima.
Functions f09, f10 are high-dimensional and unimodal problems. Also function f09 is a
noisy quartic function, where random [0,1) is a uniformly distributed random variable
in [0,1). Functions f11, f12 are low-dimensional and multimodal problems with few
local minima; and they are difficult to find the global minimal on each run for many
algorithms [4]. The test functions are described as follows.

f01 =
N

i=1

(−xi sin( |xi|)) (6)

f02 =
N

i=1

(x2
i − 10 cos(2πxi) + 10) (7)

f03 = −20 exp(−0.2
1

N

N

i=1

x2
i ) − exp(

1

N

N

i=1

cos(2πxi)) + 20 + exp(1) (8)

f04 =
1

4000

N

i=1

x2
i −

N

i=1

cos(
xi√

i
) + 1 (9)

f05 = π
N

{10 sin2(πyi) +
N−1

i=1

(yi − 1)2 · [1 + 10 sin2(πyi+1)] + (yN − 1)2}

+
N

i=1

u(xi, 10, 100, 4)

(10)

where
yi = 1 +

1

4
(xi + 1) (11)

and

u(xi, a, k, m) =

k(xi − a)m, xi > a

0, −a ≤ xi ≤ a

k(−xi − a)m, xi < a

(12)

f06 = 1
10

{sin2(3πx1) +
N−1

i=1

(xi − 1)2 · [1 + 10 sin2(3πxi+1)]

+(xN − 1)2 · [1 + sin2(2πxN)]} +
N

i=1

u(xi, 5, 100, 4)

(13)
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f07 = −
N

i=1

sin(xi) sin20(
i × x2

i

π
) (14)

f08 =
1

N

N

i=1

(x4
i − 16x2

t + 5xi) (15)

f09 =
N

i=1

x4
i + random[0, 1) (16)

f10 =

N

i=1

|xi| +
N

i=1

|xi| (17)

f11,12 = −
m

i=1

[(x − ai)(x − ai)
T + ci]

−1 (18)

where for function f11, m = 7; for function f12, m = 10. The coefficients are not
described here.

4.3 Experimental Results

Table 1 shows the results compared with OGA/Q [5] and CDE. Table 2 shows the results
compared with FEP [4] and CDE. Where all results have been averaged over 50 inde-
pendent trails on each test function in standard C++ and recorded: 1) the mean number
of fitness function evaluations (MFFE), 2) the mean function value (Mean Best), and 3)
the standard deviation of the functions (Std. Dev.). Some of the convergence results of
the test functions compared with ODE and CDE are shown in Fig. 1.

Table 1. Comparison with ODE, CDE and OGA/Q on functions f01 − f10 over 50 independent
runs. A result in Boldface indicates that a better result or the global optimum (or best known
solution) was reached. Where “Optimal” in column 11 indicates the global optimum (or best
known solution), similarly hereinafter.

F
MFFE Mean Best Std. Dev.

Optimal
ODE CDE OGA/Q ODE CDE OGA/Q ODE CDE OGA/Q

f01 47,980 72,100 302,166 -12569.5 -12569.5 -12569.4537 0 0 6.4∗10−4 -12569.5
f02 36,430 159,600 224,710 0 0 0 0 0 0 0
f03 57,850 206,300 112,421 5.9∗10−15 4.9∗10−15 4.4∗10−16 0 1.4∗10−15 4.0∗10−17 0
f04 51,970 119,600 134,000 0 0 0 0 0 0 0
f05 100,000 100,000 134,556 1.4∗10−16 5.2∗10−15 6.0∗10−6 7.3∗10−17 1.6∗10−15 1.2∗10−6 0
f06 99,850 100,000 134,143 4.1∗10−19 6.6∗10−13 1.9∗10−4 2.8∗10−19 3.5∗10−13 2.6∗10−5 0
f07 98,570 100,000 302,773 -97.211 -59.30467 -92.83 0.3 0.830304 2.6∗10−2 -99.2784
f08 98,570 100,000 245,930 -78.33233 -78.3254 -78.30 3.0∗10−6 0.001458 6.3∗10−3 -78.3324
f09 100,000 100,000 112,652 6.6∗10−4 0.01647 6.3∗10−3 3.8∗10−4 0.004207 4.1∗10−4 0
f10 100,000 100,000 112,612 0 1.7∗10−8 0 0 3.1∗10−9 0 0
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Table 2. Comparison with ODE, CDE and FEP on functions f11, f12 over 50 independent runs.
A result in Boldface indicates that a better result or the global optimum (or best known solution)
was reached.

F
MFFE Mean Best Std. Dev.

Optimal
ODE CDE FEP ODE CDE FEP ODE CDE FEP

f11 6,640 7,100 10,000 -10.4029 -10.40285 -5.52 0 1.246∗10−7 2.12 -10.4029
f12 7,030 7,900 10,000 -10.5364 -10.53638 -6.57 0 6.576∗10−9 3.14 -10.5364

5 Discussions and Analysis of Results

From table 1, table 2 and Fig. 1, we can get following conclusions.

– The proposed ODE can find optimal or close-to-optimal solutions and gave the
smallest MFFE for all functions compared with the OGA/Q, CDE and FEP.

– For functions f01−f04 and f10−f12, the proposed ODE can find the global optimal
solutions on each run. Hence, the “Std. Dev.” of these functions are zero.

– For six functions (f01 and f05 − f09), the ODE can obtain a better “Mean Best”
solutions than the OGA/Q.

– Both the ODE and OGA/Q can give the same optimal or close-to-optimal solutions
in three functions (f02, f04 and f10).

– Only except for the function f07, the ODE gave a worse “Std. Dev.” than the
OGA/Q. However, it can give smaller standard deviations of function values in
six functions (f01, f03, f05, f06, f08 and f09) than the OGA/Q and in the remaining
three functions (f02, f04 and f10), both of them are 0. Hence, the proposed ODE
has a more stable solution quality.

– The ODE found similar standard deviations of function values as the CDE for three
functions (f01, f02 and f04), both of them are 0. And for the remaining nine func-
tions, ODE was able to obtain smaller standard deviations of function values than
the CDE. Therefore, ODE has a more stable solution quality than the CDE.

– The proposed ODE requires fewer mean numbers of function evaluations than the
OGA/Q, CDE and FEP and, hence, the proposed ODE has a lower computational
time requirement.

– From Fig. 1, we can see that the ODE can get faster convergence than that of the
CDE. Especially, for some functions (such as f05, f09 and f10), the proposed ODE
can find the close-to-optimal solutions at the beginning of the iteration. The rea-
son is that the two level orthogonal crossover operator with the statistical optimal
method can exploit the optimum offspring.

– Compared with the FEP for functions f11 and f12, the performance of the ODE is
significantly better than the FEP in terms of the MFFE, Mean Best and Std. Dev.

These results in table 1, table 2 and Fig. 1 indicate that the proposed ODE can, in
general, give better mean solution quality, faster convergence speed and more stable
solution quality than the OGA/Q, CDE and FEP. Thereore, ODE can be more robust
and statistically sounder.
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6 Conclusion and Future Work

A fast and robust DE (ODE) based on the orthogonal design is proposed in this paper,
and then it is used to solve the global numerical optimization problems with continuous
variables. We used the proposed algorithm to solve twelve benchmark problems with
high or low dimensions, where some of these problems have numerous local minimal.
The computational experiments show that the proposed ODE can find optimal or close-
to-optimal solutions, and it is more robust than the compared techniques (OGA/Q, CDE
and FEP). It is, therefore, concluded that the proposed ODE is a promising technique
in performing global optimization for practical applications. Furthermore, the ODE can
have faster convergence speed than the CDE. Our future work consists on adding to a
diversity mechanism to handle the constraints to solve the global constrained optimiza-
tion problems.
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1. T. Bäck and H.-P. Schwefel: An overview of evolutionary algorithms for parameter optimiza-
tion. Evolutionary Computation. 1 (1993) 1–23

2. R. Storn and K. Price: Differential evolution–A simple and efficient heuristic for global op-
timization over continuous spaces. Journal of Global Optimization. 11 (1997) 341–359

3. Guo Tao and Kang Li-shan: A new Evolutionary Algorithm for Function Optimization.
Wuhan University Journal of Nature Sciences. 4 (1999) 409–414

4. Xin Yao, Yong Liu, and Guangming Lin: Evolutionary Programming Made Faster. IEEE
Transactions on Evolutionary Computation. 3 (1999) 82–102

5. Y. W. Leung and Y. Wang: An Orthogonal Genetic Algorithm with Quantization for Global
Numerical Optimization. IEEE Transactions on Evolutionary Computation, 5 (2001) 41–53

6. Ding C. M, Zhang C. S. and Liu G. Z: Orthogonal Experimental Genetic Algorithms and Its
Application in Function Optimization (in Chinese). Systems Engineering and Electronics, 10
(1997) 57–60

7. SHI Kui-fan, DONG Ji-wen, LI Jin-ping, et al: Orthogonal Genetic Algorithm (in Chinese).
ACTA ELECTRONICA SINICA, 10 (2002) 1501–1504

8. ZENG San-You, WEI Wei, KANG Li-Shan, et al: A Multi-Objective Evolutionary Algorithm
Based on Orthogonal Design (in Chinese). Chinese Journal of Computers, 28 (2005) 1153–
1162

9. K. T. Fang and C. X. Ma: Orthogonal and Uniform Design (in Chinese). Science Press,
(2001)

10. K. Price and R. Storn: Home Page of Differential Evolution. Available:
http://www.ICSI.Berkeley.edu/˜storn/code.html. (2003)



Cancer Classification by Kernel Principal

Component Self-regression

Bai-ling Zhang

School of Computer Science and Mathematics
Victoria University, VIC 3011 Australia

bailing.zhang@vu.edu.au

Abstract. The classification of cancer based on gene expression data
is one of the most important tasks in bioinformatics, and is essential
for future clinical implementations of microarray based cancer diagnosis.
In this paper, a novel procedure for classifying cancer using the gene
expression data is proposed based on a Kernel Principal Component
Self-regression (KPCSR) model. Developed from Kernel Principal Com-
ponent Analysis (KPCA), the KPCSR model selects a subset of the
principal components from the kernel space for the input variables to
regress in order to accurately characterize each type of cancer. A mod-
ular scheme with class-specific KPCSR structure proves very efficient,
from which each cancer class is assigned an independent KPCSR model
for coding the corresponding gene expression information. The perfor-
mance was measured on several public gene expression datasets involv-
ing human tumor samples, using 5-fold cross-validation and leave-one-out
cross-validation (LOOCV) respectively. Experimental results has shown
that the classification accuracies are better or comparable to the max-
imum accuracies based on the Support Vector Machine and k-Nearest
Neighbor classifications combined with various gene selection schemes
reported previously in the literature. These results suggest that our pro-
posed method is useful for microarray based cancer classification.

1 Introduction

Accurate and objective diagnosis of human cancer has been greatly improved by
the high-throughput microarray technologies, which can provide a global view
of molecular changes involved in a cancer development by measuring simulta-
neously the activities and interactions of thousands of genes. The genome-wide
expression patterns can be used to classify different type of cancers, to study
varying levels of drug responses to facilitate drug discovery and development,
and to predict clinical outcomes. In the past several years, extensive research
has been carried out in the realm of cancerous tumor classification based on
gene expression profiles, which are believed to be precise and objective molecu-
lar fingerprints for cancers.

The problem of cancer classification can be formulated as predicting binary or
multi-category outcomes from the gene expression data. Many classical classifiers
and machine-learning techniques have been attempted, with examples including
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the k-nearest neighbor (kNN) methods, artificial neural networks, Bayesian ap-
proaches, support vector machines, and decision trees. Dudoit et al. have given
an in-depth comparison of cancer classification performance from a number of
classification algorithms and machine learning methods [Dudoit 2002].

Though much progress has been made, cancer classification based on gene ex-
pression data is still considered to be very challenging. Cancer microarray data
is often characterised by very high dimensionality and very small number of
available samples. Such a “small-sample-size (SSS)” problem with high dimen-
sionality makes many classical classification methods not directly applicable.
Means of effectively reducing the dimensionality and selecting relevant genes in-
volved in different types of cancer remains a major research topic in which much
effort has been made [Shen 2005].

Most of the prior reserach has been concentrated on binary classification,
which aims to assign a label y (normal or cancerous), to a new gene expression
pattern x, based on the knowledge of M samples {(x1, y1), (x2, y2), ..., (xM, yM)}.
The problem of multiclass cancer classification is to determine which class a new
tissue sample should be labelled given a collection of gene expression data belong-
ing to different cancer types. In most situations, binary classification method-
ologies cannot be directly extended to produce comparable accuracies for simul-
taneous multiclass classification. Because of the large number of cancer types
and subtypes, it is necessary to develop multiclass cancer classification proce-
dures. Some methods have been developed utilizing one versus all (OVA) or all
paired (AP) binary classifiers such as the support vector machine (SVM) [Vap-
nik 1998, Statnikov 2005]. For example, Ramaswamy et al. have employed SVM,
weighted voting, and k-nearest-neighbors methods with OVA and AP schemes
to distinguish 14 different tumor types [Ramaswamy 2001, Rifkin 2003].

Feature selection issue in cancer classification has been extensively studied.
Gene selection, as it is often called, chooses a subset of many fewer genes which
are more prominent in their contributions and removes features that are irrele-
vant. One earlier straightforward approach to select relevant genes is the appli-
cation of standard parametric tests such as the t-test and a nonparametric test
such as the Wilcoxon score test [Antoniadis et al., 2003, Tang 2006, Yang 2006,
Wang 2005]. Another tool to find the underlying gene components and reduce
the input dimensions is Principal component analysis (PCA) [Wang 2005], which
can be efficient if the data points are linearly correlated. In order to extract in-
formative genes from cancer microarray data and reduce dimensionality, a better
alternative is the kernel principal component analysis (KPCA) [Rosipal 2001],
which is a method of non-linear feature extraction closely related to methods
applied in the Support Vector Machines.

This paper introduces a simple and efficient approach that can be applied
to multi-class cancer classification. The technique is based on first performing
Kernel Principal Component Analysis in kernel space and then applying self-
regression from the extracted features (kernel principal components). The pro-
posed model is a generalization of the Kernel Principal Component Regression
(KPCR) [Rosipal 2001], a technique of Principal Component Regression (PCR)
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from the kernel space. The model is directly applied to describe each category
of cancer in study and the corresponding attributes can be characterized by the
features extracted from the kernel space. Computational results show that our
algorithm is effective in classifying gene expression data.

2 Kernel Principal Component Self-Regression (KPCR)

2.1 Kernel Principal Component Analysis

Since the objective of PCA is to seek a lower dimensional subspace from which
the projected reconstruction of the data is minimized, it does not perform well if
the data points lie on a nonlinear manifold. Furthermore, PCA encodes the data
based on second order dependencies and ignores higher-order statistics, which
can capture important information for recognition.

The shortcomings of PCA can be overcome through the use of kernel func-
tions with a method called kernel principal component analysis (KPCA). This
performs the same procedure as PCA in a high dimensional space, F , related to
the input by the (nonlinear) map Φ(x) : R → F. The map Φ and the space F
are determined implicitly by the choice of a kernel function k, which computes
the dot product between two input examples x and y mapped into F via

k(x,y) = Φ(x) · Φ(y) (1)

where (·) is the vector dot product in the infinite-dimensional feature space F .
The most commonly used kernel k(x,y) is:

k(x,y) = exp
(
−||x − y||

2σ2

)
(2)

where σ is the width of the kernel.
In Kernel PCA, the kernel matrix k is first centralized; the result can be

considered as the estimate of the covariance matrix of the new feature vector in
F . Then the linear PCA is simply performed on the centralized k by finding a
set of principal components in the span of vectors {Φ(x)r} which represents the
principal axes in the kernel space. Obviously, such a linear PCA on k may be
viewed as a nonlinear PCA on the original data.

From the above discussion, KPCA can be formulated entirely in terms of inner
products of the mapped examples. Thus, all inner products can be replaced by
evaluations of the kernel function, which has two important consequences. First,
inner products in F can be evaluated without computing Φ explicitly, which
allows us to work with a very high-dimensional, possibly infinite dimensional
RKHS F . Second, if a positive definite kernel function is specified, explicit forms
of Φ or F are not needed to perform KPCA since only inner products are used
in the computations.
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2.2 Kernel Principal Component Self-Regression

In statistics, ordinary least squares (LS) regression is well-known. But one of
main problems from LS regression is that its performance becomes poor when
there are near multicollinearities in the matrix of explanatory variables [Rosipal
2001]. To solve the problem, principal components regression (PCR) has been
proposed and successfully applied in some areas, particularly in chemometrics.

Traditional PCR technique attempts to estimate the values of a response
variable at the basis of selected principal components of the explanatory vari-
ables. The significances of regressing the response variable on the PCs rather
than directly on the explanatory variables include: (1) the explanatory variables
are often highly correlated which may cause inaccurate estimations of the least
squares (LS) regression coefficients, which can be avoided by using the PCs in
place of the original variables since the PCs are uncorrelated; (2) the dimension-
ality of the regressors is reduced by taking only a subset of PCs for prediction
[Rosipal 2001].

Let y be a vector of n observations of the dependent variable; Then PCR can
be expressed as

y = Ψw + ε (3)

where Ψ represents an (n× M) matrix of zero-mean regressors {Ψi}n
i=1, w is a

vector of regression coefficients and ε is the vector of error terms whose elements
have equal variance, and are independent of each other. ΨTΨ is proportional to
the sample covariance matrix.

Based on Equation 3, kernel PCA can be performed to extract its M eigen-

values
{

λ̃i

}M

i=1
and corresponding eigenvectors {ui}M

i=1. Then using the first p

nonlinear principal components to create a linear model based on orthogonal
regressors in a feature space F , the kernel PCR model (KPCR for short) can be
formulated as

y = f(x, a)

=
p∑

k=1

υkβk(x) + b

=
n∑

i=1

αiK(xi,x) + b (4)

where ai =
∑p

k=1 vkλ̃
−1/2
k ũk

i , for i = 1, 2, · · · ,n, and b is a bias term.
An auto-associative data description can be implemented based on a self-

regression variant of Equation 4, by simply replacing the response variables with
explanatory variables:

x =
n∑

i=1

αiK(xi,x) + b (5)

whichcanbeabbreviatedasKernelPrincipalComponentSelf-regression(KPCSR).



Cancer Classification by Kernel Principal Component Self-regression 723

In summary, the KPCSR model provides a description of the nonlinear rela-
tionships between input and features from the kernel space. The model building
involves two operations. The first is the kernel operation which transforms an
input pattern to a high-dimensional feature space. The second is the mapping
of the feature space back to the input space.

3 Experiments

3.1 Description of the Classification Procedure

We build a modular system for multiclass cancer classification, consisting of a set
of separate KPCSR models, each offering the categorization of gene expression
data for a specific cancer type. For the kth type, let the set of training data be
x(m)

1 ,x(m)
2 , · · · ,x(m)

N , m = 1, · · · , M , where N is the number of training data for
the mth cancer type and M the number of total types. When a gene expression
data x with unknown cancer type is presented for classification, it is applied
to all the KPCSR models to yield respective estimations. Then, a similarity
score between the query data and each of the reconstructions is calculated to
determine which reconstructed data best matches the query. Given the query
gene expression a and a reconstructed gene expression b, the similarity ρ(a, b)
can be defined by the cosine of the angle between them, formally

ρ(a,b) =
aTb

||a|| · ||b|| (6)

3.2 Data Sets Description

The following datasets were downloaded from the website given in [Yang 2006].

(1) The ALL/AML dataset (LEU). This dataset includes 72 samples from the
two classes of acute lymphoblastic leukemia (ALL) and acute myeloid leukemia
(AML), which contain 47 and 25 samples, respectively. Every sample contains
7, 129 gene expression values.The original dataset hadbeenpreprocessedusing
the method in [Dudoit 2002] to remove about half the genes and subsequently
every sample contains only 3, 571 gene expression values.

(2) The small round blue cell tumor (SRBCT) dataset. This dataset was first
analyzed by Khan and his collaborators [Khan 2001]. Originally, gene ex-
pression levels of 6567 genes were measured using cDNA microarray for each
sample, 2308 of which passed the filter that requires the red intensity of a
gene to be greater than 20 and were kept for analyses. After an initial fil-
tering, 2, 308 genes were included. The tumors were classified as the Ewing
family of tumors (EWS), Burkitt lymphoma (BL), neuroblastoma (NB) and
rhabdomyosarcoma (RMS) [Khan 2001]. Among the 83 samples, 29, 11, 18,
and 25 samples belong to classes EWS, BL, NB and RMS, respectively.

(3) The brain tumor (GLIOMA) dataset. The dataset [Nutt 2003] contains
in total 50 samples in four classes, cancer glioblastomas (CG), non-cancer
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glioblastomas (NG), cancer oligodendrogliomas (CO) and non-cancer oligo-
dendrogliomas (NO), which have 14, 14, 7, 15 samples, respectively. Each
sample has 12625 genes. The proprocessed data from [Yang 2006] contains
50 samples and 4433 genes.

(4) The LUNG dataset. The LUNG dataset [Bhattacharjee 2001] contains in
total 203 samples from 186 patients with four clinically distinct types of
lung cancer plus normal lung tissue. The cancer types are adenocarcinomas,
squamous cell lung carcinomas, pulmonary carcinoids, small-cell lung carci-
nomas and normal lung, which have 139, 21, 20, 6, 17 samples, respectively.
Each sample has 12600 genes and a subset of 3,312 most variable genes over
the five different lung tissue types has been identified.

(5) The CAR dataset. The CAR dataset [Su 2001] contains in total 174 samples
in eleven classes, prostate, bladder/ureter, breast, colorectal, gastroesophagus,
kidney, liver, ovary, pancreas, lung adenocarcinomas, and lung squamous
cell carcinoma, which have 26, 8, 26, 23, 12, 11, 7, 27, 6, 14, 14 samples,
respectively. In the original data, each sample contains 12533 genes. In the
preprocessed dataset [Yang 2006], there are 174 samples and 9182 genes.

(6) The MLL dataset [Armstrong 2002]. The dataset contains in total 72 samples
in three classes, acute lymphoblastic leukemia (ALL),acute myeloid leukemia
(AML), and mixed-lineage leukemia gene (MLL), which have 24, 28, 20 sam-
ples, respectively. The preprocessed data from [Yang 2006] contains 72 sam-
ples and 8685 genes.

(7) The diffuse large B-cell lymphoma (DLBCL) survival dataset [Shipp 2002].
The dataset contains in total 77 samples in two classes, diffuse large B-cell lym-
phomas (DLBCL) and follicular lymphoma(FL) whichhave58 and19 samples,
respectively. The original dataset contains 7129 genes. The preprocessed data
from [Yang 2006] was the filtered version with 77 samples and 6285 genes.

3.3 Classification Results

When query gene expression data is presented to the classification system, the
M KPCSR models will give their respective estimations, and the corresponding
similarity scores will be generated according to equation 6. The model that offers
the best reconstruction indicates the query is best described by this model and
identification of the associated cancer type is thus made.

Most of the cancer classification methods work by first selecting the top ranked
genes using a gene selection method and then building a classifier that ex-
ploits the gene expression values from the selected genes. We have compared
our method KPCSR with three gene selection methods combined with Support
Vector Machines (SVMs) and k-Nearest-Neighbor (kNN) classification [Yang
2006]. The three gene selection algorithms are F-test [Dudoit 2002], by which
informative genes are selected according to a defined relevance score (the ratio
of the between-group to within-group sum of squares); (2) Cho’s method [Cho
2003], which uses a revised criterion for measuring the relevance score of indi-
vidual genes using mean and standard deviation of distances from each sample
to the class centroid; (3) Yang’s method (GS1) [Yang 2006], which introduces
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two gene scoring functions also incorporating the means and the variations of
the expression values of genes in the samples belonging to a common class.

The following tables give the classification accuracies of our proposed KPSCR
(last column) on the seven datasets, with comparisons with the kNN and the
SVM-classifier based on the above mentioned three gene selection methods. The
accuracies were obtained through two different cross-validation techniques. The
first type is 5-fold cross validation, by which the whole data set was randomly
partitioned into five exclusive subsets of equal size, and in turn one subset was
used for the test data and the remaining sets were used for the training data.
The process (that is, random partitioning, training, and testing) was repeated
100 times. The average accuracy over all these 500 testing datasets was taken as
the 5-fold cross validation classification accuracy.

The second type of cross validation used in the evaluation of classification
accuracies is the Leave-One-Out (LOO) cross validation. By this technique, one
sample was left out as a testing sample and the remaining were used as the
training dataset, and this was done for every sample in the dataset. A property
of the leave-one-out cross-validation estimator, is that it provides an almost
unbiased estimate of the generalisation ability of a classifier.

Table 1. On the SRBCT dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
GS1 Cho’s F-test GS1 Cho’s F-test

5-fold CV 0.980 0.902 0.980 0.979 0.943 0.992 0.965
LOOCV 0.988 0.928 0.988 0.988 0.988 1.000 0.975

Table 2. On the CAR dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
GS1 Cho’s F-test GS1 Cho’s F-test

5-fold CV 0.874 0.797 0.851 0.885 0.852 0.862 0.864
LOOCV 0.879 0.805 0.862 0.902 0.879 0.885 0.885

Table 3. On the LEU dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
CS1 Cho’s F-test CS1 Cho’s F-test

5-fold CV 0.979 0.968 0.974 0.979 0.970 0.975 0.968
LOOCV 0.986 0.972 0.986 0.986 0.986 0.986 0.986
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Table 4. On the GLIOMA dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
CS1 Cho’s F-test CS1 Cho’s F-test

5-fold CV 0.684 0.664 0.674 0.722 0.670 0.685 0.665
LOOCV 0.780 0.820 0.780 0.760 0.720 0.740 0.768

Table 5. On the LUNG dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
CS1 Cho’s F-test CS1 Cho’s F-test

5-fold CV 0.937 0.924 0.918 0.938 0.924 0.930 0.946
LOOCV 0.951 0.926 0.921 0.951 0.941 0.936 0.955

Table 6. On the DLBCL dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
CS1 Cho’s F-test CS1 Cho’s F-test

5-fold CV 0.903 0.920 0.902 0.918 0.930 0.926 0.957
LOOCV 0.922 0.935 0.922 0.961 0.961 0.961 0.976

Table 7. On the MLL dataset, comparison of the leave-one-out and 5-fold cross

validation accuracies (KPCSR versus kNN and SVM with different gene selection

methods)

Methods kNN SVM KPCSR
CS1 Cho’s F-test CS1 Cho’s F-test

5-fold CV 0.948 0.960 0.954 0.952 0.955 0.948 0.967
LOOCV 0.972 0.972 0.958 0.972 0.958 0.958 0.969

The above results show that the KPCSR based classification of the tissue
samples can give very high accuracies. On the datasets of SRBCT, CAR, LEU,
GLIOMA and MLL, both of the LOOCV accuracies and 5-fold CV accuracies
are compariable to the SVM with gene selection methods from Yang and Cho
[Cho 2003, Yang 2006]. On the LUNG and DLBCL datasets, both of the LOOCV
accuracies and 5-fold CV accuracies are the best comparing with other methods
reported previously in the literature.
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4 Conclusion

We have introduced a data description model for classifying cancer types from
the gene expression data. The model is built from Kernel Principal Component
Regression (KPCR), which performs a least square reconstruction using the se-
lected features from kernel space based on kPCA. Our proposed algorithm can
be applied to both binary classification and multi-class classification and the
efficient dimension reduction from the kPCA avoids the explicit gene selection
step in most of previous cancer classification schemes. We have illustrated the
effectiveness of the proposed algorithm in several public datasets involving hu-
man tumor gene expression data, and the results show that the procedure is able
to distinguish different classes with high accuracy.
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Abstract. The automatic classification of images is an effective way to
organize a large-scale image database storing thousands of image files.
In this paper, an automatic content-based image classification model us-
ing Centroid Neural Networks (CNN) with a Divergence Measure called
Divergence-based Centroid Neural Network (DCNN) is proposed. The
DCNN algorithm, which employs the divergence measure as its distance
measure, is used for clustering of Gaussian Probability Distribution Func-
tion (GPDF) data. In comparison with other conventional algorithms,
the DCNN designed for probability data has the robustness advantages
of utilizing a localized image representation method in which each image
is represented by a Gaussian distribution feature vector. Experiments
and results show that the proposed classification model yields accuracy
improvements of 5.77% and 6.97% over models employing the conven-
tional Divergence-based k-means (Dk-means) and Divergence-based Self
Organizing Map (DSOM) algorithms, respectively.

1 Introduction

Image classification has been successfully applied in numerous imaging appli-
cations such as computer vision, face recognition, handwriting recognition, and
content-based image retrieval [1,2]. With the development of digital photography,
the number of images storing in image databases is rapidly increasing. Catego-
rization and classification of these large-scale image databases require an efficient
and automatic image classification system. The construction of an effective image
classification system, however, involves two challenging issues: representing the
content of images and classifying images into semantically meaningful categories
based on their contents.

Most automatic image classification models tend to use either globalized im-
age representation or localized image representation to describe the content of an
image [2]. Globalized image representation describes the texture information of
the whole image as a single vector. As a result, the dimensionality of feature vec-
tors is often very high and this high dimensionality of feature vectors often makes
the classification problem complex. On the other hand, localized representation
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computes the texture information of the image at multiple points, resulting in
a collection of local features. However, images are often high dimensional and
the number of feature vectors representing each image is significantly large. For
a large-scale database, using local features directly is undesirable and generally
intractable. Therefore, a method to represent the collection of all feature vectors
adopted from the image by a single feature vector is required. In this paper, the
Gaussian Probability Distribution Function (GPDF), in which the mean vector
and covariance matrix are estimated from all local features vectors obtained from
the image, is utilized to describe image content.

With regard to the feature vectors extracted from images, a classification
model is employed for classifying the extracted feature vectors. Gaussian Mix-
ture Models (GMMs) and maximum or minimum-likelihood classifier is used for
modeling and classification, respectively. To cluster the GPDF data in GMMs,
the convention k-mean and SOM clustering algorithms are widely used [3]. How-
ever, because of the selection of parameters such as learning rate and total num-
ber of iterations and the initialized conditions, the k-mean and SOM algorithms
often give unstable results. Park proposed a competitive clustering algorithm
called the Centroid Neural Network (CNN) [4]. Compared with the conventional
k-mean and SOM, the CNN converges stably to suboptimal solutions [4]. How-
ever, the CNN was originally designed to handle deterministic data because of
its quadric (Euclidean) distance measure.

In this paper, we propose a new classification model that can efficiently clas-
sify images by using the DCNN for clustering of GPDF data. The proposed
classification model is designed for utilizing advantages of the localized image
representation method. According to the localized representation method, each
image is represented by a GPDF. In order to deal with GPDF data, the DCNN,
which is based on the conventional CNN to exploit its advantageous features,
employs a divergence measure as a distance measure for clustering of probabil-
ity data [5]. By applying the DCNN to the clustering of probability data, the
robust advantages of the localized representation method are incorporated and
mixtures of GMMs can be efficiently formed.

The remainder of this paper is organized as follows: Section 2 presents image
representation methods using the Discrete Cosine Transform (DCT). A short
introduction of the DCNN is presented in Section 3. Section 4 presents experi-
ments and results on several image data sets including comparisons with other
conventional models. Conclusion are presented in Section 5.

2 Image Representation Using Discrete Cosine Transform

In general, texture descriptors of images can be extracted using the globalized
representation and localized representation methods. Globalized representation
describes the texture information of the whole image in a single vector. Although
the globalized representation has been successfully applied for image recognition,
it still suffers from some problems. In particular, keeping the dimensions of
feature vectors such that they are tractable requires an image to be in low
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resolution or down-sampled images to keep the dimension in tractable. This,
however, leads to a loss of valuable information in the image.

Another approach is to use the localized representation, which describes the
content of the image by a collection of local features extracted from the image.
These features are computed at different points of interest in the image. The
localized representation does not place constraints on resolution (a larger image
simply returns more feature vectors). Localized representation maintains the
dimensions of the feature vectors in tractable by adjusting the sizes of blocks.
Furthermore, this method is consequently more robust to occlusions and clutter.

In order to obtain the texture information from the image, conventional tex-
ture descriptors based on frequency domain analysis such as Gabor filters [6]
and wavelet filters [7] are often used. However, these algorithms often require a
high computational load for description extraction and are not suitable for real-
time applications. In this paper, we use a standard method in image processing
called the Discrete Cosine Transform (DCT) for extracting the texture informa-
tion from each block of the image [8]. The DCT transforms the image from the
spatial domain into the frequency domain. The 2-D DCT of a M ×N block can
be described as follows:

F (u, v) = Λ(u)Λ(v)
M−1∑
m=0

N−1∑
n=0

f(m,n)
(

cos
π(2m+ 1)u

2M

)(
cos

π(2n + 1)v
2N

)
(1)

where F (u, v) is the DCT coefficient in row u and column v of the DCT matrix,
f(m,n) is the intensity of the pixel in row m and column n in the block, and
Λ(u) and Λ(v) are defined as:

Λ(u) =

{ 1√
M
, u = 0√

2
M , 1 ≤ u ≤ M − 1

(2)

Λ(v) =

{ 1√
M
, v = 0√

2
M , 1 ≤ v ≤ M − 1

(3)

The number of DCT coefficients in the block M ×N is M.N , where M is the
width of the block and N is the height of the block. It is noted that the high
frequency component is not visible to human vision and is not efficient for texture
retrieval. Therefore, to speed up the process of estimation of densities associated
with each image, unnecessarily high frequency components are ignored.

As the texture information is extracted from images, each image is repre-
sented by a collection of feature vectors in which each feature vector stores the
DCT coefficients obtained from each block in the image. One of the problems
associated with the localized representation method is a rapidly increase in the
number of feature vectors. For example, an image of 256×256 pixels with a block
size of 8× 8 pixels and 2 pixels overlapping window can return in 15,376 blocks.
Directly using feature vectors obtained from blocks for the classification task
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induces a very high computational load. Therefore, instead of using a collection
of individual feature vectors to represent the image, the image is modeled as
a GPDF, where the mean vector and covariance matrix are estimated from a
collection of feature vectors obtained from the image. The mean of the GPDF
data can be estimated by:

μ =
1
N

N∑
i=1

xi (4)

while the covariance matrix can be estimated by

Σ =
1
N

N∑
i=1

(xi − μ)(xi − μ)T (5)

where N is the number of blocks obtained from the image and xi is an individual
feature vector obtained from the block i.

3 Centroid Neural Networks with Divergence Measure

3.1 CNN Algorithm

The CNN [4] is an unsupervised competitive learning algorithm based on the
classical k-means clustering algorithm [3]. It finds the centroids of clusters at
each presentation of the data vector. The CNN first introduces definitions of the
winner neuron and the loser neuron. When a data xi is given to the network
at the epoch (k), the winner neuron at the epoch (k) is the neuron with the
minimum distance to xi. The loser neuron at the epoch (k) to xi is the neuron
that was the winner of xi at the epoch (k-1) but is not the winner of xi at the
epoch (k). The CNN updates its weights only when the status of the output
neuron for the presenting data has changed when compared to the status from
the previous epoch.

When an input vector x is presented to the network at epoch n, the weight
update equations for winner neuron j and loser neuron i in CNN can be sum-
marized as follows:

wj(n + 1) = wj(n) +
1

Nj + 1
[x(n) − wj(n)] (6)

wi(n + 1) = wi(n) − 1
Ni − 1

[x(n) − wi(n)] (7)

where wj(n)and wi(n) represent the weight vectors of the winner neuron and
the loser neuron, iteration, respectively.

The CNN has several advantages over conventional algorithms such as SOM
or k-means algorithm when used for clustering and unsupervised competitive
learning. The CNN requires neither a predetermined schedule for learning gain
nor the total number of iterations for clustering. It always converges to sub-
optimal solutions while conventional algorithms such as SOM may give unstable
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results depending on the initial learning gains and the total number of iterations.
More detailed description on the CNN can be found in [4,9].

Note that the CNN was designed for deterministic data because the distance
measure used in the CNN is the quadric (Euclidean) distance.

3.2 Divergence-Based CNN (DCNN)

Though CNN has been applied successfully to deterministic data, it can not be
used for clustering of probabilistic data such as GPDF data because it uses the
Euclidean for its distance measure. In order to use for clustering of the proba-
bilistic data such as GPDF data, the divergence distance measure is employed for
its distance measure. After evaluating several divergence distance measures, the
most popular Bhattacharyya distance measure is employed. The similarity mea-
sure between two distributions using Bhattacharyya distance measure is defined
as follow:

D(Gi,Gj) =
1
8
(μi − μj)T

[
Σi + Σj

2

]−1

(μi − μj) +
1
2

ln

∣∣∣Σi+Σj

2

∣∣∣√
|Σi| |Σj |

(8)

where μi and Σi denote the mean vector and covariance matrix of Gaussian
distribution Gi, respectively. μj and Σj , denote the mean vector and covari-
ance matrix of Gaussian distribution Gj , respectively. T denotes the transpose
matrix.

The concept of winner and loser in the CNN can be adopted for the DCNN
without any change except for application of the divergence measure for the dis-
tance calculation. In this case, however GPDFs have two parameters to consider:
mean, μ, and diagonal covariance, Σ. The weight update for mean is the same
as the CNN weight update shown in Eq. (6) and Eq. (7). Like the CNN, the μ
(mean) of the winner neuron moves toward the μ of input data vectors while the
μ of the loser neuron moves away from the μ of input data vectors. One epoch of
training the DCNN consists of two parts: the first concerns the weight updates
for μ and the second concerns the weight updates for Σ. Weights updates for
Σ are performed once at the end of each epoch while weights for μ are updated
at every iteration. That is, after presentation of all the data vectors for weight
updates for μ at each epoch, weight updates for μ are suspended until weight
updates for Σ are performed with the grouping information of data vectors ob-
tained for μ during the epoch. With this scenario, the diagonal covariance for
each group is calculated by the following equation:

Σwj (n + 1) =
∑Nj

k=1[Σxk
(n) + (μxk

(n) − μwj (n))2]
Nj

(9)

where μxk
and Σxk

is the mean vector and the covariance matrix, respectively,
of the vector data xk. μwj and Σwj is the mean vector and covariance matrix,
respectively, of the cluster j. Nj is the number of data vectors in the cluster j.
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Table 1. Divergence Centroid Neural Network Algorithm

Algorithm DCNN(C,D) [ C: number of clusters, D: number of data vectors ]
[ Initialize weights w1 = (μw1 , Σw1) and w2 = (μw2 , Σw2) ]
Find the centroid, c, of all data vector
Initialize w1 and w2 around c with small ε :
μw1 := μc + ε, μw2 := μc − ε, Σw1 := Σw2 := Σc

k := 2, epoch := 0
for (k ≤ C)

do
loser := 0
for (n = 1) to D

Apply a data vector x(n) to the network
Find the winner neuron, j, using Divergence distance for 1 ≤ j ≤ k.
if (epoch �= 0) then Set i is winner neuron, i, for x(n) in previous epoch.
if (i �= j), then neuron, i, is loser neuron.
if (epoch = 0 or i �= j)

Run UpdateDCNNWeightMean(μwj , μwi , epoch)
loser := loser + 1

endif
endfor [ check for all data ]

Σwj (epoch + 1) = Nj
q (Σxqj + (μxqj − μwj (epoch))2)/Nj

j = 1, 2, ....., k
epoch := epoch + 1

while loser �= 0
if k �= M

split the most erroneous group, j, by adding a small vector, ε, nearby group j
μwk+1 = μwj + ε , Σwk+1 = Σwj

endif
k := k + 1

endfor
end

Procedure UpdateDCNNWeightMean(μwj , μwi , epoch)
[ Update the winner neuron, wj , and loser neuron, wi ]
Update winner neuron : μwj (n + 1) = μwj (n) + (μx(n) − μwj (n))/(Nj + 1)
if epoch �= 0 [ loser neuron is occurred only when epoch �= 0 ]

Update losing neuron : μwi(n + 1) = μwi(n) − (μx(n) − μwi(n))/(Ni − 1)
endif

end

By using the divergence distance as its distance measure, the DCNN have abil-
ities in clustering the probability data while it still keep advantageous features
of the CNN. Because the CNN have been proven to outperform other conven-
tional clustering algorithms such as k-means and SOM, the DCNN should show
improvements over the k-means and SOM algorithms in probabilistic data. More
details on the DCNN can be found in [5].

Table 1 shows a pseudocode of the DCNN algorithm.
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4 Experiments and Results

The performance of the proposed classification model was evaluated on the Cal-
tech image data set. The Caltech image data set consists of different image
classes (categories) in which each class contains different views of an object. The
Caltech image data were collected by the Computational Vision Group and can
be downloaded at http://www.vision.caltech.edu/html-files/archive.html

(a) (b)

(c) (d)

Fig. 1. (a) Airplane (b) Car (c) Motorbike (d) Bike

From these classes, we selected the 4 most easily confused classes: airplane,
car, bike and motorbike for experiments. Each class consists of 200 images with
different views resulting in a total of 800 images in the data set. From this
data set, 100 images were randomly chosen for training while the remaining
images were used for testing. The entire image are converted to grey scale and
the same resolution. Fig. 1 shows an example of 4 image categories used in
the experiments. Figs. 1(a), 1(b), 1(c), and 1(d) are examples of car, airplane,
motorbike, and bike, respectively. For the localized representation, the images
are transformed into a collection of 8 × 8 blocks. The block is then shifted by
an increment of 2 pixels horizontally and vertically. The DCT coefficients of
each block are then computed and return in 64 dimensional coefficients. Only
the 32 lowest frequency DCT coefficients that are visible to the human eye were
kept. Therefore, the feature vectors that are obtained from each block have 32
dimensions. In order to calculate the GPDF for the image, the mean vector and
the covariance matrix are estimated from all blocks obtained from the image.
Finally, a GPDF with 32-dimensional mean vectors and 32×32 covariance matrix
is used to represent the content of the image.
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Fig. 2. Overall classification accuracies using different algorithms

After the GPDF data of all image classes are estimated, a minimum-likelihood
(ML) classifier is obtained. The ML classifier is based on the GMM in which each
mixture is estimated by using the DCNN clustering algorithm. After mixtures
are built, the minimum-likelihood classifier is adopted for choosing the class that
the tested image belongs to:

Class(x) = argmin
i
D(x, Ci) (10)

D(G(x; μ, Σ), Ci) =
Ni∑

k=1

wikD(G(x; μ,Σ),G(x; μik,Σik)) (11)

where x is the tested image represented by a Gaussian distribution feature vector
with mean vector, μ, and covariance matrix, Σ. μik and Σik represent for the
mean vector and covariance matrix of cluster k in class Ci, respectively. wik is
the weight component of cluster k in class Ci. Ni is the number of clusters in
the class Ci.

Fig. 2 shows the classification accuracy of the classification model using the
Divergence-based SOM (DSOM), the Divergence-based k-means (Dk-means),
and the DCNN. In this figure, the number of code vector is varied from 3 code
vectors to 7 code vectors in order to determine a sufficient number of code vectors
to represent for the number of mixtures in GMMs. As can be seen from Fig. 2,
the accuracies of all classification models increase when we increase the number
of code vectors from 3 to 5 while they tend to saturate when the number of
code vectors is increased from 5 to 7. This implies that using 5 code vectors for
representing the mixtures of GPDF data is sufficient.
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Table 2 shows the accuracy of the classification models using the DSOM, the
Dk-means, and the DCNN. As can be seen from Table 2, the classification model
using the DCNN always outperforms those using the DSOM and Dk-means.
Accuracy improvement of 5.77% and 6.97% is achieved over the Dk-means and
DSOM algorithms, respectively.

Table 2. Classification accuracy (%) of different algorithms using 5 code vectors

Airplane Car Bike Motorbike Accuracy

DSOM 80 100 51.4 94.2 81.4%

Dk-means 82.8 100 52.8 94.2 82.45%

DCNN 84 100 68 98 87.5%

Table 3. Confusion matrix of image categories, using 5 code vectors

Airplane Car Bike Motorbike Accuracy

Airplane 84 2.0 10.0 4.0 84.0%

Car 0.0 100 0.0 0.0 100%

Bike 12.0 0.0 68.0 20.0 68.0%

Motorbike 0.0 0.0 2.0 98.0 98.0%

Table 3 shows the confusion matrix that describes the classification results
of the proposed classification model in detail. As can be inferred from Table 3,
cars can be well discriminated from the others while bikes and motorbikes are
easily confused. These are logical results because motorbikes and bikes are quite
similar even to the human eye while the cars are significantly different.

5 Conclusion

A new image classification model using Divergence-based Centroid Neural Net-
works (DCNN) for clustering of Gaussian Distribution Probability Function
(GPDF) data is proposed in this paper. The proposed classification model is
designed for utilizing advantages of the localized image representation method
in which each image is described by a Gaussian distribution feature vector. The
localized representation not only overcomes some drawbacks of the globalized
representation method but also describes the texture information of the im-
age more efficiently. By using the DCNN for clustering of probability data, the
proposed classification model outperforms its counterparts that use the con-
ventional Dk-mean and DSOM algorithms. The proposed classification model
provides an efficient tool for image classification systems.
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Abstract. We present an algorithm to solve the frequency assignment
problem for low power FM broadcasting. To get a good suboptimal solu-
tion, some heuristics such as k-coloring variable ordering and mostly-used
value ordering rule are provided. They enforce the backtracking process
in a constraint satisfaction problem, so both the search space and com-
puting time are greatly reduced. A lot of outstanding work on graph
coloring problems has been achieved, and the theoretical lower bound
of the chromatic number of random graph is one of them. Comparison
between the theoretical lower bound and our computed approximate so-
lution has been made for evaluation of proposed algorithm.

1 Introduction

Wireless communication is used in many different applications such as radio/TV
broadcasting, mobile telecommunication, satellite communication, and military
communication. In each of these specific area, frequency assignment problems
(FAPs), also called channel assignment problems, have grown widely over the
past years. Since 1970s, there has been a lot of interest in automatic frequency as-
signment for cellular telephones. In 1980, Hale[1] presented an excellent overview
and references of the frequency planning for broadcast services of early years.
Hale also introduced the relation of the FAP with graph coloring.

It is necessary for transmitters should be scattered around the region to cover
an area for radio broadcasting. FM signals are transmitted on VHF frequencies
in the range of 88 - 108 MHz and this band is usually partitioned into a set of
channels, all with the same bandwidth 200KHz of frequencies. For this reason
the channels are usually numbered from 1 to 100.

In mobile telephony and radio/TV broadcasting, the receivers are spread
within a certain area. As the standard approach of determining signal strength
at all locations in the area is in the literature[2,3], a grid of squares of pre-
determined size or the test points are designed to overlap the area. Radio/TV
broadcasting is essentially same with the mobile communication instances except
that all traffic for radio/TV broadcasting is unidirectional. Instances provided by
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a major Italian radio broadcasting company were made available at the website,
and results for these instances are presented by the literature[4].

Low Power FM(LPFM) radio service in USA was created by the Federal
Communications Commission (FCC) in January 2000[5]. LPFM stations are not
protected from interference that may be received from other classes of FM sta-
tions. LPFM stations are available to noncommercial educational entities and
public safety and transportation organizations, but are not available to individ-
uals or for commercial operations. These radio stations operate with an effective
radiated power (ERP) of maximum 100 watts with facilities of 30 meters antenna
height above average terrain (HAAT). The approximate service range of an 100-
watt LPFM station is 5.6 kilometers radius. LPFM is also called a community
radio nowadays in many countries[6] including Australia and Korea. Community
radio stations tend to use transmitter powers varying from about a few watts
right up to 10 or 100W depending on their circumstances.

Due to the vast increasing number of the radio stations and very limited avail-
ability of frequencies, it is very hard to find vacant frequencies to be assigned for
the radio operators. Consequently, a major challenge to improve the frequency
utilization efficiency is needed. Frequency planning deals with efficient assign-
ment of frequencies to FM radio stations such that interference is avoided as far
as possible.

Our research objective is to find a frequency assignment that satisfies all the
constraints using minimum number of frequencies while maximizing the number
of radio stations served for a given area. A given area is partitioned into cells,
which are served by FM radio transmitters. The basic frequency assignment
problem can be viewed as the constraint satisfaction problem (CSP) over a finite
domain of frequencies while satisfying some kinds of constraints.

In this paper, we show the related work on FAP in section 2, the formal de-
finition of the problem and the algorithms that utilize constraint satisfaction
techniques in section 3. Furthermore, we show experimental results and evalua-
tion in section 4, and provide conclusion in section 5.

2 Related Work

It has been noted by many authors[7,8,9] that the frequency assignment is a
graph-coloring problem if only co-channel constraint is involved. In the FAP
case, colors represent channels, vertices represent radio transmitters that are
located at the cells, and links connect pairs of radio transmitters that cannot
be assigned to the same channel. The objective is to find a solution with the
minimum number of colors required to color all the vertices. Graph coloring is
perhaps one of the most intensively investigated problems. In the language of
complexity, the graph coloring problem is known to be NP-complete, so the time
needed to solve this type of optimization problems grows exponentially with the
increasing size of the problem.

To find an optimal solution, Giortzis tried branch and bound method as an
integer linear programming. Exact method is too time consuming to be practical
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for most problems. However, a vast number of heuristic algorithms have been
suggested over the years. Therefore meta-heuristics such as simulated anneal-
ing, tabu search and genetic algorithms are often used to provide sub-optimal
solutions in a reasonable amount of time. Dunkin[10] and Thiel[11] also used
hill climbing method in addition to these heuristics. Recently, Wang[12] has pro-
posed a neural network system to solve a channel assignment problem for cellular
communication. Some researchers such as Carlsson, Walsher, and Yokoo[13] have
tried to handle FAP using CSP techniques in the applications of mobile phone
networks.

These most of techniques produce approximate solutions, which will be close
to the optimum. In order to assess the quality of these approximate solutions,
some lower bounds are needed. The lower bound of the chromatic number of
graph coloring has been studied for a few decades[14,15,16]. The lower bounds of
Luczak and Achlioptas are used for comparison with our approximate solutions
obtained in the experiments. On the other side, some lower bounds for frequency
assignment problem in the applications of mobile phone networks have been
treated by many authors[17,18].

3 Problem Description and Algorithms

Many combinatorial problems can be expressed as constraint satisfaction prob-
lems. As with many problems, the frequency assignment problem can be viewed
as a CSP[8,9,13]. A CSP consists of a set of variables, each variable has associ-
ated with a finite set of possible values, and finally there is a set of constraints
that restrict the values that can be simultaneously assigned to the variables.

3.1 Basic Concepts

Definition 1. A CSP is a tuple < V,D,C >

• V is a finite set of variables, {V1, V2, . . . , Vn}
• D is a finite set of possible values, {D1, D2, . . . , Dn}, where Di is domain

of Vi

• C is a finite set of constraints, {C1, C2, . . . , Ck}, where Ci restricts the
values that V may take simultaneously.

The arity of a constraint is the number of variables it constrains. A CSP is
called binary if each constraint is unary or binary. This means that at most
two variables are involved in any constraint. A binary CSP can be depicted as
a constraint graph G = (V,E). A vertex v ∈ V is introduced for each given
variable and an edge e ∈ E is introduced for each given constraint. A solution to
a CSP is an assignment of every variable to a value in its domain in such a way
that all the constraints are satisfied. We can also find an optimal or sub-optimal
solution for a given some objective. The total number of frequencies assigned to
the transmitters can be considered as an objective. The problem is solved by a
combination of systematic search through the set of all possible assignments to
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the decision variables, and constraint propagation that uses the constraints to
prune the search space that cannot lead to a solution.

The traditional approach to minimizing the number of assigned frequencies is
to perform graph coloring on the channel graph. Because each color can be iden-
tified with one channel, the minimal number of colors, which is called the chro-
matic number in graph theory, equals the minimal number of channels needed.
Coloring this channel graph is non-trivial and NP-hard.

A graph G is a collection of points and lines connecting some subset of them.
The points are most commonly known as a finite set V (G) of vertices and lines
are also known as a finite set E(G) of edges which is unordered pairs (u, v) of
distinct vertices. Two vertices u and v are adjacent if they are joined by a graph
edge. The neighborhood of a vertex u in a graph is the set of all the vertices
adjacent to v. The degree or valency of a vertex is the number of edge ends at
that vertex. A k-coloring of a graph is an assignment of one of k possible colors
to each vertex of G such that no two adjacent vertices receive the same color.
The chromatic number χ(G) is the minimum k for which G has a k-coloring.
The determination of χ(G) for arbitrary G is known to be NP-complete. A
constraint graph G is a finite graph with each edge labeled with an integer in
the set {1, 2, . . . , k}. Let V = V (G) denote the vertex set of G. Let T0,T1, . . . ,Tk

be sets of non-negative integers with 0 ∈ T0 and T0 ⊆ T1 ⊆ . . . ⊆ Tk.

Definition 2. A frequency assignment in G is a mapping f : V → F (where F
is a set of non-negative integers 1, 2, . . . , f) such that if edge (u, v) is labeled i
then

|f(u) − f(v)| /∈ Ti.

3.2 The CSP Model of Frequency Assignment for LPFM

In frequency assignment problem, each radio transmitter can be viewed as a
variable, so V is the set of all transmitters. The set of possible frequencies make
the domain for each transmitter variable. Di is the domain of frequencies that
the transmitter i can take. There exist following types of frequency separation
constraints.

• Co-channel constraints (CCC) : A pair of transmitters located at different cells
must not be assigned the same channel, unless they are sufficiently geographically
separated. If fi and fj are the frequencies assigned to transmitters i and j , d(i, j)
is a distance between transmitter i and j, k is a sufficiently separated distance,
then this gives rise to constraints of the form:

fi �= fj ,if d(i, j) ≤ k

• Adjacent channel constraints (ACC) : any channels assigned to adjacent cells
must have a specified frequency separation because there is still the potential for
interference normally within one to three channel-distance. Therefore a number
of constraints arise of the the following form:
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|fi − fj | ≥ cij

where i �= j, and cij is the required number of channel separation.
The ACC can be represented as an NxN symmetric compatibility matrix

corresponding to a constraint graph with N vertices. A convenient representation
of interferences is by means of interference graph or constraint graph. Each
transmitter is represented by a vertex v ∈ V . Two vertices u and v are connected
by an edge (u, v) ∈ E. For each pair of transmitters (u, v), there is a value cuv ≥ 0
which measures the minimal frequency separation required for transmitters u
and v.
• Co-site constraints (CSC) : any pair of channels in the same cell must have a
specified frequency separation, typically 4 channels in FM broadcasting.
• IF constraint : any channels assigned to the same cell or adjacent cells must
have an IF frequency separation. An intermediate frequency (IF) is a frequency
to which a carrier frequency is shifted as an intermediate step in transmission
or reception. It is the beat frequency between the signal and the local oscillator
in a superheterodyne radio receiver. So, we should add IF constraint to a set of
constraints.
• Blocked frequency constraint : some frequencies cannot be assigned to the cells
because some commercial broadcasting operators already use the frequencies.
These frequencies can be represented by k-element vector B.
• Preassigned frequency constraint : some frequencies are already occupied by
local LPFM broadcasting within the service area, so these channels cannot be
assigned.

As is clear from the problem statement, transmitters are contained within
cells. For simplicity and maybe real case, all cells may have one radio transmitter
at most. In cellular phone system, CSC and CCC must be exist in the constraints.
But in our case, those constraints can be removed because only one channel is
assumed being assigned to the cell. Some cells cannot have transmitter due to
the geographic reason. As noted above, a FAP can be represented using a graph
and this graph representation is also called a macro-graph and is shown in the
paper[13].

3.3 CSP Algorithms for Frequency Assignment Problem

The CSP can be solved using the generate-and-test paradigm, but more efficient
method uses the backtracking in which variables are instantiated sequentially.
The backtracking method essentially performs a depth-first search of the search
space. The first frequency d1 from the domain D will be assigned to transmitter
i, i.e. fi = dk, k = 1. The backtracking algorithm then checks for constraint
violations with all already assigned frequencies fj , ∀j < i. If there is no violation,
the algorithm checks the next frequency in the domain. This means fi = dk+1. If
all frequencies from the domain have been unsuccessfully assigned, the forward
move fails and the algorithm backtracks from the previous transmitter. The
backtracking algorithm is defined by a variable ordering and a value ordering
rule. Experiments show that good variable and value ordering move a solution
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of CSP to the left of the search tree, so the solution can be found quickly by the
simple or heuristic backtracking algorithm.

At level i of the backtracking algorithm, i variables have been assigned a
value from their domain, i = 0, 1, . . . ,n. The variable ordering is usually based
on some heuristic measure of the difficulty of a variable decision. A variable can
be selected by static, i.e. determined in advance before the problem is solved, or
dynamic. The ”smallest domain first” (SDF) variable ordering heuristic is usually
used because it minimizes the branch depth. It also has been called the fail −
first heuristic because it picks a variable that is most likely to cause a failure
soon, thereby pruning the search tree. The idea is that if it is difficult to find a
value for a given variable, then it is better to assign a value to this variable as
early as possible. Unfortunately, in our case, the quality of the obtained solutions
is not satisfactory because the domain of the variables has uniform size. Instead,
we implemented a variant of the heuristic called k − coloring variable ordering
which is proved to obtain good results in a reasonable amount of time. Since
the degree of the vertex information is not provided, we have to add a new data
degree to the model. The transmitters are ordered by decreasing of their degree,
i.e. the number of incident edges in the constraint graph. The used frequency
numbers is more minimized using this k-coloring heuristic.

Once a transmitter has been selected, the algorithm generates a frequency for
it in a nondeterministic manner. Once again, the model specifies a heuristic for
the ordering in which the frequencies must be tried. To reduce the number of
frequencies, the model says to try first those values that were used most often
in previous assignments. This is called a mostly − used value ordering rule.

Besides the variable and value ordering rule, another important aspect of CSP
is consistency enforcing techniques. Consistency enforcing techniques are applied
in every node of the search tree and they eliminate values from the domain of
a variable, which are known not to occur in any feasible solutions. Usually the
more powerful the consistency enforcing technique is, the more computing time
it takes. We describe two consistency enforcing techniques for binary constraints,
namely forward checking and arc consistency which have proved to be the most
useful in practice.

Whenever a variable u is assigned, the forward checking process looks at each
unassigned variable v that is connected to u by a constraint and delete from
v’s domain any value that is inconsistent with the value chosen for u. Forward
checking has detected that the partial assignment is inconsistent with the con-
straint of the problem, and the algorithm will therefore backtrack immediately.
In comparison, forward checking is more work intensive than backtracking, how-
ever it fails earlier and thus greatly reduces the number of checked assignments
compared with the simpler backtracking algorithm.

Although forward checking detects many inconsistencies, it does not detect
all of them because it does not look far enough ahead. Constraint propagation
is the general term for propagating the implications of a constraint on one vari-
able onto other variables. The idea of arc consistency provides a fast method
of constraint propagation that is substantially stronger than forward checking.
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Arc (u, v) refers to a directed arc in the constraint graph, such as the arc from
vertex or transmitter u to v. Given the current domains of u and v, the arc is
consistent if, for every value x of u, there is some value y of v that is consistent
with x. On the other hand, the arc (u, v) being consistent does not tell anything
about the consistency of the reverse arc (v, u). The arc can be made consistent
by deleting the value y from the domain of v.

Applying arc consistency has resulted in early detection of an inconsistency
that is not detected by pure forward checking. Arc consistency checking can
be applied either as a preprocessing step before the beginning of the search
process, or as a propagation step after every assignment during search like for-
ward checking. In either case, the process must be applied repeatedly until no
more inconsistencies remain.

3.4 Some Lower Bounds on FAP

Lower bounds for the FAP can be used to assess the performance of the approx-
imate solutions, and have been studied by several authors [11,17,18]. A clique of
a graph is its maximal complete subgraph, and the problem of finding the size
of a clique for a given graph is an NP-complete problem. The number of graph
vertices in the largest clique of G denoted ω(G). For an arbitrary graph,

ω(G) ≥
n∑

i=1

1
n − di

(1)

where di is the degree of graph vertex i. One of the most important invariants of
a graph G is its chromatic number χ(G), namely the minimum number of colors
required to color its vertices so that no pair of adjacent vertices has the same
color. The chromatic number of a graph is equal to or greater than its clique
number. In the case of complete graph Kn, ω(G) is n.

χ(G) ≥ ω(G) (2)

A random graph is a graph in which properties such as the number of graph
vertices, graph edges, and connections between them are determined in some
random way. The classical model of random graphs, in which each edge on n
vertices is chosen independently with probability p, is denoted by G(n, p). This
model has been studied intensively in the past four decades. Since 1970s, work
on χ(G(n, p)) has been in the forefront of random graph theory, motivating some
of the field’s most significant developments. Indeed, one of the most fascinating
facts about random graph is known[16]. G(n, p) has some property almost surely
if the probability that it has the property tends to 1 as n → ∞.

Theorem 1. [15] There exists a constant d0 such that if d = d(n) = np(n) > d0
and p(n) → 0 then almost surely

d

2 log d

(
1 +

log log d
log d

)
< χ(G(n, p)) <

d

2 log d

(
1 +

30 log log d
log d

)
(3)
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It is also known that for every d ∈ (0,∞) there exists an integer kd such that
almost surely χ(G(n, d/n)) is either kd or kd + 1.

Theorem 2. [16] Given d ∈ (0,∞), let kd be the smallest integer k such that
d < 2k log k. With probability that tends to 1 as n → ∞,

χ(G(n, d/n)) ∈ {kd, kd + 1}

Indeed, we determine χ(G(n, d/n)) exactly for roughly half of all d ∈ (0,∞).

4 Computational Results and Evaluation

Modeling a geographical situation very close to the real world one would be too
computationally expensive. For the simplicity, we choose a grid of square cells
for the topology of the region. We consider a 5,000m by 5,000m square service
area for each instance. The each cell is 500m x 500m size and we have all 100
cells for the service area. As is clear from the problem statement, transmitters
are contained within cells, and all cells may have one radio transmitter at most.

Some cells may not have transmitter due to the geographic reason. Some fre-
quencies cannot be assigned to the transmitter because commercial broadcasting
operators already use the frequencies. The VHF frequency band for FM radio is
in the range of 88 - 108 MHz, and is usually partitioned into a set of channels,
all with the same bandwidth of 200KHz. For this reason the channels are usually
numbered from 1 to 100. In Seoul metro area we choose 75 channels as a blocked
frequency that may not be assigned. Of course, commercial FM broadcasting has
different output powers and transmitter locations. We choose an experimental
data performed by Korean radio station management agency[19].

Widely used intermediate frequencies (IF) are 10.7MHz in FM superhetero-
dyne radio receiver. This makes IF constraint, so 10,700KHz/200KHz=53.5 (53
and 54 for real channels) should not be apart between adjacent transmitters
within the service area.

We assume all LPFM transmitters are at 25m height above average terrain
(HAAT) with the power of 1 watt effective radiated power (ERP). The radio
service area is within about 2 km radius. All the experiments are done in Pentium
IV/2.4GHz CPU, 2.6GB RAM with ILOG OPL3.7.

In general, a non-intelligent exhaustive search algorithm for graph coloring
would be required to check total of 100100 assignments in case of using 100 cells
and 100 channels. In our FAP case, 75 channels are removed from the domain
of each transmitter due to blocked frequency constraint. Then the whole search
space can be greatly reduced to 25100 while the total constraints are increased
because we added adjacent constraint, IF constraint, preassigned frequency con-
straint in addition to co-channel constraint.

In order to assess how close the given assignment to the optimal solution,
it is necessary to use lower bounds for the problem. Several papers give lower
bounding techniques for the frequency assignment problem[15,16,17,18]. Upper
bound of this chromatic number can be obtained from Brooks’ Theorem. If G is
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neither a complete graph nor a circuit of odd order, and if the maximal degree
of any vertex in G is d, then χ(G) ≤ d.

The theoretical lower bound of χ(G) from Theorem 2, where d is less than n,
shows 15 or 16 in case of using 25 channels and 75 cells. The computed clique size
is 10, and the computed χ(G) is 16 when we applied both k-coloring variable and
mostly-used value ordering rule. By comparison with theoretical lower bound,
we can assume the computed approximate solution is close to optimum value.
Table 1 shows the computed χ(G) when each heuristic is applied for backtracking
algorithm. The result also shows that both k-coloring variable and mostly-used
value ordering rule made a great performance over the other methods. It also
shows that inappropriate combination of variable ordering and value ordering
rule may increase the number of choice points or computing time. Choice points
are the number of nodes internal to the search tree.

Table 1. Computed approximate solutions

KVMV a KVO b MVO c SB d

Computed χ(G) 16 18 17 17

Choice points 41,526 41,466,336 3,444,675 7,869,970

Time (sec.) 8.17 1,807,02 394.88 788.02

a KVMV: both k-coloring variable and mostly-used value ordering
b KVO : k-coloring variable ordering only
c MVO : mostly-used value ordering only
d SB : simple backtracking

5 Conclusion and Future Work

Solving a frequency assignment problem is a NP-hard problem and many re-
searchers have tried to get good approximate solutions using heuristic search.
We present a CSP model and algorithms that are appropriate to the FAP to re-
duce the search space and computing time greatly. In the field of graph coloring
problem, great progress has been done on the lower bound of chromatic number
of the random graph, so the performance of algorithms presented in this paper
can be assessed. By comparing the result that are obtained from the analytical
calculation with the computer experiments, the solution can be regarded very
close to or as good as an optimum value. The experiment also shows that ap-
plying value ordering rule without a good variable ordering rule, at least in FAP
case, may cause the problem more complicated.

Currently output power of LPFM in Korea is 1 watt, but other countries use
more powers and several kinds of powers within the same service area such as
10 or 100 watts. Then the constraint matrix for the adjacent channel constraints
should be more complicated. In that case, we may need to use weight for the
constraint edges.
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Training of Luxury Brand Firms* 
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Abstract. Service quality is one of the key successful factors for the luxury 
brand firms.  The shop employee is the direct person to provide the quality 
service to the customers.  The employee must possess sufficient knowledge to 
introduce distinguishing features of company’s merchandises.  How to offer 
enough merchandise knowledge is a hard work for the firms every season.  The 
mobile computing realizes the dreams of people to access information anytime 
and anywhere through wireless transmission channel.  This paper proposes an 
intelligent system for on-the-job training of luxury brand firms to conduct 
mobile learning.  The system uses WLAN and RFID to locate the learner and 
learning target.  It uses collaborative filtering to estimate possible learning time 
of the learner from the other learners with similar preference ranking.  It then 
uses estimated learning time to schedule the best learning objects for the learner 
by genetic algorithm.  The system not only saves a large amount of expense of 
the firms but also enhances the service quality to retain their important 
customers. 

Keywords: On-the-job training, RFID, Collaborative filtering, Genetic 
algorithm. 

1   Introduction 

Luxury brand firms usually sell high price or valuable merchandises to wealthy 
people in every country. Most firms are the well-known international firms, such as 
garment and ornamental companies. The important customers of these companies 
usually buy merchandises above ten thousand dollars every season or in one single 
purchase. These companies are eager to provide the best service to retain their 
customers. These firms are devoted to attract the customers by presenting new arrivals 
and fashion products to them every season. The store employees are the 
representatives of the firms to interact with the customers. They are the direct contacts 
that introduce new products to the customers. The employees are required have 
specific characters and communication skill to interact with their customers. She/He 
needs sufficient knowledge of all merchandise including design concept, material 

* This work is partly supported by National Science Council of ROC under grants NSC 95-
2745-E-030-004-URD. 
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name, style characteristics, and other pattern distinguishing features. It is the 
minimum requirements of the employees to possess the knowledge in order to 
introduce or explain all merchandise features.  It is not an easy task to educate them in 
a few hours, not even to mention to update new product information in details.  
However, training cost is very high for these companies. For most companies, training 
courses are only available in one location such as the company headquarter.  
Providing trainings to employees worldwide is a very time consuming and 
troublesome task especially for the multi-national companies. These companies must 
spend extra costs in hiring relay persons and traveling expense of the employees. It is 
even worse for those companies with high turnover rate. They must train new 
employees or novices to be familiar with the products. 

Mobile learning provides the characteristics of pervasive teaching anywhere and 
anytime [13]. It can overcome space and time limitations of the learner to acquire 
new knowledge. The learners can use cell phone or personal digital assistant (PDA) 
to find the appropriate courses. Context-awareness capability is also an important 
feature to support the ubiquitous learning. Many systems have been proposed to 
support pervasive teaching. For example, Bird-Watching Learning system (BWLs) 
and Butterfly-Watching Learning system (BWLs) integrate PDA, CCD camera, and 
Wi-Fi technique to watch birds and butterflies outdoors [2], [3], [4].  They use CCD 
camera of PDA to capture picture of the butterfly.  The system then sends the 
pictures back to the server to search related information of the animal and insect. The 
server recognizes this kind of animal and insect and helps the learner to know the 
knowledge.  eSchoolBag systems use PDA, wireless network, and notebook to 
construct ad hoc classroom for outdoor teaching environment.  The environment can 
be used to deliver any useful information in museum and outdoor teaching course 
[1].  MOOsburg and MOOsburg++ construct a mobile virtual community.  They 
provide virtual community map for the learner to conduct collaborative learning 
[12], [7]. 

However, most systems focus on mobile techniques to support ubiquitous learning.  
Both of them are static and passive systems, because time and task limitations of 
learner context are not considered.  It is the necessary condition to carry the right 
learning course at the right time according to the learner profile and context model.  
The learner profile should contain dimension of identity, spatial-temporal, facility, 
activity, learner, and community [14].  The context model uses detectors to perceive 
the environment objects of the learner for conducting the context awareness.  H. 
Ogata uses the RFID and PDA to provide a context-awareness language learning 
system [9], [10], [11].  The system uses RFID to detect the environment information 
to support different learning courses.  But none of these systems have been proposed 
for on-the-job mobile learning system to improve the job skill of employees.  
Moreover, the cost of RFID tag is another problem to be considered in the return-of-
investment (ROI) of a company.  The price of a RFID tag depends on the tag size and 
the active or passive type.  For the luxury brand companies, it is a very small 
investment compared to the high price merchandise.  Therefore, it is a very 
appropriate place to use RFID in the luxury brand firms. 

This paper proposes an intelligent mobile learning system for on-the-job training of 
luxury brand firms.  The system contains two modules, context manager and course 
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selector. The context manager is responsible for acquiring and analyzing the context 
information of the learner. It then updates the learner model to provide correct learner 
information. It uses collaborative filtering to predict available learning time of the 
learner. The course selector uses case-based reasoning to select the appropriate course 
for the learner in the specific context.   

The rest of this paper is organized as follows.  Section 2 introduces the architecture 
of intelligent mobile learning system for on-the-job training of luxury brand. 
Moreover, section 3 and 4 explore the context manager and course selector. 
Subsequently, section 5 demonstrates the application of the intelligent mobile learning 
system in the garment firm.  Finally, section 6 concludes the work. 

2   System Architecture 

Figure 1 shows the architecture of intelligent mobile learning system for on-the-job 
training of luxury brand firms.  The architecture contains two modules, namely, 
context manager and course selector.  Context manager is responsible for acquiring 
and maintaining the learner information and predicting possible learning time.  
Context manager uses wireless local area network (WLAN) to communicate with the 
PDA of the learner to acquire his or her location and surrounding information.  It then 
updates the learner model according to the new information of the learner. The learner 
model contains four types of learner information, which is, personal, spatial-temporal, 
environmental, and activity context. Personal context stores basic identification 
information and past learning history about the learner. Spatial-temporal context 
represents the starting time, ending time, and location of the learning activity. 
Environmental context contains facilities and other learners around the learner. 
Activity context is used to illustrate the operations and behavior of the learner during 
learning process. Moreover, context manager uses collaborative filtering to predict 
possible learning time of the learner. The possible learning time is estimated by 
comparing preference ranking between learners to find the learner with similar 
interesting and learning behavior.  Pearson correlation is used to evaluate the strength 
of preference ranking between two learners. Context manager then uses context 
model to predict the learning plan of the learner.  

Course selector uses case-based reasoning to select the best courses from the 
curriculum case library for the learner and schedule personalized learning objects.  
Curriculum case library contains precondition, learning path, learning time, location, 
and past learning cases.  Each curriculum contains course name, location, learning 
time, learning goal, job skill, course level, learning tool, and learning target.  The 
precondition identifies necessary condition of the learner to enter the course, such as, 
job position, pre-learning course, working task, learner location, and season of the 
year.  Course selector then uses the predicted learning time and learner model to 
select similar cases from the course learning case library.  It ranks similar courses of 
the learner according to similarity measurement.  Finally, course selector uses 
learning conceptual diagram to arrange the learning objects according to the learning 
history of the learner. 
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Context 
Manager

Course
Selector

Learners

Learner model & 
possible learner time

Fig. 1. Intelligent mobile learning system architecture 

3   Context Manager 

3.1   Learner Information Acquisition and Maintenance 

Context manager is responsible for context awareness and information acquisition of 
the learner.  Specifically, context awareness identifies the learner by login registration 
through WLAN.  RFID reader in the learner side retrieves the related tag number 
from RFID tag around the learner and uploads it to the context manager by WLAN.  
Each tag number represents specific zone and product code of the merchandise.  
Context manager then uses product code to locate the learner location.  Context 
manager also sends new joined learner, surrounding merchandises, and the nearest 
learners to the learner.   

Learner model contains personal, spatial-temporal, environmental, and activity 
context of the leaner.  Basically, personal context represents the basic learner 
information.  It contains the learner’s static and dynamic information.  The former 
represents personal invariant information of the firm.  It includes name, employee 
number, belonged department, position, professional career, and educational 
background of the learner.  The latter contains personal knowledge map and past 
learning history of the leaner.  Personal knowledge map represents the learner’s 
professional literacy of the merchandises.  It uses personal ontology to represent the 
learned knowledge.  Table 1 displays the example knowledge of fashion shoes.  
Feature of knowledge includes design concept, pattern, sock, stamp, thread, eyelet,  

Table 1. Knowledge of fashion informal footwear 

Item no: 42-0139-595-01 
Pattern Driving shoe 
Type Sport 
Stamp Flat 
Thread 12 needle/inch 
Eyelet 10  

Sole Rubber 

Design concept: 
The shoes are designed for driving. The 
exclusive sole pattern provides more safety 
and comfort shoes to the customers. The 
vamp covered with microporous which can 
absorb and expel sweat and keep water from 
coming in.  

Material Leather 90% and Suede 
10% 

Waterproof Yes 

Sundries Shoe brush  and polish 

Size #6 to #9 
Shoelace Dark brown 

Diagram: 
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sole, material, waterproof, sundries, size, and shoelace of the shoes [8].  Learning 
history includes completed learning objects and courses by the learner.  It usually 
includes course number, finished date, sequence, learning time, latest update time, 
examination score, and examination paper number.  Spatial-temporal context is the 
occurring location and the time of the learning activity.  This information is collected 
from the context collector by using WLAN and RFID devices.  Environmental context
records duty, surrounding merchandises, and the nearest learners of the employee.  
Activity context records tasks done by the learner.  It contains routine tasks, customer 
arriving rate, and idle time of the employee.  Figure 2 illustrates one example of 
learner model.  Finally, context manager updates the learner model of above 
information. 

Fig. 2. Example of learner model 

3.2   Learning Time Prediction 

Context manager uses collaborative filtering to predicate possible learning time of the 
learner.  Collaborative filtering uses the learner’s preference ranking to find the 
learning cases with similar learning behaviors. Possible learning time, PS, is 
computed from similar cases of the learner with maximum preference ranking 
similarity. 

)(

)(
)(

vAT

vT
uATPS ×=                                                        (1) 

where u, v, AT, and T are the leaner, similar learner with maximum preference 
ranking, average learning time, and learning time of the predicate case.  The learner 
with maximum preference ranking similarity is computed from Pearson correlation.  
It evaluates the correlation strength (ρ) of the learning behavior between learner u and 
v to search for the similar learners.  The learner with maximum preference ranking 
similarity is the learner with maximum correlation strength.  
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where r, r , Ju, and Jv, are the learning case ranking, average learning case ranking, 
past learning cases of learner u, and past learning cases of learner v.  Notably, similar 
learning cases are selected by using fuzzy c-means algorithm of the case selector in 
the next section to cluster past learning cases based on the learner model.   

4   Course Selector 

4.1   Case Selection 

Case selection finds the most appropriate courses for the learners from the curriculum 
case library.  Each learning case contains course name, user identification, location, 
learning time, sequence, finished date, merchandise, and learner preference ranking.  
It uses personal profile clustering and spatial-temporal similarity to select similar 
cases according to the estimated learning time and learner model.  Personal profile 
clustering uses personal context and activity context of the learner to cluster the 
learner into the nearest cluster for finding the most similar learners.  It uses fuzzy c-
means clustering algorithm [5], [6] to find the best clusters of the learner.  Fuzzy c-
means algorithm minimizes the standard lost function, l, to assign the learners into 
cluster with varying degree of membership by the following equations.   
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where p, n, μk, xi, m, and ck are the specified clusters, number of cases, membership of 
cluster k, ith case, fuzzification parameter, and center of the kth cluster.   

Spatial-temporal similarity selects the most similar cases of the learner in the same 
clusters.  It uses location, learning time, merchandise, and learner preference ranking 
to compute the case similarity (Sim).   
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)(                                                          (4) 

where n, P, C, and w are the number of cases, feature value of learners, feature value 
of case in the same clusters, and feature weight.  It selects the cases with higher 
similarity value, above the threshold, as the candidate cases for arrangement of the 
learning objects. 

4.2   Learning Object Scheduling 

Learning object scheduling uses learning conceptual diagram to arrange learning 
objects from the similar cases.  The learning conceptual diagram is represented by 
five tuples, G=(S, F, C, E, P), where S, F, C, E, P represent the start node, final node, 
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learning concept, essential condition, and pass score (Fig. 3).  The start node and final 
node represent the initial and last course of the diagram.  The learning concept 
represents the knowledge chunk of the course.  The essential condition contains 
specific concepts that must be learned prior the concept.  Past score represent the 
minimum score to get the learning concept.  A learning path means the path from the 
start node to the end node through a number of learning objects which must satisfy the 
essential condition of each learning object.  

The course selector uses genetic algorithm to schedule the most appropriate 
learning path for the employee.  Each bit of the chromosome was represented by one 
binary bit for one learning object.  Genetic algorithm searches the best learning path 
by computing the maximum learning benefit (LB) as the fitness function under the 
estimated learning time constraint. 

timelearningpredictedtimelearningTotalfy     Stais

LOBenefit(imunLB
n

1i
i

≤

=
=

))(max
             (5)

where n, Benefit, and LO are the number of learning in the conceptual diagram, the 
benefit after the learning object learned, and the learning object.  The benefit of each 
learning object is the inverse value of the node number of learning path.  Genetic 
algorithm uses selection, crossover, and mutation operators to find the best offspring.   

Fig. 3. Example of learning conceptual diagram 

5   Application in the Garment Firms 

Figure 4 shows the context diagram of the intelligent mobile learning system and the 
example merchandise with RFID tag in the garment firms.  The merchandises of the 
garment firms contain man's suits, neckties, wallet, leather shoes, and other man’s 
clothes. Figure 5 shows the example driving shoe as described in Table 1.  The 
employee of the luxury brand firm uses handheld device, which is PDA with WLAN 
capability, to detect the RFID tag of the product.  RFID reader is inserted to the CF 
slot of the PDA to read the zone code and product code of the clothing.  Zone code 
contains merchandise information within the shop can be identified by the system to 
locate the employee.  It uses 8 bits to represent the zone code.  Product code is the 
item number of the product.  It uses 32 bits to represent the product code.  PDA sends 
the detected data to the backend mobile learning server.  We use passive RFID tag 
and 13.25MHZ reader as the data collector (Fig. 6).  As shown in Figure 6, gray box  



756 C.-C. Hsu and Y.-W. Tang 

 
Fig. 4. Context diagram of the intelligent mobile learning system 

 

Fig. 5. Example merchandise of the garment firm

 

Fig. 6. Passive RFID tag and reader 

in the CF slot of the PDA is the passive RFID reader.  Figure 7 shows login frame of 
the intelligent mobile learning system.  Learners use keyboard or point device to input 
the learner name and password.  Learners then use RFID reader to read zone and 
product code of the merchandise. Context manager updates the learner model, that is, 
personal, spatial-temporal, environmental, and activity context. 

 

Fig. 7. Login frame of the intelligent mobile learning system 

Context manager then estimates the possible learning time by collaborative 
filtering. Table 2 and 3 show the learning cases and the preference ranking with 
learning time of the similar learners. Table 4 shows the computed values by 
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collaborative filtering.  The most similar learner is Susan and the maximal correlation 
strength value was 1.  The possible learning of Smallq is 54.74 minutes, that is, 

75.54
44

55
43.8

)(

)(
)( =×=×=

vAT

vT
uATPS .

Course selector uses fuzzy c-means algorithm to cluster the similar learners in the 
same cluster and selects the most similar cases as the shown examples in Table 4.  
Course selector then arranges the learning objects of the similar cases into conceptual 
diagram. Fig. 8 shows the recommended learning object after scheduling of genetic 
algorithm under the time constraint of 54.75 minutes.   

Table 2. Example learning cases 

 Case 1 Case 2 Case 3 Case 4 Case 5 
Location A B C D E 

Position 
Senior 

employee 
Junior 

employee 
Junior 

employee 
Junior 

employee 
Junior 

employee 
Duty hours 09:00~17:00 24:00~08:00 12:00~20:00 13:30~18:30 09:00~13:00 

Start learning 
time 

13:05 14:20 15:50 10:30 11:00 

Table 3. Example similar learners 

  Case1 Case2 Case3 Case4 Case5
Predicting 

case

Ranking 6 8 9 5 8
Susan 

Intervals 50 40 30 45 55

Ranking  3 6 6  7 
Angela 

Intervals  30 30 40  45 

Ranking 7 6 8  7 7 
Candy 

Intervals 45 40 30  30 50 

Ranking 7  9 10 6  
smallq 

Intervals 50  40 45 40 ? 

Table 4. Collaborative filtering computation value 

r ρ  AT 

Susan 7 1 44

Angela 5 -0.63 

Candy 7 0.41 

smallq 8  43.8 
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Start Design
concept

Pattern

Material

Stamp Perforation Material

Waterproof

Shoelace

SoleVamp

End

Fig. 8. Recommended learning objects 

6   Conclusions 

This paper proposed an intelligent mobile learning system for on-the-job training of 
luxury brand firms.  The system uses context manager to collect learner information 
through WLAN.  It uses RFID reader attached in the PDA as the front sensor to read 
location information of the learner by detecting the zone code from merchandise‘s 
RFID tag.  Context manager maintains the learner model for estimating possible 
learning time.  It uses collaborative filtering approach to find similar learner from the 
course preference ranking.  The course selector uses fuzzy c-means algorithm to 
cluster learners with similar learner model in the same cluster.  It then uses genetic 
algorithm to schedule the best learning object sequence under the possible constrained 
learning time. 
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Abstract. Swarm Intelligence algorithms have proved to be very ef-
fective in solving problems on many aspects of Artificial Intelligence.
This paper constitutes a first study of the recently proposed Unified
Particle Swarm Optimization algorithm on scheduling problems. More
specifically, the Single Machine Total Weighted Tardiness problem is
considered, and tackled through a scheme that combines Unified Particle
Swarm Optimization and the Smallest Position Value technique for the
derivation of job sequences from real–valued particles. Experiments on
well–known benchmark problems are conducted with promising results,
which are reported and discussed.

1 Introduction

The allocation of resources to tasks is a problem that arises very often in real–
world applications. In general, problems of this type are characterized as schedul-
ing problems and they are NP–hard [1,2, 3]. The main goal in scheduling prob-
lems is the assignment of jobs (tasks) to a single or many machines such that
some criteria that involve the minimization of a single or many objective func-
tions are met.

The Single Machine Total Weighted Tardiness (SMTWT) problem is an NP–
hard scheduling problem [1]. In SMTWT, a number, n, of jobs have to be sequen-
tially processed on a single machine. Each job, j = 1, 2, . . . ,n, has a processing
time, pj, a due date, dj , by which it should be completed, and a weight, wj . All
jobs are assumed to be available for processing at time zero. If Cj denotes the
completion time of job j in a job sequence, then the tardiness of job j is defined
as:

Tj = max {0, Cj − dj} .
The main goal in SMTWT problems is to find a job sequence that minimizes
the sum of the weighted tardiness:

T =
n∑

j=1

wjTj. (1)

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 760–769, 2006.
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Instances of the SMTWT problem with large number of jobs cannot be solved
to optimality with traditional branch–and–bound algorithms [4]. To this end,
different heuristics such as Earliest Due Date and Apparent Urgency, as well
as optimization algorithms such as Simulated Annealing, Tabu Search, Genetic
Algorithms and Ant Colony Optimization have been successfully applied for
tackling the SMTWT problem [5, 6,7].

Recently, Particle Swarm Optimization (PSO) was applied on task assignment
problems [8], as well as on the SMTWT problem [9] with promising results. In the
latter case, the Smallest Position Value (SPV) representation technique was de-
veloped to transform a real–valued point to a sequence of jobs. Also, the Variable
Neighborhood Search (VNS) technique [10] was employed and proved to enhance
significantly the performance of PSO [9]. Unified Particle Swarm Optimization
(UPSO) was recently introduced as a unified PSO scheme that combines the ex-
ploration and exploitation properties of different PSO variants [11]. Preliminary
results on different problems indicate the superiority of UPSO against standard
PSO variants [12, 13, 14, 15].

This paper constitutes a first investigation of UPSO on the SMTWT prob-
lem. The SPV representation scheme is adopted in our study for the derivation
of job sequences from real–valued vectors. Our primary intention in this prelim-
inary study was to assess the performance of UPSO itself and compare it with
standard PSO schemes. Therefore, in order to avoid possible affection of the
algorithms’ dynamic, techniques like VNS that proved to significantly enhance
the performance of the algorithms are not considered.

The rest of the paper is organized as follows. PSO and UPSO are briefly
described in Section 2 along with the SPV representation scheme. Experimental
results are reported and discussed in Section 3, and the paper concludes in
Section 4.

2 Background Material

The emergent (collective) behaviors observed in natural systems have attracted
a lot of attention the late years by computer scientists. Swarms of insects and
animal flocks that consist of members with very limited space of actions can
produce more complex behaviors as a collective, providing inspiration for the
development of algorithms that can tackle NP-hard problems effectively. Swarm
Intelligence is a subject of Artificial Intelligence that investigates the collective
behavior in decentralized, self–organized systems, and promotes the development
of population–based, adaptive optimization algorithms that are characterized by
stochasticity, noise–tolerance and minimum requirements regarding the form of
the objective function (differentiability, continuity etc.) [16].

PSO is a Swarm Intelligence algorithm introduced in 1995 by Eberhart and
Kennedy [17]. The inspiration behind its development lies on the emergent behav-
ior and information exchange in socially organized colonies of simple agents [16].
PSO was primarily used in numerical optimization tasks. However, a plethora
of applications have been developed and reported in the relative literature
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up–to–date [16, 18, 19,20]. For completeness purposes, the following subsections
are devoted to the description of PSO, UPSO and SPV.

2.1 Particle Swarm Optimization

PSO is a population–based algorithm. It employs a population, called a swarm,
of search points, called particles, to probe the search space. Assuming an n–
dimensional optimization problem,

min
x∈S

f(x), S ⊂ IRn,

then the particles are n–dimensional vectors,

xi = (xi1, xi2, . . . , xin)� , i = 1, . . . , N,

that constitute a swarm, S = {x1, . . . , xN}. The numbering of particles in S is
arbitrary. Each particle moves in the search space with an adaptable velocity,

vi = (vi1, vi2, . . . , vin)� ,

and stores the best position,

pi = (pi1, pi2, . . . , pin)� ∈ S,

it has ever visited, i.e., the position with the lowest function value so far.
The computational strength of Swarm Intelligence algorithms originates from

the interaction of agents that constitute the swarm, either with their environment
(through stigmergy) or directly among them through information exchange. This
attribute gives rise to the concept of neighborhood, which determines the imme-
diate “social” environment of the agent. In PSO’s framework, each particle is
considered to have a neighborhood consisting of a number of other particles.
These particles influence its movement with their best experience (i.e., the best
positions they have discovered). However, the neighborhood is not defined di-
rectly in the search space by using a distance measure among particles, but rather
in the space of the particles’ indices, in order to promote the algorithm’s ability
for global search and avoid the computational burden of computing distances
among all particles at each iteration of the algorithm.

Different neighborhood topologies have been proposed and applied in the liter-
ature with promising results [21,22,23]. The most common neighborhood topol-
ogy is the ring topology, where the immediate neighbors of the particle xi are
the particles xi−1 and xi+1, while x1 is considered to be the particle that follows
immediately after xN . Thus, a neighborhood of radius ρ of xi consists of the
particles xi−ρ, . . . , xi, . . . , xi+ρ. The ring topology is the neighborhood scheme
that we adopted in our study. There are two main variants of PSO with respect
to the size of neighborhood. In the global variant, the whole swarm is considered
as the neighborhood of each particle, while, in the local variant, strictly smaller
neighborhoods are used.
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Let gi be the index of the best particle in the neighborhood of xi, i.e., the
index of the particle that attained the best position among all the particles of the
neighborhood. Then, the position of xi is updated according to the equations [24]

v
(k+1)
i = χ

[
v
(k)
i + ϕ1

(
p
(k)
i − x

(k)
i

)
+ ϕ2

(
p(k)

gi
− x

(k)
i

)]
, (2)

x
(k+1)
i = x

(k)
i + v

(k+1)
i , (3)

where i = 1, . . . , N ; k is the iteration counter; χ is a parameter called constric-
tion coefficient that controls the velocity’s magnitude; ϕ1 = c1r1 and ϕ2 = c2r2,
where c1 and c2 are positive acceleration parameters, called cognitive and social
parameter, respectively, and r1, r2 are random vectors that consist of random
values uniformly distributed in [0, 1]. All vector operations in Eqs. (2) and (3)
are performed componentwise. A stability analysis of PSO, as well as recommen-
dations regarding the selection of its parameters are provided in [24,25].

The performance of an optimization algorithm depends heavily on the balance
between its exploration and exploitation ability. In the global variant of PSO,
all particles are attracted by the same best position, converging faster towards
specific locations in the search space. Thus, it has better exploitation abilities,
in contrast to the local variant where the information of the best position of
each neighborhood is communicated slowly to the other particles of the swarm
through their neighbors in the ring topology, thereby promoting exploration.

2.2 Unified Particle Swarm Optimization

UPSO has been recently proposed as a unified scheme that harnesses the local
and global PSO variants, combining their exploration and exploitation capabil-
ities [12, 13, 14, 15]. Let G(k+1)

i denote the velocity update of the particle xi in
the global PSO variant and let L(k+1)

i denote the corresponding velocity update
for the local variant. Then, according to Eq. (2), we obtain:
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where k denotes the iteration number; g is the index of the best particle of the
whole swarm (global variant); and gi is the index of the best particle in the
neighborhood of xi (local variant). The search directions G(k+1)

i and L(k+1)
i are

combined in a single equation, resulting in the main UPSO scheme [11]:

U (k+1)
i = uG(k+1)

i + (1 − u)L(k+1)
i , (6)

x
(k+1)
i = x

(k)
i + U (k+1)

i , (7)

where u ∈ [0, 1] is called the unification factor and it determines the influence of
the global and local search direction in Eq. (6). The standard local and global
PSO variant is obtained for u = 0 and u = 1, respectively. All intermediate
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Table 1. An example of the Smallest Position Value representation scheme

Jobs j 1 2 3 4 5

Particle xij 1.45 −3.54 2.67 −2.29 −4.02

Sequence sij 5 2 4 1 3

values of u ∈ (0, 1) correspond to composite variants of PSO that combine the
exploration and exploitation characteristics of the global and local variant.

UPSO can be further enhanced by incorporating a stochastic parameter in
Eq. (6). This parameter imitates mutation in evolutionary algorithms, although,
it is directed towards a direction that is consistent with the PSO dynamic. Thus,
Eq. (6) can be written either as:

U (k+1)
i = r3 uG(k+1)

i + (1 − u)L(k+1)
i , (8)

which is mostly based on the local variant or, alternatively,

U (k+1)
i = uG(k+1)

i + r3 (1 − u)L(k+1)
i , (9)

which is mostly based on the global variant. The parameter r3 ∼ N (M,Σ)
is a normally distributed parameter with mean vector M and variance ma-
trix Σ. Based on the analysis of Matyas [26] for stochastic optimization al-
gorithms, convergence in probability was proved for the schemes of Eqs. (8) and
(9) [11].

2.3 The Smallest Position Value Representation Scheme

PSO and UPSO were designed to work primarily on real–valued search spaces.
Thus, in different problems, proper representation schemes may be required. For
example, a rounding scheme was used for the transformation of real to integer
values in discrete search spaces [27, 12].

In SMTWT, each real–valued particle must correspond to a permutation of
jobs. For this purpose, the SPV scheme [9] was used. More specifically, let n
be the number of jobs. Then, the ith particle, xi = (xi1, xi2, . . . , xin)�, is n–
dimensional and each component corresponds to one job, i.e., xij corresponds to
the jth job. The sequence of jobs that corresponds to xi is an integer vector

si = (si1, si2, . . . , sin)�,

where sij , j = 1, 2, . . . ,n, is the assignment of job j in the processing order.
The determination of sij is based on xij such that jobs with smaller values
of xij are scheduled first. An example is provided in Table 1 for the particle
xi = (1.45,−3.54, 2.67,−2.29,−4.02)�. The smallest component of xi is −4.02,
which corresponds to the fifth job. Thus, job 5 is scheduled first and the first
component of the sequence si takes the value si1 = 5. The second smallest
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component of xi is −3.54, which corresponds to job 2. Therefore, job 2 is the
second job in the ordering, i.e., si2 = 2, etc.

Thus, each particle of the swarm corresponds to a sequence of jobs that is
used for the computation of the total tardiness using Eq. (1). Obviously, the
same sequence vector corresponds to all particles with the same ordering in their
components. This property could lead the algorithm to search stagnation if some
assumptions that are usually made in static optimization problems and concern
the bounding of particles and velocities within specific bounds are not abandoned
in the case of SMTWT. The SPV representation scheme was applied successfully
with the inertia weight version of PSO [28] on the SMTWT problem [9]. We
adopted SPV also in our approach, with the constriction coefficient version of
PSO and UPSO.

3 Results and Discussion

We investigated the performance of three UPSO variants that proved to be
very efficient in static and dynamic optimization problems [12, 13, 14, 15]. More
specifically, we used the main UPSO scheme of Eq. (6) with u = 0.2 and u =
0.5, as well as the scheme with mutation defined by Eq. (8) with u = 0.1;
r3 ∼ N (M,Σ); M = (0, . . . , 0)�; Σ = σ2I with σ = 0.01, and I being the
n×n identity matrix. We denote these variants as UPSO1, UPSO2, and UPSOm,
respectively. Their performance was compared with the performance of the global
and local PSO variant. These variants are denoted as PSOg and PSO� and they
are obtained from the UPSO scheme for u = 1 and u = 0, respectively. For all
algorithms, the default PSO parameter set, i.e., χ = 0.729 and c1 = c2 = 2.05,
was used [24], while the neighborhood radius was ρ = 1.

The established sets of randomly generated benchmark problems of 40 and
50 jobs, each containing 125 instances, that are provided via ORLIB [7, 9] were
employed in our experiments. The swarm size was equal to N = 10×n, where n
is the number of jobs (also equal to the dimension of the problem using the SPV
representation scheme). For each problem instance, 25 independent experiments
were conducted. At each experiment, the algorithm was applied until the optimal
solution was detected or a maximum number of 2000 iterations was reached.
The particles and velocities were initialized randomly in [−1, 1]n, although no
constraints were posed on them during the execution of the algorithm.

For each algorithm, we recorded the percentage, nopt, of successful exper-
iments, i.e., experiments where the optimal solution was found, as well as the
expected number of iterations, which is defined as the mean number of iterations
required in the successful experiments. Also, we computed the average relative
percent deviation from the optimal solution, which is defined as:

Δavg =
R∑

i=1

[
1
R

(
100(si

b − s∗)
s∗

)]
,

where s∗ is the optimal solution; si
b is the best solution obtained in the ith exper-

iment; and R is the total number of experiments for all instances per problem,
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Table 2. Results for the SMTWT problems

# Jobs Alg. nopt Exp. It. Δavg Δstd

PSOg 56.3% 229.6 1.692 8.931

PSO� 47.0% 613.0 0.754 4.415

40 UPSO1 62.5% 158.1 1.765 10.865

UPSO2 54.1% 131.1 2.147 11.053

UPSOm 65.8% 525.6 0.478 3.206

PSOg 42.2% 275.6 1.778 7.566

PSO� 27.0% 338.4 1.292 3.898

50 UPSO1 43.7% 182.3 1.483 6.954

UPSO2 37.7% 178.4 2.329 9.352

UPSOm 39.6% 472.3 0.720 3.029

i.e., R = 25 × 125 = 3125. Furthermore, the standard deviation, Δstd, of the
relative percent deviation from the optimal solution was recorded. The values
Δavg and Δstd provide also an intuition regarding the behavior of the algorithm
in cases where it failed to detect the optimal solution, since smaller values reveal
a tendency of the algorithm to converge towards sub–optimal solutions that lie
closer to the optimal one. All results are reported in Table 2. The values of Δavg
and scaled nopt in [0, 1], per algorithm for the problems of 40 and 50 jobs are
depicted also in the bar graphs of Figs. 1 and 2, respectively.

In the case of 40 jobs, UPSOm had the best performance with respect to
the number of successes, followed closely by UPSO1 (u = 0.2). Also, UPSOm

exhibited the best values of Δavg and Δstd. This is an indication of the good
quality of sub–optimal solutions it detected in the unsuccessful experiments.
However, this comes with a higher computational cost, since UPSOm required a
large number of iterations. Also, we notice that PSOg performs better than PSO�

in terms of the number of successful experiments, although, it has higher values
of Δavg and Δstd, i.e., it is less robust. This is due to the higher exploitation
ability of PSOg compared to PSO�, which results in faster convergence but with
the risk of premature convergence. UPSO1 increases the exploitation ability of
PSO�, with an immediate impact on its performance and success rates, justifying
the usefulness of the unified scheme.

Similar comments can be made for 50 jobs problem. In this case, UPSO1
outperformed all other methods with respect to the number of successes, followed
by PSOg. UPSOm has a slightly worst performance, although with significantly
smaller values of Δavg, but higher expected number of iterations. The most
balanced scheme, UPSO2 (u = 0.5), had better performance than PSO�, but
it was always outperformed by the rest variants, similarly to the case of 40
jobs.

Summarizing the results, UPSO1, which constitutes a modified version of
PSO� with increased exploitation ability, is the most promising scheme since it
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Fig. 1. Bar graph of nopt normalized in [0, 1], and Δavg for the 40 jobs problems
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Fig. 2. Bar graph of nopt normalized in [0, 1], and Δavg for the 50 jobs problems

always exhibited robust behavior and required significantly smaller number of
iterations than its competitive variants, UPSOm and PSOg. This justifies that
the unified scheme can produce more efficient PSO variants.

4 Conclusions

A first study of UPSO on the Single Machine Total Weighted Tardiness problem
was provided. Widely used benchmark problems were employed and results were
reported and compared with that of established PSO variants. UPSO had the
best performance and robust behavior, enhancing the standard PSO variants and
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justifying the usefulness of the unified scheme. Further investigation is needed
to fully reveal the ability of UPSO in tackling scheduling problems, as well as
possible impact of the representation scheme on the algorithm’s performance.
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Abstract. Bio-data, which are obtained from human individuals, have
been one of main applications of pattern classification these days. A
critical property of bio-data classification is the small number of data
in each class due to high cost of obtaining data from each individuals.
Since most classification methods are based on the distribution of data
in each class, the lack of data can be a main cause of low classifica-
tion performance of conventional classifiers. To solve this problem, we
propose a modified additive factor model for bio-data which has two
factors; the individual factor and the environment factor. Under the pro-
posed model, we estimate the distribution of environment factor which
gives robust information even in case of small data set. We then define
new similarity measures using the information. The similarity measure
is applied to nearest neighbor method for classification. We also use the
support vector machines (SVM) to find a sophisticated similarity mea-
sure. Through computational experiments, we confirm that the proposed
model and similarity measure is appropriate enough to show better clas-
sification performance compared to conventional similarity measure as
well as conventional SVM classifier.

Keywords: Bio-data classification, data generation model, additive fac-
tor model, similarity function, class factor, environment factor.

1 Introduction

Bio-data, which are some kinds of bio-signals obtained from human individuals,
have useful information about each individual. Recently, bio-data have been
widely applied to various applications such as security and medical systems.
To get some meaningful information from bio-data, we common need pattern
classification methods. In this paper, we mainly consider biometric systems,
which classify given bio-data into several classes which of each corresponds to
each individual.

Many well known pattern classification methods, which are related to machine
learning, artificial intelligence, or signal processing area have been used for bio-
data classification[1,2,5,8,10]. However, most previous studies have mainly con-
sidered a specific type of data, and have focused on the problem-dependent part
such as sophisticated feature extraction appropriate for the given bio-data type.
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Though the problem-dependent approaches can give some optimized results for
the specific data, we also need to consider the common and core characteristics
of bio-data, through which we expect to improve the classification performance.

There are three important characteristics of bio-data. First, in many bio-data
classification problems such as biometrics, the number of classes is large. To find
correct decision boundary for the large number of classes, complex classifiers
with high capacity are preferred. However, this makes another problem due to
the second characteristics of bio-data. That is, it is common that the number
of data in each class is quite small because of high cost of data acquisition
from individuals. The lack of data in a class makes it difficult to extract robust
distribution property of the class. These characteristics of bio-data result in bad
classification performances. Third, high dimensional input data are common.
The high dimensionality emphasizes the sparsity of data in input space and
makes it difficult to find statistically stable decision boundary.

As an approach to solve these problems, we exploit a data generation model
that is appropriate for bio-data. Once the generation model is defined well to
express the characteristics of bio-data, we expect to find a method for treating
the problems mentioned above. Several generation models have recently been
proposed, which describe underlying factors of observation. These include essen-
tially additive factor models as used in principal component analysis[9], inde-
pendent component analysis[3], and bilinear models[11]. However, the original
additive factor model and independent component analysis do not consider class
information when finding factors. Also these previous methods including bilinear
models basically assume that sufficiently large number of data are given, which
is common unsatisfied in bio-data classifications.

In this paper, we modify the additive factor model by adding class factor and
environment factor. Under the modified model, we extract a statistically robust
information and propose a method for defining new similarity measures using the
statistical information and SVM. Through this approach, we expect to develop
an efficient classification system for small number of data.

2 Data Generation Model for Bio-data

2.1 Additive Factor Model with Class and Environment Factor

We first discuss a generation model for bio-data. We assume that an observed bio
data x can be decomposed into two mutually independent factors: individual-
dependent factor and environment-dependent factor. Thus a random variable x
for observed data can be written as a function of two distinct random variable
ξ and δ, which is the form,

x = f(ξ, δ). (1)

Here, ξ represents an individual variable, which keeps some unique information
in each individual (i.e. class). Thus, when the individual source of observed data
is known, ξ is fixed and can be regarded as a constant value. In this case we
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denote the unique information vector for class Ci as ξi. Under this assumption
for an arbitrary data xi in class Ci, we have

xi· = f(ξi, δ). (2)

From this, we can see that any variation within a class is originated from δ,
which represents environment variable.

We should argue that the above assumptions on the data generation model
are plausible for bio-data. Considering image data of human face, it is natural
to assume that a prototype of a human face is uniquely defined, and the diverse
variations in different images are due to some environmental factors, such as
illumination and other equipment noise. In our model, the prototype of face
image corresponds to the individual variable ξi for each class, and the within-
class variation corresponds to the environment variable δ with class-independent
randomness.

In order to explicitly define the generation model, we need to determine the
shape of the function f . Though very diverse function shapes can be exploited,
as a preliminary study, we propose a linear additive factor model,

xi = Wξi + δ, (3)

which means that a random sample xi in class Ci is generated by the summation
of a linearly transformed class prototype ξi and a random class-independent
variation δ.

From this model, we can see that the distribution within a class can be ex-
plained by the distribution of the environment factor δ. Since the model assumes
that the environment factor δ is common for all classes, its distribution can be
assumed to be identical for every class. We call this distribution property of δ as
the within-class variation, and try to estimate its probability density. Note that
the estimation of within-class variation can be done not using small data set of
each class but using the whole data set of all classes. Thus and we can expect
that the estimation is statistically more stable, which will be discussed in the
next subsection.

2.2 Extraction of Robust Statistical Information

As mentioned in the previous section, the estimation of the probability density of
δ can be done over all classes, because δ is common for all classes. This is a main
characteristics of the proposed model. Since it is common for bio-data that the
number of data in each class is very small, we try to utilize this characteristics
of δ to get some statistically stable information from small data set.

Based on the class-independent property of δ, we estimate its distribution
using all sample data x. In order to omit the class-dependent information (ξ)
from observed data, we select two random samples xi and x′

i from a class Ci,
and take their substraction so as to obtain

xi − x′
i = Wξi + δ − (Wξi + δ′) = δ − δ′. (4)
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One can notify that the class information is excluded and it is possible to get
some information related only environment variable δ.

We now define a new random variable y of the form,

y = xi − x′
i, (i = 1, 2, . . . ,P ), (5)

where P is the number of classes. We then estimate the distribution of y = δ−δ′

instead of estimating that of δ directly. We should mention about the number
of samples that can be used for the estimation. When the number of class is P
and the number of data in each class is n, we can get n(n − 1)P samples for
the random variable y. Thus, the obtained estimator using the samples is has
smaller variance and we can expect to get statistically more stable information
than the conventional class-based approaches.

Once we get the probability distribution p(y), we can define a similarity mea-
sure between two input data x and x′. We first define the similarity between x
and x′ by the probability that the two data is given from a same class, which is
shown as

S(x,x′) = P{x ∈ Ci and x′ ∈ Ci for some i}. (6)

When the two data are given from a same class, the variable x − x′ subjects to
the density function of y. Therefore, we can redefine the similarity measure as
the probability that x − x′ subjects to the density function p(y).

Under this definition, the shape of p(y) determines the similarity measure. In
this paper, we give two methods for determining p(y). If we assume δ is sub-
ject to Gaussian distribution, we can get an explicit form of p(y) and use it as
similarity measure, which will be discussed in Section 3.2. On the other hands,
we can use more sophisticated machine learning approaches to represent various
type of p(y). In Section 3.3, we exploit support vector machines to implicitly
estimate p(y) and find an optimized similarity measure. Once a similarity mea-
sure is determined, we can conduct classification task, which will be discussed
in section 3.1.

3 Classification

3.1 Overall Structure of Classification System

Before discussing how to define similarity measure using the within-class vari-
ance δ, we give the overall structure of classification system used in this paper.
Fig.1 shows the overall structure. In the stage of learning, we find a similarity
measure using given data set. In the stage of classification, for a new observa-
tion xnew, we assign it to one of the classes. The conventional nearest neighbor
method calculates the similarity between xnew and all data xi, S(xnew,xi), in
the training set to find the nearest neighbor, which can be written as

xnn = argmax{S(xnew,xi)|xi ∈ X}. (7)
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As shown in the equation (7), the classification performance is determined by
the similarity measure. In conventional nearest neighbor method, the similarity
measure, which we note as SE , is given from the Euclidean distance such as

SE(x,x′) = −‖x − x′‖2 (8)

By exploiting more appropriate similarity measure, we can expect to get better
performance.
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Whole data set
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Fig. 1. Overall structure of classification system

3.2 Similarity Measure Under Gaussian Assumption

We proposed a new similarity measure based on the distribution of y. In order
to to estimate the probability density of y, we first use the basic parametric
density estimation method[7]. Under the fact that the environment factor can
be considered as a implicit summation of multiple variation sources and by using
central limit theorem, we can assume that the probability density function δ is
Gaussian. Then the probability density of y is also Gaussian, and parameters to
be estimated are the mean μy and the covariance matrix Σy.

By the maximum likelihood estimation, we can easily obtain the estimate μy

and Σy as follows:

μ̂y =
1

n(n − 1)P

n(n−1)P∑
i=1

yi, (9)

Σ̂y =
1

n(n − 1)P

n(n−1)P∑
i=1

(y − μ̂y)(y − μ̂y)t. (10)

In the computational experiment of Section 5, we further assume that the co-
variance matrix is diagonal for the computational simplicity.
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Using the estimates, we obtain the probability density p(y) as,

p(y) = p(x − x′) (11)

=
1√

2π|Σ|
exp

{
−1

2
(x − x′ − μ̂y)tΣ̂

−1
y (x − x′ − μ̂y)

}
(12)

Then a new similarity measure SG can be determined as

SG(x,x′) ∝ log p(y) (13)

∝ −
{
(x − x′ − μ̂y)tΣ̂

−1
y (x − x′ − μ̂y)

}
. (14)

When μ̂y = 0 and Σ̂y is the identity matrix, the similarity measure is equivalent
to the Euclidean measure SE . Therefore, the proposed similarity measure is
said to be a kind of generalization of the classic similarity measure. We also
should remark that the proposed similarity measure is different from that of
Mahalanobis distance[4] because the covariance matrix y is different from that
of x. Using the proposed similarity measure and nearest neighbor method, we
can assign the new data xnew to the class that xnn with maximum similarity.
In section 5, we will show some computational experiments how the proposed
similarity measure affect the classification performance.

3.3 Similarity Measure Using SVM

In the previous section, we discussed the estimation of y and classification un-
der the assumption that δ is subject to Gaussian distribution. However, this
assumption may not be appropriate in many cases. To solve this problem, we
use the SVM and estimate the similarity measure directly without estimating
p(y), since what is necessary for classification is not the probability density but
the similarity measure.

For a given two pair of data x, and x′, we made input data set as the difference
vector x − x′ and define a desired output z for SVM as

z = 1 if x and x′ are from a same class, (15)
z = −1 otherwise. (16)

The SVM is trained for all possible pairs from the training data set X. After
training, we expect that the output of SVM, OSV M , become positive for the
data pairs from a same class. Otherwise, OSV M is expected to become negative.
Therefore, the output of SVM can be considered as a new similarity measure
such as

SV (x,x′) = OSV M (x − x′) (17)

Using the similarity measure and nearest neighbor method, we can classify the
data xnew.

Note that the proposed SVM method can also be applied to multi-class classi-
fication without any other process, while conventional SVM classifier need some
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extension of binary classifier to multiclass classification such as one-against-all
(OVA) method[6]. In addition, since the conventional SVM design method are
based on the distribution of each class, its performance may deteriorate when
the number of data in each class is small.

4 Experimental Results

4.1 Data Description

In order to check the possibility of the proposed method, we conducted a number
of computer experiments. First, we made two simple toy data sets that can
explicitly show the data distribution. The test data are shown in Fig.2. The left
one, TOY I data set, is composed of three classes. Each class is subject to a
Gaussian distribution. For training, we used five data for each class. For testing,
we used 1000 data for each class. The TOY I data set exactly matches to our
Gaussian assumption on δ. The right one, TOY II data set, is also composed of
three classes. However, each class is not subject to simple Gaussian but a mixture
of two Gaussian clusters. This data set violates the Gaussian assumption on δ.
For training set, we used only five data for each class. For testing, we used 1000
data for each class.
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Fig. 2. Test data sets of Toy problem. (a) TOY I: one cluster data set (b) TOY II: two
cluster data set.

We also conducted experimental comparisons using two real bio-data set,
which are shown in Fig.3. The left one (a) is human iris images, which is one
of the representative physiological feature for biometrics[8]. Primarily, we ob-
tained 260 number of iris image from 14 different individuals as experiment
data. We used 70 training data composed of 5 data randomly selected from data
of each person, and used the rest 190 as test data. We applied a normalization
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process on the localized iris area to compensate for size variations due to the
possible changes in the camera-to-face distance, and to facilitate the feature ex-
traction process by converting the iris area represented by a polar coordinate
system into a cartesian coordinate system. Since the iris images have 7200 pix-
els(225x32), we first applied the principal component analysis (PCA) to reduce
the dimensions and obtained 70 dimensional feature vectors for each item of raw
data.

(a) (b)

Fig. 3. Examples of (a)human iris image and (b)face image

The right one (b) is human face images that have different facial expressions.
The data were obtained from the homepage of the Psychological Image Collection
at Stirling (PICS, http://pics.psych.stir.ac.uk/). We use the facial images from
the 69 persons, and there are four different images for each persons. This data
set has the typical characteristic of bio-data, that is, the number of class is large
and the number of data in each class is small. To get some average performance,
we conducted 4-fold cross validation. For each trial, we used three images for
each person (class) as training set, and the rest one for each person was used
for testing. The size of image is 80 × 90, thus the dimension of the raw input is
7200. From each image data, we extracted 50 principal components by using the
PCA.

4.2 Results

The experimental result is shown in Table 1. We compared four different meth-
ods; the naive nearest neighbor method with Euclidean similarity measure SE ,
the proposed method with Gaussian similarity measure SG, the proposed method
with SVM similarity measure SV , and the conventional SVM method (OVA
method) for multiclass classification. When training SVM, we used RBF kernel
function and its parameter was optimized through experiments.

From the results, we can see that the proposed method with SV gives best
performance in all data set. In the case of TOY I set, the performance of SG and
SV are same, which support that the Gaussian assumption on δ is appropriate.
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In the case of TOY II set in which the Gaussian assumption is destroyed, the
performance of the method with SG is not so good, though it is better than
the naive method with SE . By using the SVM measure SV , we can improve the
performance. In the case of human iris data, we can see remarkable improvement
of performance comparing to the method with SE . From the good performance
of the method with SG, we guess that the distribution of δ in this problems is
similar to Gaussian. In the case of face data, the performance of the methods with
SE and SG are bad. Since the variation within a class is caused by some specific
expression, it may be quite different from Gaussian. However, the proposed SVM
method still shows remarkably improved performance. In addition, we can see
that the performances of the proposed method are better than the conventional
SVM. The low performance of the conventional SVM may be due to the small
number of training set.

Table 1. Experimental results

Toy I Toy II IRIS FACE

Euclidean (SE) 90.9 90.9 90.5 70

Gaussian (SG) 92.5 91.1 98.9 69.4

SVM (SV ) 92.5 93.8 98.9 82.5

SVM-OVA 91.5 91.8 97.4 79.2

5 Conclusions and Discussions

In this paper, we propose a data generation model for bio-data and a clas-
sification method with new similarity measure based on the model. Through
the utilization of within-class variation δ, we could developed a classification
method that can show stable performances when the number of data in each
class is small. Especially, we assume a linear additive model and try to estimate
δ using the difference of two samples x − x′. Though the linear additive model
may be quite strict limitation, the experimental results shows the efficiency of
the difference vectors, x − x′. As a further study, it is interesting to develop
more general model. One approach is to exploit the pair vector (x,x′) for SVM
input to create a similarity measure, which is discussed in [6]. Through this, we
are free from the assumption on the linear additive model, but computational
complexity of SVM increases. Some comparative analysis on the two methods
will be given in our previous works.
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Abstract. The dynamic coupling of a multi-axis sensor is defined as a situation 
that the output signal of one direction includes the additional value, which af-
fected by the input in other direction. Obviously, the dynamic coupling error 
will decrease the sensor measurement precision seriously. In this paper, a new 
multi-axis sensor dynamic decoupling method is proposed based on a niche ge-
netic algorithm (NGA). The method first gets the calibration data of the multi-
sensor, and then uses the system identification method and the niche genetic  
algorithm to calculate and optimize the decoupling network based on the analy-
sis method of transform function matrix. In addition, it also can avoid the high 
precision requirement to the sensor model in the traditional dynamic decoupling 
method. Finally, the simulation results show the correctness and the affectivity 
of the proposed method. 

1   Introduction 

The main function of the multi-axis sensor is to measure the parameters of the multi 
directions at the same time, such as the six-axis wrist force sensor used in the robot, 
the measurement unit in the helicopter which measures the changes of the pull force 
of the rotor, the pitching torque and the rolling torque, the strain or the piezoelectric 
multi-direction force measurement instrument used in the machine tool, and so on. 
But in the application of the multi-axis sensor, we can not ignore the cross coupling, 
which defines that the output signal of one direction is affect by the input signals from 
the other directions. Obviously, the performance of the multi-axis sensor is influenced 
seriously by the cross coupling. Generally, the cross coupling is mainly arisen from 
the reasons of the location deviation of the sensing element in the sensor, the location 
deviation of the sensor when installing it, and the low manufacture level of the sensor. 

To solve the problem of the dynamic coupling, two kinds of ways are mentioned: 
One is to design the new structure sensor, improve the manufacture level and the 
sensor installation accuracy, but the result is not so satisfied due to the realization 
difficulty of this way; the other way is to use some decoupling method to compensate 
or modify the dynamic output signal. Some methods such as the stationary dynamic 
decoupling method[1], the iterative dynamic decoupling method[2] and the static and 
dynamic united decoupling method[3] are proposed in succession by the Prof. Xu 
Kejun, and another dynamic decoupling method based on diagonal predominance 
compensation[4] is presented by Prof. Zhang Weigong. The methods mentioned above 



 Study of Dynamic Decoupling Method for Multi-axis Sensor 781 

are all based on the analysis method of transform function matrix, namely when de-
signing the decoupling network, these methods require the non-diagonal parameters 
of the system transform matrix to be zero. The idea has the advantages of simple 
decoupling network and easy realization. But it also has a disadvantage of the high 
precision requirement to the multi-sensor model. In fact, due to the existence of the 
measurement error and the disturbance in the system, and the limitation of the identi-
fication method, the identified system model is always not so correct that the decoup-
ling precision drops down seriously. So a niche genetic algorithm (NGA)[5, 6] is  
applied to solve the problem in this paper. The NGA has the merits of fast and global 
convergence, and also can search multiple peak value of the object function. In this 
paper, based on the idea of the analysis method of transform function matrix, the 
decoupling network is built using the NGA. That is to say, we can easily build and 
optimize the decoupling network according to the calibrating data, and avoid setting 
up the transform function of the multi-sensor. In addition, the simulation case and 
discussion are investigated as well. 

2   Analysis Method of Transform Function Matrix  

Looking the multi-sensor model as a linear multi-input and multi-output (MIMO) 
system, we can treat the decoupling of the multi-sensor as a special decoupling prob-
lem of MIMO system, which is called Morgan problem with the character of rm =  
(m is the number of input, r is the number of output). So using the matrix analysis 
method, the two-dimension sensor model in Fig. 1 can be express as 

=
2221

1211

GG

GG
G . (1) 

which can easily show the relationship between the input channel and the output 
channel, also their dynamic coupling situations. When rm = , the solution of Morgan 
problem is always exist. So the thought of designing a decoupling network is to make 
the system transform function matrix, which is constructed by the sensor transform 
function and the decoupling network, be a certain matrix with zero non-diagonal pa-
rameters or a diagonal predominance matrix. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Structure of the stationary decoupling method  
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Now, a stationary decoupling method is introduced as follows. In this method, the 
new decoupling parts are not added on the positive channel of every sensor output. 
However, the relatively simple decoupling parts are put between the channels of every 
sensor output to counteract the dynamic coupling of every dimension. The network 
structure is shown in Fig. 1. 1x and 2x are the two-dimension sensor input signals in-

cluding the dynamic coupling, 1z and 2z are the corresponding coupling output sig-

nals. )(11 sG , )(21 sG , )(22 sG and )(12 sG are the transform functions of each sensor 

channel; )(1 sD and )(2 sD are the transform functions of the decoupling network; 

1y and 2y are the corresponding decoupling output signals according to 1x and 2x . 

From Fig. 1, it is easy to get the coupling output expression of each channel as 

)()( 1221111 sGxsGxz += , (2a) 

)()( 2112222 sGxsGxz += . (2b) 
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We also acquire the sensor output after decoupling from Fig. 1 as here 
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It is obvious that the order of the decoupling part is low and the singularity of the 
coupling matrix can not influence the decoupling part. In addition, this method also 
can extend to the situation of three dimensions. From Eq. (7), the output of each chan-
nel after decoupling is only relative to the corresponding input of each channel. That 
is to say, if the sensor transform function is exactly correct, the stationary decoupling 
method can wholly remove the coupling error of each channel. 

3   Niche Genetic Algorithm 

The method mentioned above is set up based on the condition of exactly knowing the 
multi-axis sensor model. When the sensor model is not so precise, the decoupling 
effect will not be good, even can not fulfill the purpose of decoupling. To solve this 
problem, a dynamic decoupling method based on niche genetic algorithm (NGA) is 
proposed in this paper. The method uses the input and output calibrating data of the 
multi-axis sensor, in the condition of making the coupling part to be zero when dy-
namic decoupling, to calculate every part of the decoupling network directly in the 
Fig. 1 based on the method of system identification method. In addition, considering 
the measurement error of the input and the output signal and the modeling error of the 
system identification method, the method designs the corresponding NGA on the 
basis of the recursive least square algorithm (RLS) and optimizes the decoupling 
network. 

NGA has been successfully applied to find a global optimum. In natural ecosys-
tems, a niche can be viewed as an organism’s task, which permits species to survive 
in their environment. Species are defined as a collection of similar organisms with 
similar features. For each niche, the physical resources are finite and must be shared 
among the population of that niche. By analogy, niching methods tend to achieve a 
natural emergence of niches and species in the search space. NGA keep the variety of 
the species and make the population evolve to the distributing direction of the indi-
vidual with high quality through preserving the survival of the small-scale and low 
fitness species in population. Furthermore, NGA also can find more extremums of the 
object function in one search process. So the optimizing points distribute on many 
peak values of the object function, not only one peak value. Through this way, NGA 
not only increase the search efficiency, but also ensure the global convergence. 

The mathematic model of the RLS which is used to acquire the decoupling model is 

)()()()()( 11 kvkuzBkyzA += −− , (8) 

where )(ku and )(ky  are the system input and the system output respectively, )(kv is 

noise, )( 1−zA and )( 1−zB are polynomial defined as 

+++=
++++=

−−−−

−−−−

m

m

n

n

zbzbzbzB

zazazazA
2

2

1

1

1

2

2

1

1

1

)(

1)(
. (9) 

Let Eq. (8) be the initial population, use the NGA to optimize the population, and 
then get the satisfied system decoupling network. The algorithm steps can be ex-
pressed as follows.  
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(1) Use RLS get the initial population, and decide the encoding method;  
(2) Does the population fulfill the termination condition? If it is, go to step (10); 
(3) If it is not, calculate the fitness of each individual; 
(4) Generate the middle population according to the fitness of each individual of 

the initial population; 
(5) Intercross two individuals of the middle population according to cross probabil-

ity cP , and generate the new individuals to form the temporary new population; 

(6) Mutate the individuals according to mutation probability mP , and generate the 

new individuals to form the temporary new population;  
(7) Calculate the fitness of each individual in the temporary new population; 
(8) Let the initial population compete with the temporary new population, and gen-

erate the new population; 
(9) Go to step (2)  

(10) Decoding an optimum chromosome from the new population and acquire the 
decoupling part.  

Now we explain some important steps. 

3.1   Encoding Method 

The advantages of the binary encoding method are simple and universal. But the pa-
rameters to be calculated in this paper are more and have the requirement of high 
precision. The binary encoding often makes the built chromosome length too long, 
and this situation causes the solution space acquired by the GA training process so 
large. So the results often overflow or it should take so much time to get the perfect 
results[7]. In fact, the process of the decoupling network optimization will need some 
mathematical operations, and the sign encoding method can not fulfill the require-
ment. The float encoding method has the advantages of high precision and large re-
search space. So the float encoding method is applied in this paper. We encode the 
parameters in Eq. (8) into the chromosome [ ]mn bbbaaaL ,,,,,, 2121= according 

to the system. [ ]mn bbbaaaL ,,,,,, 2121= . By the expression, we can design the 

corresponding useful crossover operator and mutation operator. 

3.2   Fitness Function  

Fitness function is one of the most important parts in the build and the optimization of 
the decoupling network. In this paper, the object is to make the dynamic coupling 
between each input channel smallest as possible. At the same time, with the time 
going on, the coupling signal should be near zero as possible. So we construct )(xf  

as fitness function as follows. 

=

=
n

i
iixxf

0

21)( . (10) 

where ix is decoupling signal at the i th time, n is the maximal sample number. The 

sum of 2

ix is to express the value of the coupling signal, the multiply of i  is to reflect 
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the characteristic that the coupling signal is near to zero with the time going on. When 

i  is becoming larger, the sum of 
=

n

i
iix

0

2  is becoming larger, and the fitness func-

tion )(xf  is near to zero. This characteristic is just the one we want. If the decoupling 

algorithm goes well, the value of 
=

n

i
iix

0

2 will be smaller, so we calculate the reciprocal 

of 
=

n

i
iix

0

2 to fulfill the requirement of the fitness function. 

3.3   Reproduction, Crossover and Mutation 

Reproduction operator uses the remainder stochastic sampling (RSS) method. Repro-
duction is implemented by choosing the individual into the middle population ran-
domly according to the different fitness value of each individual. This method has 
small selection error for that it can ensure that the individual with large fitness value 
relative to the average fitness value is chosen into the middle population. 

In this paper, the simple two-point crossover can not fulfill the system requirement 
due to the large changeable encoding range of the float encoding method. So, the 
multi-point crossover is employed in the optimizing of the decoupling network. De-
fine the following crossover operator when the alleles 1L and 2L of two chromosome 

is crossing 

≤+=
<<=

≥=
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kLLL
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. (11) 

Where k is a random number of uniform distribution, L  is an allele of the new indi-
vidual generated by the crossover process. 

When the crossover process begins, the system produces a random number k to 
compare with the cross probability cP . If k  is smaller than cP , the crossover process 

will work by Eq. (11), otherwise the crossover process will stop. 
In the GA application using the float encoding method, mutation operator is a very 

important genetic operator. It will directly influence the research performance of GA. 
In the optimizing of the decoupling network, select the following equation as the 
mutation operator 

LkLL )5.0(5.0' −+=  (12) 

Where L  is the gene of the chromosome before mutating, 'L is the gene of the chro-
mosome after mutating, k is a random number of uniform distribution in [ ]1,0 . 

3.4   Realization of NGA 

Through comparing the similarity of one individual and the other individual in the 
evolution process, the NGA restrains the growth of the similar individual, avoids the 
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most individuals run to the same property and keeps the variety of the population,. 
The realization of the NGA can be expressed as follows. 

Assume that the i th individual is iL , the j th individual is jL , ji LL − is Euclid-

ean distance between iL  and jL , l  is a small positive number, )(⋅f is the fitness 

function. First, compare the similarity of the two arbitrary individuals of the popula-

tion (the similarity is expressed by the Euclidean distance). If lLL ji <− , it means 

that iL  and jL  have larger similarity, so the algorithm will push aside the individual 

with small fitness by putting a strong penalty function on it and make its fitness mini-
mal. For example, if )()( ji LfLf > , we let )()( jj LfpenaLf ⋅=  ( pena  is a small 

positive number). In the later evolution, jL  will be eliminated by large probability. 

According to De Jong crowding strategy, the niche evolution environment can be 
setup. 

In this paper, the NGA is applied to optimize the identified decoupling network 
acquired by using the RLS. The operations include encoding, calculating the fitness 
value, reproduction, crossover, mutation and the competition of the niche. After 
some generations’ evolution, the satisfied dynamic decoupling network can be  
acquired. 

4   Simulations and Results 

In the simulations, if the sensor model is not so correct, it is obvious that the decoup-
ling results acquired by the analysis method of transform function matrix will not be 
satisfied. In this paper, the simulations which take the two-dimension sensor model as 
an example, are performed to verify the affectivity of the algorithm. Let the two-
dimension sensor model including the coupling parts as 
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First, input the unit step signal into channel one, no signal into channel two, so a set 
of output signal is obtained; Then add some large Gauss noise in the output signal, to 
get a new output signal as the real output signal. According to the decoupling theory 
mentioned above, the input and the output data which is used to identify 1D  of the 

decoupling network is obtained. Use the RLS to identify 1D , the corresponding sec-

ond order model is 
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)1()()2()1()( 1021 −+=−+−+ kubkubkzakzakz ,  (14) 

Encode the coefficient of 1D  using the float encoding method and get the chromo-

somes of the initial population, let the data structure as 

fitness value of the chromosome a1 a2 b1 b2 

Using the NGA, after some generations’ evolution to the initial population, the sat-
isfied decoupling part 1D  can be obtained. In the same way, the decoupling 

part 2D also can be obtained. At last, let the optimized transfer function using the 

NGA as the real sensor model to verify the performance of the decoupling network. 
The results are shown in Fig. 2 ~ Fig. 5 respectively. In the simulations, the popula-
tion size is 100, the number of generations is 50, 5.0=cp and 01.0=mp . 

 

Fig. 2. Contrast of the decoupling effect of the initial population (Channel One)  

 

Fig. 3. Contrast of the decoupling effect of the initial population (Channel Two) 
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Fig. 4. Decoupling effect of the population after 50 generation’s evolution (Channel One) 

 

Fig. 5. Decoupling effect of the population after 50 generation’s evolution (Channel Two) 

Fig. 2 and Fig. 3 are the decoupling effects contrast of the decoupling network only 
built by RLS. It is obvious that the unit step response of the decoupling network still 
has some coupling error in the stable time. We find the decoupling effect is not so 
satisfied. In contrast, from Fig. 4 (or Fig. 5), let the decoupling network in Fig .2 (or 
Fig. 3)as the initial population, after 50 generation’s evolution, its unit step response 
has no coupling error and meets the demand of the system. Comparing Fig. 2(or Fig. 
3) with Fig. 4 (or Fig. 5), we find that due to the existence of the disturbance in the 
sensor output signal, it is difficult to get an accurate sensor model only using RLS, 
also realize the decoupling operation with high precision. So the optimization of the 
decoupling network using NGA is necessary. 

5   Conclusions 

In this paper, a new multi-axis sensor dynamic decoupling method is proposed based 
on a NGA. The method directly builds and optimizes the decoupling network accord-
ing to the calibrating data, and avoids the high precision requirement to the transform 
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function of the multi-sensor using the traditional method. In addition to the satisfied 
decoupling effect, the method has the advantage that the order of the acquired de-
coupling network can be changeable according to the change of the practical require-
ment. Also, the decoupling network has a considerable robustness because of the 
using of the NGA. 
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Abstract. Nowadays, e-mail is considered one of the most important communi-
cation methods, but most users suffer from Spam mail. To solve this problem, 
there has been much research. The previous research showed comparatively 
high performance, but for adaptation of real world, it requires several improve-
ments. First, it needs personalized learning for better performance. We cannot 
make a strict definition of Spam, because the definition of any context depends 
on each user. Second, the concept drift or interest drift problem, that is, users’ 
interest or any context’s concept, may change over time. Therefore, many Spam 
filtering systems are using continuous learning schemes such as adaptive learn-
ing or incremental learning. However, these systems require user feedback or 
rating results manually, and this inconvenience causes slow learning and per-
formance enhancement. In this research, we developed an adaptive learning 
system based on an automatic weighting environment. For the automatic 
weight, we categorized 6 user patterns (actions) on the mailing system whose 
weights are automatically adapted to the learning phase. From the experiment, 
we will demonstrate the Bayesian classification with an adaptive learning envi-
ronment. By using suggesting ideas, we will analyze the comparison result with 
adaptive learning. Finally, from the experiment using real world data sets, we 
will prove its possibility for tracking the concept and interest drift problems. 

Keywords: Adaptive Learning, Concept Drift, Weighted Bayesian, Spam  
Filtering. 

1   Introduction 

Nowadays, there is no doubt that e-mail is one of the most important communication 
methods in the world. Meanwhile, most people who send e-mails are suffering from 
unwanted (Spam) mail in their mailbox. According to the recent report from major 
internet service companies, 84.4% of total mail were Spam [1]. Considering this, 
much research has been done to prevent Spam mail using machine learning or statisti-
cal technologies such as Bayesian Classification [2], Support Vector Machine [3], 
Memory-based Approach [4] and so on. In particular, the Bayesian Classifier-based 
system is frequently used for filtering Spam mail because of its comparative ease of 
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use and high performance [5]. Therefore, many popular mail filtering systems are 
using Bayesian Classification [6][7][8]. In fact, while several featured filtering algo-
rithms such as SVM, CBR, LSI show higher performance (recall and precision) than 
the Bayesian when we analyze the algorithms in the laboratory [3][9][10], in the real 
world, people pay relatively little attention to the other points except for the algo-
rithm. We found that for an effective Spam mail filtering system, there are several 
factors that we have to consider besides just algorithms: personalized and continuous 
learning. In this research, we will show how a personalized Spam filtering system can 
be developed by using an automatic user action recognition scheme. Also, by using an 
adaptive learning scheme, we will show how the system performance increases. For 
the research, we use LingSpam [12] mail dataset and implemented a Bayesian classi-
fication-based Spam mail filtering system with a continuous learning environment. 

The outline of the paper is as follows: section 2 concentrates on the related work - 
a history of Spam fighting and concept drift problems; section 3 refers to the sug-
gested Spam filtering system using weighted Bayesian classification with adaptive 
learning; and we explain the experimental results in section 4. We conclude this study 
with prospects on future work in section 5. 

2   Related Work 

In the past several years, there have been many algorithms and applications developed 
to solve Spam problems. Although, some problems and defects still exist, there has 
been much improvement and some of them are being used as commercial filtering 
systems. In this section, we will discuss the efforts made to fight Spam mail and pre-
sent background knowledge about concept drift and adaptive learning, which we will 
use to enhance the Spam filtering performance. 

2.1   History of Spam Mail Filtering 

The first approach to filtering Spam was based on rule or message [11]. Simply iden-
tifying Spam features from the email content, we could decide whether the mail were 
Spam or not. This approach worked comparatively well until statistics and machine 
learning approaches appeared. Because of rule-based system’s simplicity of use and 
implementation, many mail filtering systems are using that approach. Bayesian classi-
fication was one of the better solutions using a statistical approach to overcome  
rule-based systems' limitations [5]. Although it was still not perfect, it showed com-
paratively good performance in the aspects of recall and precision [12]. Later, im-
proved Bayesian Classification-based systems such as the Bayesian network and 
weighted Bayesian classification enhanced the performance of filtering Spam mails. 
Meanwhile, a number of methodologies such as SVM, and LSI suggested by many  
researchers [3][13][14], but different from the Bayesian approach, were difficult to 
use in real world because of its complexity of calculation and difficulties of imple-
mentation and management. Researchers are now starting to see that in the real world 
environment, we cannot just consider algorithms and methodologies. Even if we use 
currently perfect methodology for filtering Spam, it will not take long time to see it 
become defective because of the concept drift problem and intelligent Spammers [15]. 
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Recently, CBR (Case-based Reasoning) has arisen as a good choice for filtering Spam 
[16][17], because CBR's life cycle, consisting of retrieve, reuse, revise and retain, 
supports tracking the concept drift problem. Hence, it is appropriate for a disjoint 
concept domain such as Spam [16]. Similar to CBR, adaptive learning and incre-
mental learning schemes that support tracking concepts and features can be another 
useful way to track continuously changing Spam features and concepts. This paper 
analyzes their usefulness as Spam mail-filtering systems. 

2.2   Concept Drift and Adaptive Learning 

Frequently, user interests and concerns change with time. Therefore, machine learn-
ing-based systems such as automatic document classification and mail-filtering, need 
to consider this problem. A Spam-filtering system must track concept or user interest 
because Spam domain is one of the most rapidly changing fields in terms of its fea-
tures and concepts. For example, any word can become a very strong Spam feature in 
the future, and user interest can change. 1994 marked the first attempt to track con-
cept drift on a meeting-scheduling software assistant [18]. This system used a time 
window with some of the latest examples to reflect the shifts in a user’s scheduling 
preferences. Similarly, STAGGER was developed to learn user interests to track 
changing concepts by adding new attributes or adjusting the connection weights for 
concept connections [19]. In addition, there was research done to learn user interests 
by monitoring web and e-mail habits [20]. This approach was based on content clus-
tering and user rating, but it required user manual feedback. In this research, we pro-
pose a more enhanced and user-friendly feedback system for adaptive learning. In 
section 3, we will discuss the system architecture more in detail. 

3   Spam Mail Filtering System with Adaptive Learning 

Fig.1. shows a suggested Spam mail-filtering system architecture based on a weighted 
Bayesian classification and an adaptive learning environment. For the learning and 
classification, it uses the Naïve Bayesian classifier, and it uses a weighting scheme in 
the adaptive learning phase for faster improvement of performance. 

 

Fig. 1. Spam-Filtering Architecture based on Weighted Bayesian Classifier with Adaptive 
Learning Environment 
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Fig.1. shows the system architecture which has two phases, learning and testing. 
Once users receive mail in their mailboxes, they check the list of new mail, and react 
differently according to the mail’s purpose. These actions are recognized by the Ac-
tion Recognizer, and some of the mails are re-trained with automatically given 
weight. Compared to former systems using the Bayesian Classifier, the suggestion 
system runs without training data, and its performance improves over time. We will 
discuss this experimental result in section 4. 

3.1   Categorization of User Actions on E-mail Service 

As we mentioned earlier, there are already many systems using adaptive learning or 
incremental schemes, but they need feedback from users. For example, if a user con-
siders some of the mail Spam, and wants to identify the Spam mail to the system, then 
he has to check the mail using a radio button to execute learning or blocking action. 
However, it is not easy to give some additional actions to the system for users, and 
also, this way only offers a simple re-learning. As a result, this kind of adaptive learn-
ing requires a lot of time for performance enhancement in the real world (Fig.4. in 
Section 4.3).   

Table 1. Definition of 6 different User Activities 

 

In Table 1, we categorized 6 different user actions. The system can weight each ac-
tion during the learning phase automatically. In section 3.2 we will discuss the opti-
mal weighting function. 

3.2   Performance Enhancement Using Adaptive Learning and WBC 

For performance and user satisfaction, we need to consider that personalization issue. 
Since e-mail represents a disjoint concept and Spam’s definition differs from user to 
user, it is not feasible to train data sets for all users. Instead, by using an adaptive 
learning scheme, training is done by users personally and continuously. To get afford-
able performance fast for filtering, we used a Weighted Bayesian Classifier (WBC). 
The Naïve Bayesian Classifier considers each attribute 1 2, ,..., nd d d< >  as having 

the same importance. Most WBC systems just consider features of contents [11], but, 
as we mentioned in section 3.1, we will focus on user action for adding weight to the 
Bayesian classifier, and thereby getting faster performance enhancement.
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Eq. (1) shows a weighted Bayesian classification. Let’s assume that there is a docu-
ment dk, and we give a weight,

kdw , to dk resulting from its weight function ( )f x  

according to user action for dk. For the normalization of a weighted value, we divided 

kdw  by the denominator, max
jj dw which means the maximum weighted value ac-

cording to a user action. For the weight function, we use Ivan Kychev’s linear gradual 
forgetting function [21] as shown in Eq. (2). In his research, the function adapted to 
forget old features over time, but in this paper, we use that function to give weight to 
6 different user actions.
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Where i is a counter of user actions from VSS to VSN, i ={1,…,l}. l is the length of the 
user actions. Also, k is a parameter that represents the percent of increasing the weight 
of user actions.

4   Experiments 

The proposed system is implemented using Java, My-SQL. All the experiments are 
performed on a 3.4GHz Pentium PC with 1GB RAM, running on a Microsoft Win-
dow 2003 Server. We used a LingSpam mail set introduced by Androutsopoulos [12]. 
This mail set contains 4 types of mail – ‘bare’, ‘stop-list’, ‘lemmatizer’, ‘lemma-
tizer+stop-list’. Each type of mail is created by a pre-processing procedure. In this 
experiment, we used the last type of mail, lemmatized and stop-list deleted mail, for 
training and testing the system.  

Table 2. Data Set 

 

4.1   Performance Measure 

To evaluate the system’s performance, we used the most commonly used evaluation 
measures - precision, recall and F1-measure [22] as defined below in Eq. (3). 
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4.2   Definition of Weight for User Actions 

To give different weight to 6 user actions, we used linear function as shown in Eq.(2). 
Although, this paper suggests only 6 user actions and its weights for a Spam mail 
filtering system, we can use this function for other domains which have more com-
plex actions and situations. Fig.2. shows linear curbs according to weight function 
Eq.(2). For example, wn means a user action in which he opened a mail from the list, 
but even if the user opens the mail, the system cannot be sure whether the mail is 
Spam or not, because it could be a fraud Spam. Hence, we consider that it is non-
Spam but don’t give it weight. Also, in case of ws, it means that the user didn’t open 
the mail from the list, so the system can consider that mail is not of interest to the 
user. However, there may also be an exception. The user may recognize the mail from 
the title, but sometimes he doesn’t need to open it. In this case the system considers 
the mail as Spam, but doesn’t give it any weight. Similarly, other actions - vss, ss, sn, 
vsn have their own weight according to their strength as Spam or non-Spam. We used 
constant k as 80% according to Ivan Kychev’s linear gradual forgetting function [21]. 

 

 

Fig. 2. A Linear Weight Function for Different User Action. (k=80%) 

4.3   Result of the Experiment 

For the verification of the proposed system, we will show two different results:  First, 
performance enhancement when we use Bayesian classification under an adaptive 
learning environment (Fig 3); Second, a comparison analysis of two different envi-
ronments, adaptive learning based on user patterns and user feedback. In the second 
experiment, we will show how much learning time takes to arrive at the targeted per-
formance level for the proposed system when we start the system without any learn-
ing (Fig.4). 
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   (a)                                                                   (b) 

Fig. 3. Comparison Result between Bayesian Classification and Bayesian Classification with 
Adaptive Learning Environment 

From Fig.3 (a) we can see that, by training the system only once, performance is 
unpredictable. Performance depends on the training and the test data set we are using. 
However, from Fig.3 (b), we can see that continuous learning with new mails leads to 
better performance, though not the best. Comparing these two graphs we can con-
clude that, the later is more stable. The graph shows that as time goes on from expt. 
no. 6 onwards; adaptive learning shows stable performance compared to normal 
learning, whose performance goes on fluctuating. 
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Fig. 4. Comparison Result of zero to goal performance between adaptive learning and the 
proposed system 

Fig.4 mainly deals with personalized issues and adaptive learning. In adaptive 
learning, initially there is no learning, but once we start giving feedback to the system, 
performance gradually increases. This requires manual feedback from the user to the 
system, so the usability is not good and this system’s performance is strongly depends 
on a user action. From the graph fig.4 (a), we can see that from expt. 12 onwards, it 
starts showing a better and more stable performance, though not as good as the user 
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action based adaptive learning with weighted Bayesian classifier, Fig.4 (b). Mean-
while Fig.4 (b) shows that it takes little time to get stable performance. And also, it 
shows very stable performance from expt. 5 onwards from which we can conclude 
that in a very short period of time, we can achieve stable and better performance. 
Moreover by recognizing the user actions and giving weight on learning phase auto-
matically, its usability is much better.  

5   Conclusions and Future Work 

In this paper, we proposed a performance enhancement system of Spam mail filtering 
using an adaptive learning scheme. The main advantage of this system is that we can 
achieve a better and more stable performance of the system in short period of training 
time. Furthermore, it deals with personalized issues and concept drift problems as 
well. The experimental results showed the proposed method has better performance in 
terms of learning time, filtering of Spam mail and usability compared to that of 
Bayesian classifier. For the future work, we will increase the performance by extend-
ing the number of category of user action considering contents reading time and other 
factors. Increasing the number of user categories from the 6 that we have imple-
mented will definitely help to shorten the time necessary for stable performance. And 
also, we can prove the system’s performance by testing on another domain such as 
document classification and collaborative filtering. 
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Abstract. Based on the Antibody Clonal Selection Theory of immunology, we 
put forward a novel clonal selection algorithm and apply it into face detection 
problem, named by CSAFD. The new detector is fast and reliable, which can 
detect faces with different sizes and various poses from both indoor and outdoor 
scenes. The goal of this research is to detect all regions that may contain faces 
while remaining a low false positive output rate. The new algorithm firstly 
abstracts the face template and then realizes the precise location of the face 
using clonal selection algorithm and template matching. When compared with 
immune genetic algorith standard genetic algorithm and evolutional genetic 
algorithm, the experimental results on images with moderately complex 
background scene showed, the new algorithm had a good performance and was 
much more accurate and robust. 

1   Introduction 

Face detection is a fundamental step before the recognition or identification 
procedure[1]. Its reliability and time response have a major influence on the 
performance and usability of a face recognition system. It is also a key step in almost 
any computational task related with the analysis of faces in digital images (access 
control, identification for law enforcement, borders control, identification and 
verification for credit cards and ATM, human-machine interfaces, passive recognition 
of criminals in public places or buildings, etc.). Given an arbitrary image, the goal of 
a face detection system is to find all contained faces and to determine the exact 
position and size of the regions containing these faces. When analyzing real-world 
scenes, face detection is a challenging task, which should be performed robustly and 
efficiently, regardless variability in scale, location, orientation, pose, illumination, 
artifacts (beard, eye-glasses, etc.), and facial expressions[1]. 

A representative face detection method with two steps: firstly, locating the face 
region[3~5], or assuming that the location of the face part is known[2], secondly, 
detecting the facial features in the face region based on edge detection, image 
segmentation, and template matching or active contour techniques. Another method is 
the visual learning or neural network approach[6]. Although the performance reported 
is quite well, and some of them can detect nonfrontal faces, approaches in this method 
are extremely computationally expensive. A relatively traditional approach of face 
detection is template matching and its derivations[7]. This approach uses a small image 
or a simple pattern that represents the average face as the face model. Face detection 
based on deformable shape models was also reported[8]. Although this method is 
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designed to cope with the variation of face poses, it is not suitable for generic face 
detection due to the high expense of computation. 

A novel clonal selection algorithm for face detection based on Antibody Clonal 
Selection Theory, named by CSAFD, is presented in this paper, which can detect 
faces with different sizes and various poses from both indoor and outdoor scenes. The 
experimental results show that this method of face detection has a good performance 
in moderately complex background scene and is much more accurate and robust. 

2   A Template Extraction of Facial Feature 

Human face image belongs to a special class. The facial feature position of different 
person only varies in a local area. If we know the position and orientation of a face, 
we can use the spatial constraint among facial features to obtain the approximate 
position of each facial feature. 

Eigenface is based on the global feature of face images, i.e. it uses the whole face 
image as training data. When there are gross variations in the input images that 
greatly affect the global feature, eigenface may fail[9]. However, in this situation, local 
features such as eyes, mouth and nose are often less affected. So these local features 
can help recognize faces. Brunelli and Poggio[11] proposed a template-matching 
method that used both global features and local features. Pentland et al. [10] extended 
eigenface to local features, getting eigeneyes, eigennoses and eigenmouths, all of 
which are called eigenfeatures. Each feature, no matter global or local, is in fact a 
region in the face image. Moreover, there are no reliable criterions to determine which 
facial feature and how many of them should be used. Thus the performance of those 
local-feature -based methods greatly depends on the experience of the operators. 

We extract the face template from the images in the physics-based face 
database[11]. This database contains front view face images taken under four different 
illumination conditions. The database contains 111 persons and a minimum of 16 
images per person. The general face template using the average outer edges[12] is 
shown in Fig.1. 

 

Fig. 1. The general face template 
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3   The Novel Clonal Selection Algorithm for Face Detection 

3.1   Clonal Selection Theory 

The immune system's ability to adapt its B-cells to new types of antigen is powered 
by processes known as clonal selection and affinity maturation by hypermutation. The 
majority immune system inspired optimization algorithms are based on the 
applications of the clonal selection and hypermutation. The first immune optimization 
algorithm may be Fukuda, Mori and Tsukiyama's algorithm that included an 
abstraction of clonal selection to solve computational problems. But the clonal 
selection algorithm for optimization has been popularized mainly by de Castro and 
Von Zuben's CLONALG[13]. 

The clonal selection theory (F. M. Burnet, 1959) is used by the immune system to 
describe the basic features of an immune response to an antigenic stimulus[14]. The 
references [15] to [17] simulate this clonal selection mechanism above from different 
viewpoints and put forward the Clonal Selection Algorithms one after another. Just as 
the same as the Evolutionary Algorithms (EAs) , the Artificial Immune System 
Algorithms depend on the encoding of the parameter set rather than the parameter set 
itself. It establishes the idea that the cells are selected when they recognize the 
antigens and proliferate. When exposed to antigens, the immune cells which may 
recognize and eliminate the antigens can be selected in the body and mount an 
effective response against them. Its main ideas lie in that the antigen can selectively 
react to the antibody, which is a native production and spreads on the cell surface in 
the form of peptide. The reaction leads to cell proliferating clonally and the colony 
has the same antibody. Some clonal cells divide into antibody producing cells, and 
others become immune memory cells to boost the second immune response.  

The clonal selection is a dynamic process of the immune system stimulated by the 
self-adapting antigen. From the viewpoint of the Artificial Intelligence, some biologic 
features such as learning, memory and antibody diversity can be used in artificial 
immune system[ 18]. 

3.2   Basic Definition 

The new algorithm composes of two main processes: firstly, abstracts the face 
template based on the method in section 2, Secondly, realizes the precise detection of 
the face using clonal selection algorithm and template matching. 

The major elements of CSAFD is established below: 

Antigen: In the immunology, antigen is a kind of substance which can induce 
organism to immune response and can take place special responses with the 
corresponding antibodies or the T cells. In AIS, antigen usually means the problem 
and its constraints. Especially, for the face detection problem, Given a digital image 

( ),f x y  with M N× , to confirm the image ( ),f x y  whether contains the face 

region, which is similar to the face template obtained before. Suppose the template is 
a region ( ),x yω  with J K× , where J M< , K N< . Then the correlative function 

between ( ),x yω  and ( ),f x y  is defined as formula (1) [19]: 



802 W. Ma, R. Shang, and L. Jiao 

( )
( ) ( )

( )
1

2
2

, ,

,

,

x y

x y

f x y x m y n

R m n

f x y

ω − −
=  

(1) 

Where 0,1,2 , 1m N= − . 

It can be taken a value of R by calculating formula (1) with arbitrary value of  ( ),m n  

in ( ),f x y . when ( ),x yω  removes along the image with the variation of m, n, We can 

take the value of ( ),R m n . The maximum of ( ),R m n  illuminates ( ),x yω  is most 

similar to ( ),f x y  in this position. The formula(1) adopts a unitary factor which is 

calculated in the whole area plotted out by ( ),x yω , thus it varies as a displacement 

function. The antigen is defined as objective function ( , )R m n , Similar to the function of 

antigen in immunology, it is the active factor for the artificial immune system algorithm. 

Antibody: Antibodies represent candidates of the problem. The limited-length 
character string laaa 21=a  is the antibody coding of variable m n . In our 

algorithm, we use binary coding . m is represented by 8 bits binary cluster as same 
as n , i.e. l = 16. 

Set I is called antibody space, namely Ia ∈ . The antibody population 

1 2{ , , , } n
n= ∈A a a a I  is an n-dimension group of antibody a, namely, 

{ }1 2: ( , , , ), , 1n
n k k n= = ∈ ≤ ≤I A A a a a a I  (2) 

where the positive integer n is the antibody population size. 

Antibody-Antigen Affinity: Antibody-Antigen Affinity is the reflection of the total 
combination power locates between antigen and antibodies. In AIS, it generally 
indicates values of objective functions or fitness measurement of the problem.  

Cloning C
cT : In the immunology, clone is the process of antibody proliferation. In 

AIS, the clonal operation to the antibody population is defined as: 

TC
c2

C
c1

C
c

C
c ]))((,)),(())(([))(()( kTkTkTkTk naaaAY ==  (3) 

where C
c ( ( )) ( ) 1,2ci ci ciT k k i n= × =a I a , Ici is a qci-dimensional identity row vector. 

The process is called the qci clone of antibody ai, namely c( ) ( , )ci iq k n= , where i  

stands for the affinity function of antibody ai and other antibodies, and cn  is the clonal 

scale. 

Clonal Mutation C
mT : According to the mutation probability mp , the cloned antibody 

populations are mutated as follows: 

C
m( ) ( ( )) ( 1) ( )mrandom pk T k k≤= = −Z Y Y  (4) 
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Clonal Selection C
sT : ni ,2,1=∀ , if there are mutated antibodies 

{ } { }( ) max ( ) ( ) | max ( ) 1, 2, ,i i ij ij ia k k k R j q′ = = =Z Z Z , the probability of 

( )ia k′  taking place of ia k A k∈( ) ( )  is: 

( )k
s

1 when ( ( )) ( ( ))
( ) ( )

0 when ( ( )) ( ( ))
i i

i i
i i

R a k R a k
T a k a k

R a k R a k

′<′= =
′≥

 (5) 

After the clonal selection, the new population is: 

1 21 1 1 1 1i nA k a k a k a k a k′+ = + + + +( ) { ( ), ( ), , ( ), , ( )}  (6) 

where 1 1 1i ja k a k A k i j′ + = + ∈ + ≠( ) ( ) ( )  and 1 1i jR a k R a k′ + = +( ( )) ( ( )) , in which 

1ja k +( )  is one of the best antibodies in 1A k +( ) . 

3.3   Description of the Algorithm 

Inspired by the Antibody Clonal Selection Theory, we proposed a novel clonal 
selection algorithm for face detection. In detail, the algorithm firstly abstracts the face 
template and then realizes the precise location of the face using clonal selection 
algorithm and template matching. The novel clonal selection algorithm can be 
implemented as Fig. 2. 

 
The Novel Clonal Selection Algorithm for Face Detection (CSAFD) 
Begin 

k = 0; 
Initialize A k( ) and algorithm parameters; 

Calculate the affinity of A k( ) : { } { }1 2( ( )) ( ( )), ( ( )), ( ( ))nR A k R a k R a k R a k= ; 

While not finished do 
k = k + 1; 
Bring A k( )  from 1A k −( )  by the Clonal Selection Operator including 

Clonal Operating C
cT , Clonal Mutation Operating C

mT , Clonal Selection 

Operating C
sT ; 

Calculate the affinity of A k( ) , namely, evaluate A k( ) ;  

End 
End 

Fig. 2. The Novel Clonal Selection Algorithm for Face Detection 

4   Experimental Results 

We run our algorithm on the test set of 60 gray-level images of size 500x400 pixels, the 
face size varied from 20 24 pixels to 200 240 pixels. These images contain faces at 
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different scale but mainly in the front-parallel view with vertical orientation. 54 are 
successfully detected. giving a 90% detection rate. In order to validate the new algorithm, 
we have compared CSAFD with that of immune genetic algorithm(IGA  [20]  the 
standard genetic algorithm(SGA) and evolutional genetic algorithm (EGA) [21].  

The parameters setting of CSAFD is as follows: the size of antibody 
population bn = 10, the clonal scale cn =5, the mutation probability pm=2/l, the max 

generation is 100; The parameters of IGA is set as: the size of population is 60, the 
crossover probability pc=0.85, the mutation probability pm=0.20, the probability of 
vaccination is 0.5, The renewed probability of vaccination is 0.5~0.8 varied with 
evolution process, the max generation is 100; The parameters of EGA is set as: the 
size of population is 60, the crossover probability pc=0.85, the mutation probability 
pm=0.15; The parameters of SGA is set as that of EGA. Some of the successful 
results are shown in Fig.3. The white rectangles in the figure indicate the detected 
face candidates. For every algorithm, the face detection is performed thirty times per 
test image. Each time we only try to detect faces of a specified size. There may be 
multiple partially overlapped rectangular regions that are considered as face 
candidates. 

 

               
   1 (a)                             1 (b)                            1 (c)                                   1 (d) 

                 
    2 (a)                            2 (b)                                 2 (c)                             2 (d) 

              
    3 (a)                            3 (b)                                 3 (c)                             3 (d) 

                
   4 (a)                             4 (b)                                4 (c)                            4 (d) 

Fig. 3. Results of face detection on various test images (1(a) ~ 4(a) represent the results of 
CSA, 1(b) ~ 4(b) represent the results of IGA,1(c) ~ 4(c) represent the results of EGA, 1(d) ~ 
4(d) represent the results of SGA) 
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From Fig.3 we can see that the new algorithm is able to cope with variations in 
orientation and viewpoint (to a small extent). The algorithm also seemed to be robust 
to distractions such as glasses. The time taken to run the new algorithm on images 
with a user-specified scale are about 4 seconds each. 

For a more detailed verification of the results, we compared the accurate times with 
the test times and assess the accuracy of every algorithm. 

Table 1. The test results among CSAFD, IGA, EGA, and SGA 

test 
image 

statistical 
data 

CSAFD IGA EGA SGA 

1 accurate times 
⁄ test times 

25/30 15/30 12/30 6/30 

2 accurate times 
⁄ test times 

30/30 25/30 23/30 17/30 

3 accurate times 
⁄ test times 

28/30 17/30 17/30 21/30 

4 accurate times 
⁄ test times 

30/30 28/30 21/30 21/30 

Compared with IG  EGA and SGA, CSAFD is much more accurate and 
efficient. From Tables 1 it is apparent that the new method has the highest accurate 
rate. For all the images, the accurate times of CSAFD is higher than that of 
IG EGA and SGA, especially for image 2 and image 4, CSAFD detects the face 
accurately in all 30 times which is impossible for IG EGA and SGA. Therefore, 
the proposed algorithm is not sensitive to image noise and head-pose and is very 
robust. The experimental results showed that new algorithm could detect faces 
successfully in an uncontrolled environment with complex background. 

5   Conclusion 

In this paper, a novel clonal selection algorithm for face detection(CSAFD) is put 
forward, which is inspired by Antibody Clonal Selection Theory. The performance of 
CSAFD is evaluated via computer simulations. When compared with IG  EGA and 
SGA, the experimental results on images with moderately complex background scene 
showed, the new algorithm had a good performance and was much more accurate and 
robust. 

Face detection is now an important research topic of computer vision and image 
understanding. It is more difficult to detect human face in gray-level images. A point 
of view is brought forward that we should manage to accelerate the velocity of face 
detection when the detection precision is assured to fit the practical application. Then 
our future works include increasing the size of the test set, improvement of the feature 
detection accuracy and the detection speed. 
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Abstract. In order to apply nonmonotonic logics for specifying industrial au-
tomation controllers, we define (1) a method to extend atemporal nonmonotonic
logics with temporal operators and (2) a mapping of these new temporal non-
monotonic logics into a Metric Temporal Logic. This mapping provides a formal
specification method for real-time temporal reasoning digital circuits for the tem-
poral nonmonotonic logics. We present our method in the context of synthesizing
custom digital hardware (called agent chip) automatically from high level agent
specifications.

Keywords: agent, chip design, nonmonotonic logic, knowledge representation,
temporal logic.

1 Introduction

Previously, Song and Governatori [12] described a method for synthesizing agent chips
from high-level agent specifications. An agent chip is a custom hardware implemen-
tation of an agent specification, which performs several million times faster than con-
ventional CPU-based systems. In the previous work, however, temporal expressions are
not allowed in the specification language and a formal specification method for im-
plementing temporal aspects of agent chips is missing. Time is a central factor in any
automation controllers. Any industrial controllers must reason with timing issues of
input and output control signals.

In this paper, we present a method for producing real-time temporal reasoning digital
circuits for temporal nonmonotonic logics. This method extends the previous method
for synthesizing agent chips [12]. Particularly, we provide nonmonotonic temporal log-
ics for specifying real-time reasoning processors, which are suitable for reactive agent
systems that are targeted for industrial automation controllers. The need for such a
method is becoming acute since custom chips (e.g., FPGAs1 and ASICs2) are now more
and more affordable and vital applications such as sensor networks, smart sensors, au-
tonomous mobile robots, and even small consumer electronic devices, require (a) low
profile features, such as smaller size and power efficiency, and (b) high performance
real-time features.

1 FPGAs (Field Programmable Gate Arrays) are configurable digital circuits.
2 ASICs (Application Specific Integrated Circuits).

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 808–817, 2006.
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Fig. 1. A reasoning block with three layers. A reasoning block is specified by a knowledge base
T , an input specification I, and an output specification O.

Extending any logical languages, however, particularly nonmonotonic logics, with
temporal operators maintaining real-time reasoning property is not easy, because rea-
soning under temporal logic is generally undecidable or EXPSPACE-complete [1]. In
this paper, however, we propose a simple solution for extending propositional languages
with temporal operators for automation controllers while maintaining real-time reason-
ing capability of the agent chip described in [12].

The basic idea is that we separate the evaluation of temporal operators from the main
reasoning process in order to convert temporal languages into atemporal languages.
We, then, build a separate reasoning circuit especially for the evaluation of temporal
formulas. We can, then, combine this temporal reasoning circuit and the agent chip
circuit produced by the method presented in [12] to produce a complete agent chip
from a high-level agent specification that allows temporal expressions.

Particularly, we extend propositional languages with bounded temporal operators of
Metric-Temporal Logic [6,7] which is an extension of Linear Temporal Logic. Since
many nonmonotonic logics can be mapped into classical logic (e.g., Default Logic [2],
Defeasible Logic [12], Layered Argumentation System [12,11]), we can formulate var-
ious temporal nonmonotonic logics and temporal argumentation systems maintaining
real-time reasoning property based on this idea.

This paper is organized as follows. In Section 2, we overview an agent-based chip
specification method described in [12]. In Section 3, we then show how to separate
temporal reasoning from the main reasoning process. In Section 4, we define a Metric
temporal logic (MTL), a method to extend propositional languages, and a mapping of
these languages into the MTL. In Section 5, we conclude this paper with some remarks
and related works.

2 Agent Based Chip Specification

In order to provide the context of this paper, we briefly describe the agent chip archi-
tecture [12]. An agent chip is a hardware implementation of a high-level agent specifi-
cation. It is basically an electronic circuit that produces outputs in reaction to its inputs,
which are connected to the agent’s environment. The basic building blocks of an agent
chip are the reasoning blocks shown in Figure 1. Each reasoning block is specified by a
knowledge base T , an input specification I, and an output specification O. The deduc-
tion unit of a reasoning block is implemented on FPGAs or ASICs as combinational
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Fig. 2. Agent Block architecture: an example agent architecture consisting of three control blocks:
belief generator (B), goal generator (G), and action generator (A)

logic circuits3, which is organized in layers corresponding to the layers of the knowl-
edge base T . The reasoning block also contains a memory unit, which provides temporal
reasoning capabilities and other utility functions (e.g., counters, timers, arithmetic) that
cannot be expressed in propositional languages. The circuit generation method of the
deduction unit is described in [12] and the details of the language used in this method
is described in [11]. The memory unit provides evaluation of temporal formulas sep-
arating temporal evaluation from the main reasoning process of the reasoning block.
Section 4 defines a formal specification method for the implementation of the mem-
ory unit for supporting evaluation of temporal formulas based on a Metric-Temporal
Logic (MTL). MTL[6] is an extension of Linear Temporal Logic to provide more con-
venient temporal operators for expressing bounded responses in formal specifications
of real-time systems.

Figure 2 shows an example agent architecture called Agent Block which consists
of three reasoning blocks: a belief generator (B), a goal generator (G), and an action
generator (A). Each agent block is an autonomous system that performs actions in order
to achieve a certain desired state D. An agent block operates in the following four-stage
cycles:

1. At the beginning of the first stage of a cycle, the input signals in I are captured in
the register. Then, the agent reasons about the current state of the world in B with
its background knowledge, the memory contents of B, G, and A.

2. At the second stage of the cycle, the (belief) conclusions in B are captured in the
memory unit of B. Then, the goal generator (G) decides what goals are needed to
achieve the desired state with its goal description knowledge, the memory contents
of B, G, and A.

3. At the third stage of the cycle, the (goal) conclusions in G are captured in the mem-
ory unit of G. Then, the set of goals instantiates a particular behavioral specification
from a set of plans in the action generator (A) and produces appropriate actions for
the output (O) with its action description knowledge base, the memory contents of
B, G, and A.

4. At the last stage of the cycle, the (action) conclusions in A are captured in the
memory unit of A which is connected to the output port of the agent block.

3 A digital circuit that does not have internal states, i.e., the output signals are solely defined by
the input signals of the circuit.
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The four stage cycle is driven by the clock signal (CLK) shown in the figure. The
register and the memory units of the three reasoning blocks keep the interconnecting
signals steady while the input signals or the output signals of a reasoning block are
used by other reasoning blocks. Consequently, the frequency of the clock is determined
by the time required to draw all of the conclusions in each deduction unit. That is,
the computation bottle-neck is in the combinational logic layers of reasoning blocks
because the layers in a reasoning block are responsible for drawing all conclusions.

However, in agent chips, the combinational logic layers are implemented as pure
combinational logic circuits, and thus each reasoning block can compute all of the con-
clusions almost instantaneously. For instance, our implementation of an agent chip con-
sisting of 16,000 rules on a XilinxTM Spartan-3 FPGA chip (currently each chip costs
less than US$9) can operates in 140 Mhz clock frequency (i.e., less than 8×10−9 sec-
onds for each cycle) whereas conventional approaches based on more expensive CPUs
(e.g., 3Ghz Pentium 4 CPU) require more than a minute for each cycle.

3 Separation of Temporal Evaluation

One important feature of the reasoning block is that its memory unit provides very
efficient temporal reasoning capability by forming a closed-loop controller similarly to
industrial automation controllers such as PLCs (Programmable Logic Controllers).

Example 1. As an example, suppose that when a cleaning robot has detected a signal
on sensor sD, it needs to memorize the state that the area is dirty (denoted as d) even
if sD is not true anymore until it detects another signal on sensor sC, which tells that
the area is clean. If the agent concludes that the area is dirty, it turns on the vacuuming
unit (vc). In most logical formalisms, this cannot be modelled without introducing the
notion of time in the language of the knowledge base resulting in high computational
complexity as shown below:

{sD → d, (P1d) → d, sC → ¬d, d → vc}

where all of the rules are defeasible rules (e.g., defeasible rules in Defeasible Logic
[8]) and Pn is a bounded temporal operator denoting “Previous n time moments” for
n ≥ 0. Thus, P1d denotes that d was true just one time moment ago. Since the rules
are defeasible rules, when both sD and sC are true, it does not introduce inconsistency,
but rather it just means that neither d nor ¬d can be proved. We should note that, in
general, reasoning under temporal logic is EXPSPACE-complete [1]. In a reasoning
block, however, we can remove the notion of time in the object language by converting
the formulas containing temporal operators into simple propositions referring to the
evaluation results of the formulas in the memory unit of the reasoning block as shown
below:

{sD → d, d(′P′,1) → d, sC → ¬d, d → vc}
where d(′P′,1) is just a proposition denoting the previous conclusion of d: it denotes
that the agent knows that d was true in the previous round of reasoning. Here, d(′P′,1)
refers to a state in the memory of a reasoning block: it is an input to the knowledge base
of the deduction unit. That is, when the agent concludes that the area is dirty, the truth
value of d is captured in the memory as d(′P′,1).
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Fig. 3. Memory captures the previous state with which an agent can reason about time in a very
simple way

Figure 3 illustrates how an agent’s belief state (the state of the reasoning block repre-
senting the belief generator of an agent block) changes over time based on the current
input state and the immediate previous state captured in memory Mt−1. This example
demonstrates that the temporal operator (Pn) can be efficiently implemented in reason-
ing blocks. Similarly to PLCs, other bounded temporal operators of Metric-Temporal
Logic [6] can also be efficiently implemented with the memory unit.

Therefore, symbolically, the object language for the reasoning blocks can be con-
sidered purely propositional and atemporal because the evaluation of the formulas with
temporal operators is separated from the main reasoning process. Consequently, we can
now study the object language of agents’ knowledge bases and evaluation of temporal
formulas separately.

4 Formal Temporal Specification Method of Agent Chips

In this section, we discuss a formal specification method of the memory units of rea-
soning blocks defined in Section 2. We also briefly discuss formal verification issues
of agent chips. First, we give a brief introduction to Metric-Temporal Logic (MTL)
which provides convenient operators for specifying quantitative requirements, such as
bounded response. We refer the reader to [6,7] for more thorough treatments of MTL.
Linear Temporal Logic (LTL) in comparison provides only the temporal operators for
specifying qualitative requirements on execution sequences.

4.1 Introduction of Metric-Temporal Logic (MTL)

MTL extends Linear Temporal Logic (LTL) with the following bounded temporal op-
erators �#dq, ♦#dq, and pU#dq where # ∈ {<,≤} and d ∈ Nat. For example, ♦≤d ex-
presses the notion “eventually within time d.” Given a finite set P of propositions, the
set of MTL formulas is inductively defined as follows:

φ := true| f alse|p|¬φ |φ1 ∧φ2|φ1 ∨φ2|�φ |♦φ |Xφ |Pφ |
Xdφ |Pdφ |�#dφ |♦#dφ |φ1U#dφ2

where p ∈ P, � denotes ‘always’, ♦ denotes ‘possibly’, X denotes ‘next’, P denotes
‘previous’, and U denotes ‘until’. The time domain T of MTL is the set of natural
numbers Nat. An interpretation of an MTL formula is a trace h : Nat → 2P that maps
to each time position i ∈ T the set of propositions that hold at that position. We define a
distance function to denote the time elapsed between time positions i and j in a trace:
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dist(i, j) = |i− j|× δ

where δ is a time unit. In the case of the reasoning block with clock frequency f , δ is
1/ f seconds.

The semantics of the temporal operators is defined over system traces and the dis-
tance function as follows:

1. (h, i) |= p iff p ∈ h(i).
2. (h, i) |= X p iff (h, i+ 1) |= p.
3. (h, i) |= Xd p iff (h, i+ d) |= p.
4. (h, i) |= Pp iff (h, i−1) |= p.
5. (h, i) |= Pd p iff (h, i−d) |= p.
6. (h, i) |= �p iff ∀ j ≥ i. (h, j) |= p.
7. (h, i) |= ♦p iff ∃ j ≥ i. (h, j) |= p.
8. (h, i) |= �#d p iff ∀ j ≥ i, (h, j) |= p and dist(i, j)#d.
9. (h, i) |= ♦#d p iff ∃ j ≥ i, (h, j) |= p and dist(i, j)#d.

10. (h, i) |= pU#dq iff ∃ j ≥ i, (h, j) |= q and dist(i, j)#d and ∀i ≤ k < j, (h,k) |= p.

An MTL theory is a set of MTL formulas.

4.2 Mapping Knowledge Bases into MTL

Let L denote an atemporal logical language for a reasoning block. We now define special
propositions for L to allow for the specification of temporal operations. We consider the
following temporal operators for propositions q and φ in L in the antecedents of rules:

1. q(′P′,d) meaning Pdq;
2. φ(′X ′,d) meaning Xdφ ;
3. φ(′G′,′ #′,d) meaning �#dφ ;
4. φ(′F ′,′ #′,d) meaning ♦#dφ ;
5. φ(′U ′,′ p′,′ #′,d) meaning pU#dφ .

For example, x(′P′,1) → y means that if x was true just before, y is usually true.
We can also consider the following temporal operators in the consequents of rules

for future-time events, but they will be interpreted as actions setting future-time events:

1. q(Set,′ X ′,d) meaning that the system must reset a timer so that Xdq is true, i.e., q
is true in the next d-th time units;

2. q(Set,′ G′,′ #′,d) meaning that the system must reset a timer so that �#dq is true;
3. q(Set,′ F ′,′ #′,d) meaning that the system must reset the a timer so that ♦#dq is true;
4. q(Set,′U ′,′ p′,′ #′,d) meaning that the system must reset a timer so that pU#dq is

true.

For example, x → y(Set,′ X ′,1) means that if x is true now, we usually set a timer so that
y is (usually) true in the next time moment.

Let us now suppose L is a logical language that can be mapped into an equivalent
classical propositional language: there exists a mapping Π of L into a propositional
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Fig. 4. An implementation of the temporal operator P1 for the cleaning robot in Example 1. The
signal lables sD cp, sC cp, vc cp, d cp, and P1d cp represent the positive literals sD, sC, vc, d,
and P1d, respectively. The value 1 of these signals means that the corresponding positive literals
are provable. The value 0 of the signals means that the provability of these positive literals is
unknown.

language. Defeasible Logic [12], Layered Argumentation System ([12] and [11]), and
Default Logic ([2]) are such languages.

Then, mapping a theory T of L into an MTL theory is straightforward. We obtain the
corresponding MTL theory MT (Π(T )) of Π(T ) by replacing the temporal information
of each proposition p in Π(T ) with the temporal operators as follows :

1. Replace all propositions a(′X ′,d) in Π(T ) with Xda;
2. Replace all propositions a(′P′,d) in Π(T ) with Pda;
3. Replace all propositions a(′G′,′ #′,d) in Π(T ) with �#da;
4. Replace all propositions a(′F ′,′ #′,d) in Π(T ) with ♦#da;
5. Replace all propositions a(′U ′,′ b′,′ #′,d) in Π(T ) with bU#da.

The resulting MTL theory formally specifies how the memory unit should be imple-
mented in hardware. As shown in Section 3 and Figure 4, the temporal operator P1 can
be directly implemented in reasoning blocks by just memorizing immediate previous
conclusions. Figure 4 shows an implementation of operator P1 for d(′P′,1) (denoted as
‘P1d’ in the figure) as a single-bit register in the memory unit of the cleaning robot.
The digital circuit description in the deduction unit is automatically generated from the
defeasible rules in Example 1 using a compiler that we have developed for Layered
Argumentation System [11]. It is easy to verify that the combinational logic circuit
performs the required nonmonotonic reasoning as described in the example.

Similarly, for 0 < n ≤ N, Pn can be implemented using an N-bit shift register: (h, i−
n) � Pnq iff the n-th bit of the shift register is value 1. A shift register shifts its bits
in one direction (e.g., from the least significant bit (LSB) to the most significant bit
(MSB)) at every clock cycle. Figure 5 illustrates an implementation of operator Pn. It is
straightforward to show that this implementation is sound and complete for Pn.

However, implementation of temporal formulas referring to the future time events is
more complex. In this paper, however, we restrict our language to provide simple, yet
practical, implementations of some future-time temporal operators as follows: we re-
strict our language so that the propositions φ in the future-time temporal formulas (Xdφ ,



Hardware Implementation of Temporal Nonmonotonic Logics 815

q
1

0 1 0

2 3 4 5

0

P3q

1
set/ 
reset

1 1X2 q
1

5-bit shift register
5-bit shift register

1 1

1234qT T

(a) An implementation of temporal operator Pn

via a 5-bit shift register where n   5.
(b) An implementation of temporal operator Xn

and        via a 5-bit shift register where n   4.

0

4 q

A
N

D

n

CLK CLK

Fig. 5. Implementations of temporal operators

�#dφ , ♦#dφ , and pU#dφ ) in the antecedents of rules, are not allowed in the consequents
of rules. That is, let us consider the special case that future events are determined by the
input to the system or timers in the memory unit.

Then, similarly to Pn, for 0 < n < N, Xnq can be implemented using an (N + 1)-bit
shift register which always receive value 0 in its most significant bit. This can be used
to test an event q that will occur within n time units. In other words, the event can
be considered as an internal alarm clock that was set by the agent through the agent’s
action. Setting the n-th bit of the shift register with q(Set,′ X ′,n) will make Xnq true.
�≤nq can be represented just as a conjunction of all of the bits in the shift register.
Consequently, setting all of the bits in the shift register with q(′G′,′ ≤′,n) will make
�≤nq true. Figure 5 illustrates implementations of these temporal operators.

Other useful temporal operators can also be similarly implemented. This approach
(using internal timers) is very similar to the implementations used in PLCs (Programm-
able Logic Controllers), the popular industrial controllers. Alternatively, an MTL theory
or a subset of it can be directly used to synthesize real-time systems [9]. In this case,
then, the temporal operators in the consequents of the rules should be interpreted as
normal temporal formulas and mapped into proper MTL temporal formulas exactly
like the temporal operators in the antecedents of rules. For example, instead of using
q(Set,′ X ′,d), we should use q(′X ′,d) and map it to Xdq′.

4.3 Formal Verification Issues of Agent Chip Properties

Once we have the corresponding MTL theory, MT (Π(T )), of a knowledge base, T , we
can formally test some system properties over MT (Π(T )) with existing proof theories
of MTL. One interesting system property is testing for conditionals. For example, given
an agent specification A, the following system properties might be interesting:

1. A � �(a ⇒ b) which says that, for all of the entire traces of agent A, b follows from
a.

2. A � a ⇒ �(b ⇒ c) which says that, for all of the entire traces of agent A in which
a is true, the agent has the property of A � �(b ⇒ c).

We have used a different arrow ‘⇒’ to denote that the formula is not an MTL formula,
but a conditional in some conditional logic. For instance, A��(a⇒ b) is not true for an
agent that concludes b always even if a is false. The property test is asking whether there



816 I. Song and G. Governatori

is an inference relation between a and b such that b follows from a in every possible
traces of the agent.

5 Conclusion

The main result of this paper has been the solution to the problem of a real-time tempo-
ral reasoning that can be realized in small electronic chips. The key idea has been the
separation of temporal evaluation from the main reasoning process and the mapping for
generating formal specifications for temporal reasoning circuits. This mapping is a sim-
ple direct mapping and yet produces compact and scalable hardware specification. It is
scalable, since it is mapped into MTL which is widely used in the formal specification
of digital circuits (e.g., [9]).

In this paper, we have not prescribed any particular logical language for our method.
The reason is because our method can be applied to most of nonmonotonic logical
languages extended with bounded temporal operators provided that they can be mapped
into a classical propositional logic.

Some important issues, which we have not discussed in detail in this paper, because
of the limited space, are the evaluation of future temporal formulas (Xdq, �#dq, ♦#da,
and pU#da) and the interpretation of temporal operators in the consequents of defeasi-
ble rules. For the former we have shown that a subset of language can be implemented
as hardware straightforwardly. For the latter, we considered the temporal formulas in
the consequents as actions for setting or resetting timers in the memory unit. PLCs
(Programmable Logic Controllers), which are popular industrial automation controllers,
have adopted this interpretation. In this case, they cannot refer to the past state, i.e., we
cannot change what has happened and the facts of what we have concluded in the past.
Of course conflicting actions must be resolved. Unlike PLCs, however, many nonmono-
tonic logics (e.g., Defeasible Logic [8], Defeasible Argumentation System [4], Layered
Argumentation System [11]) can resolve conflicts between competing rules.

The most closely related work to this paper is “situated automata” [10], in which
Kaelbling and Rosenchein [10] have developed a compiler that directly synthesizes
digital circuits from a knowledge based model [3] of an agent’s environment. Their
language is based on a weak temporal Horn-clause language with the addition of init
and next operators. While this work clearly highlighted the realization of epistemic
theories of agents, they provide no formal semantics of the language. Their approach
is also a model based top-down approach that the compiler generates a target system
from a model of the world. Thus, the synthesis is not always guaranteed and resulting
systems can be sub-optimal because in most cases the required solution is usually a
small subset of the solutions of the model.

The results are important, since we can combine our method and atemporal logical
languages to obtain temporal languages, which can be realized in hardware for real-
time reasoning, such as temporal argumentation systems from [11] and [4], temporal
Default Logics from [2], and temporal Defeasible Logics from [8]. Of course the rea-
soning blocks for these temporal languages can also be implemented in software. In
fact, our method can be used to provide a very efficient implementation of the temporal
Defeasible Logic detailed in [5].
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Abstract. This paper presents genetically optimized Hybrid Self-Organizing 
Fuzzy Polynomial Neural Networks (gHSOFPNN). The architecture of the re-
sulting gHSOFPNN results from a synergistic usage of the hybrid system gen-
erated by combining fuzzy polynomial neurons (FPNs)-based Self-Organizing 
Fuzzy Polynomial Neural Networks(SOFPNN) with polynomial neurons (PNs)-
based Self-Organizing Polynomial Neural Networks(SOPNN). The augmented 
gHSOFPNN results in a structurally optimized structure and comes with a 
higher level of flexibility in comparison to the one we encounter in the conven-
tional HSOFPNN. The GA-based design procedure being applied at each layer 
of gHSOFPNN leads to the selection of preferred nodes (FPNs or PNs) avail-
able within the HSOFPNN. The obtained results demonstrate superiority of the 
proposed networks over the existing fuzzy and neural models. 

1   Introduction 

While neural networks, fuzzy sets and evolutionary computing as the technologies of 
Computational Intelligence (CI) have expanded and enriched a field of modeling quite 
immensely, they have also given rise to a number of new methodological issues and 
increased our awareness about tradeoffs one has to make in system modeling. GMDH-
type algorithms have been extensively used since the mid-1970’s for prediction and 
modeling complex nonlinear processes [1]. While providing with a systematic design 
procedure, GMDH comes with some drawbacks. To alleviate the problems associated 
with the GMDH, Self-Organizing Polynomial Neural Networks (SOPNN)[2] Self-
Organizing Fuzzy Polynomial Neural Networks (SOFPNN)[3], and Hybrid Self-
Organizing Fuzzy Polynomial Neural Networks (HSOFPNN)[4] were introduced. In 
this paper, to address the above design problems coming with the development of 
conventional self-organizing neural networks, in particular, HSOFPNN, we introduce 
the gHSOFPNN with the aid of the genetic algorithm [5]. The determination of the 
optimal values of the parameters available within an individual PN(viz. the number of 
input variables, the order of the polynomial and the collection of preferred nodes) and 
FPN(viz. the number of input variables, the order of the polynomial, the collection of 
preferred nodes, the number of MFs for each input variable, and the selection of MFs) 
leads to a structurally and parametrically optimized network.  
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2   The Architecture and Development of HSOFPNN 

2.1   Fuzzy Polynomial Neuron: FPN 

This neuron, regarded as a generic type of the processing unit, dwells on the concept 
of fuzzy sets. When arranged together, FPNs build the first layer of the HSOFPNN. 
As visualized in Fig. 1, the FPN consists of two basic functional modules. The first 
one, labeled by F, is a collection of fuzzy sets that form an interface between the input 
numeric variables and the processing part realized by the neuron. The second module 
(denoted here by P) concentrates on the function – based nonlinear (polynomial) 
processing.  

FPN

FPN

FPN

FPN

FPN

FPN

PN

PN

PN

PN

PN

PN

PN

PN ŷ

x1

x2

x3

x4

x3

x4

x1, x2

1μ̂

z

FPN

F

P

2μ̂

3μ̂

Kμ̂

2μ

1μ

3μ

Kμ

{Al}

{Bk}

P1

P2

P3

PK

The
structure of
consequent

part of
fuzzy rules

Selected input
variables

Entire system input
variables

Fuzzy set-based processing(F) part

Member-
ship

function

Triangular

Gaussian

No. of
MFs per

each
input

2

3

Fuzzy
inference
method

Simplified fuzzy
inference

Regression polynomial
fuzzy inference

Polynomial form of mapping(P) prat

PD : C0+C1x3+C2+x4

PD : C0+C1x1+C2+x2+C3x3+C4x4

1st layer 2nd layer or higher

 

Fig. 1. A general topology of the FPN based layer of HSOFPNN 

In other words, FPN realizes a family of multiple-input single-output rules. Each 
rule, refer again to Fig. 1, reads in the form 

If xp is Al and xq is Bk then z is Plk(xi, xj, alk) (1) 

The activation levels of the rules contribute to the output of the FPN being computed 
as a weighted average of the individual condition parts (functional transformations) PK. 
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Table 1. Different forms of the regression polynomials building a FPN and PN 

                             No. of inputs 
Order of the polynomial 

Type 
Order 

FPN PN 

1 2 3 

0 Type 1  Constant Constant Constant 
1 Type 2 Type 1 Linear Bilinear Trilinear 

Type 3 Type 2 Biquadratic-1 Triquadratic-1 
2 

Type 4 Type 3 
Quadratic 

Biquadratic-2 Triquadratic-2 
   1: Basic type, 2: Modified type 

2.2   Polynomial Neuron : PN 

The SOPNN algorithm in the PN based layer of HSOFPNN is based on the GMDH 
method and utilizes a class of polynomials such as linear, quadratic, modified quad-
ratic, etc. to describe basic processing realized there.  
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Fig. 2. A general topology of the PN based layer of HSOFPNN 

The input-output relationship for the above data realized by the SOPNN algorithm 
can be described in the following manner 

y=f(x1, x2, …, xN) (3) 

Where, x1, x2, , xN denote the outputs of the lst layer of FPN nodes(the inputs of the 
2nd layer(PN nodes)). 
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The estimated output ŷ  reads as 
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The detailed PN involving a certain regression polynomial is shown in Table 1. The 
architecture of the PN based layer of HSOFPNN is visualized in Fig. 2.  

3   Optimization of HSOFPNN by Genetic Algorithms 

GAs has been theoretically and empirically demonstrated to provide robust search capa-
bilities in complex spaces thus offering a valid solution strategy to problems requiring 
efficient and effective searching. It is eventually instructive to highlight the main fea-
tures that tell GA apart from some other optimization methods: (1) GA operates on the 
codes of the variables, but not the variables themselves. (2) GA searches optimal points 
starting from a group (population) of points in the search space (potential solutions), 
rather than a single point. (3) GA's search is directed only by some fitness function 
whose form could be quite complex; we do not require it need to be differentiable.  

In this study, for the optimization of the HSOFPNN model, GA uses the serial 
method of binary type, roulette-wheel used in the selection process, one-point cross-
over in the crossover operation, and a binary inversion (complementation) operation 
in the mutation operator. To retain the best individual and carry it over to the next 
generation, we use elitist strategy [5].  

4   The Algorithm and Design Procedure of gHSOFPNN 

Overall, the framework of the design procedure of the gHSOFPNN architecture com-
prises the following steps. 

[Step 1] Determine system’s input variables. 
Define system’s input variables xi(i=1, 2, …, n) related to the output variable y.  
[Step 2] Form training and testing data. 
The input-output data set (xi, yi)=(x1i, x2i, …, xni, yi), i=1, 2, …, N is divided into two 
parts, that is, a training and testing dataset.  
[Step 3] Decide initial information for constructing the HSOFPNN structure. 
Here we decide upon the essential design parameters of the HSOFPNN structure.  
[Step 4] Decide a structure of the PN and FPN based layer of HSOFPNN using ge-
netic design. 
This concerns the selection of the number of input variables, the polynomial order, the 
input variables, the number of membership functions, and the selection of member-
ship functions to be assigned at each node of the corresponding layer.  
[Step 5] Estimate the coefficient parameters of the polynomial in the selected node 
(PN or FPN).  
[Step 5-1] In case of a PN (PN-based layer) 
The vector of coefficients Ci is derived by minimizing the root mean squared error 
between yi  and zmi. 
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Using the training data subset, this gives rise to the set of linear equations  

Y=XiCi (6) 

Evidently, the coefficients of the PN of nodes in each layer are expressed in the form 

y=f(x1, x2, …, xN)  Ci=(Xi
TXi)

-1Xi
TY (7) 

[Step 5-2] In case of a FPN (FPN-based layer) 
i) Simplified inference 
The consequence part of the simplified inference mechanism is a constant. Using 
information granulation, the new rules read in the form 
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The consequence parameters (aj0) are produced by the standard least squares method. 
ii) Regression polynomial inference 
The use of the regression polynomial inference method gives rise to the expression. 
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The coefficients of consequence part of fuzzy rules obtained by least square 
method(LSE) as like a simplified inference. 
[Step 6] Select nodes (PNs or FPNs) with the best predictive capability and construct 
their corresponding layer. 
All nodes of this layer of the gHSOFPNN are constructed genetically. To evaluate the 
performance of PNs or FPNs constructed using the training dataset, the testing dataset 
is used. Based on this performance index, we calculate the fitness function. The fit-
ness function reads as 

EPI
FunctionfitnessF

+
=

1

1
)(  (13) 
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where EPI denotes the performance index for the testing data (or validation data).  
[Step 7] Check the termination criterion. 
As far as the depth of the network is concerned, the generation process is stopped at a 
depth of less than three layers. This size of the network has been experimentally 
found to build a sound compromise between the high accuracy of the resulting model 
and its complexity as well as generalization abilities. 
[Step 8] Determine new input variables for the next layer. 
The outputs of the preserved nodes (zli, z2i, …, zWi) serves as new inputs to the next 
layer (x1j, x2j, …, xWj)(j=i+1). This is captured by the expression 

x1j = z1i, x2j = z2i, …, xWj = zWi (14) 

The gHSOFPNN algorithm is carried out by repeating steps 3-8 of the algorithm. 

5   Simulation Study 

We demonstrate how gHSOFPNN can be utilized to predict future values of a chaotic 
time series. The performance of the network is also contrasted with some other mod-
els existing in the literature. The time series is generated by the chaotic Mackey-Glass 
differential delay equation [6] of the form:   
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To come up with a quantitative evaluation of the network, we use the standard RMSE 
performance index.  

Table 2. Computational overhead and a list of parameters of the GAs and the HSOFPNN 

Parameters 1st layer 2nd layer 3rd layer 
Maximum generation 100 100 100 
Total population size 150 150 150 

Selected population size 30 30 30 
Crossover rate 0.65 0.65 0.65 
Mutation rate 0.1 0.1 0.1 

GAs 

String length 3+3+30+5+1 3+3+30+5 3+3+30+5 
Maximal no. of inputs to be se-

lected(Max) 
1 l Max(2~

3) 
1 l Max(2~

3) 
1 l Max(2~

3) 
Polynomial type (Type T) of the conse-

quent part of fuzzy rules 
1 T_F 4 1 T_P 3 1 T_P 3 

Triangular   
Membership Function (MF) type 

Gaussian   

HSOF
PNN 

No. of MFs per each input(M) 2 or 3   
l, T_F, T_P : integer, T_F : Type of SOFPNN, T_P : Type of SOPNN. 

Table 3 summarizes the results: According to the information of Table 2, the se-
lected input variables (Node), the selected polynomial type (T), the selected no. of 
MFs (M), and its corresponding performance index (PI) was shown when the genetic 
optimization for each layer was carried out. 
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Table 3. Performance index of gHSOFPNN for nonlinear function process 

1st layer 2nd layer 3rd layer Max 
Node(M) T MF PI EPI Node T PI EPI Node T PI EPI 

 (a) In case of selected input 
2 4(3 ) 6(3 ) 3 G 0.0223 0.0220 4 6 2 0.0157 0.0158 3 16 2 0.0153 0.0153 

3 1(3) 4(3) 6(3) 3 G 0.0021 0.0022 8 13 21 2 0.0015 0.0015 3 16 22 2 0.0014 0.0014 

 (b) In case of entire system input 
2 3(3) 4(3) 3 G 4.1e-5 6.1e-5 5 26 2 2.7e-5 4.9e-5 7 13 3 2.7e-5 4.2e-5 

3 1(3) 3(2) 4(3) 4 G 1.5e-5 4.7e-5 6 7 8 2 4.5e-6 4.0e-5 6 13 22 2 5.7e-6 2.9e-5 

In case of entire system input, the result for network in the 3rd layer is obtained 
when using Max=2 with Type 3 polynomials (modified quadratic functions) and 2 
node at input (node numbers are 7, 13); this network comes with the value of PI=2.7e-
5, EPI=4.2e-5.  
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Fig. 3. Optimal gHSOFPNN architecture 

Table 4 includes a comparative analysis of the performance of the proposed net-
work with other models.  

Table 4. Comparative analysis of the performance of the network; considered are models 
reported in the literature 

Model PI EPI 
Maguire et al.’s model [7] 0.014 0.009 

ANFIS [8] 0.0016 0.0015 
Triangular MF (5th layer) 3.4e-4 3.8e-4 

HFPNN[9] 
Gaussian-like MF (5th layer) 3.3e-5 5.7e-5 

Case 1 1.5e-6 9.3e-5 
SONN [10] 

Basic SONN 
(5th layer) Case 2 4.0e-5 7.4e5 

3rd layer (Max=2) 0.0153 0.0153 
Selected input 

3rd layer (Max=3) 0.0014 0.0014 
3rd layer (Max=2) 2.7e-5 4.2e-5 

Our model 
Entire system input 

3rd layer (Max=3) 5.7e-6 2.9e-5 
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6   Concluding Remarks 

In this paper, we have introduced and investigated a class of genetically optimized Hy-
brid Self-Organizing Fuzzy Polynomial Neural Networks (gHSOFPNN) driven to ge-
netic optimization regarded as a modeling vehicle for nonlinear and complex systems. 

The GA-based design procedure applied at each stage (layer) of the HSOFPNN 
driven leads to the selection of the preferred nodes (or FPNs and PNs) with optimal 
local. These options contribute to the flexibility of the resulting architecture of the 
network.  

Through the proposed framework of genetic optimization we can efficiently search 
for the optimal network architecture (being both structurally and parametrically opti-
mized) and this design facet becomes crucial in improving the overall performance of 
the resulting model. 
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Abstract. This paper presents two novel features of an emergent data 
visualization method coined “cellular ants”: unsupervised data class labeling 
and shape negotiation. This method merges characteristics of ant-based data 
clustering and cellular automata to represent complex datasets in meaningful 
visual clusters. Cellular ants demonstrates how a decentralized multi-agent 
system can autonomously detect data similarity patterns in multi-dimensional 
datasets and then determine the according visual cues, such as position, color 
and shape size, of the visual objects accordingly. Data objects are represented 
as individual ants placed within a fixed grid, which decide their visual attributes 
through a continuous iterative process of pair-wise localized negotiations with 
neighboring ants. The characteristics of this method are demonstrated by 
evaluating its performance for various benchmarking datasets. 

1   Introduction 

This paper proposes a simple approach towards unsupervised data visualization. It 
uses principles of self-organization to determine the visual representation of complex, 
high-dimensional datasets. Self-organizing systems generally consist of a number of 
similar elements that perform numerous internal interactions, which can 
spontaneously generate an inherently complex pattern on a global level. The rules that 
govern this process are informed by local information only, without any reference to 
the global pattern. The proposed method, coined cellular ants, uses self-organization 
to determine the visual attributes of data items, including position, shape, color and 
size. By self-adapting the visual representation to data attributes, this approach goes 
beyond the traditional notion of using fixed and predefined data mapping rules. 

The cellular ant method combines insights from ant-based clustering in the field of 
data mining and cellular automata in the field of artificial life with data mapping 
principles from the data visualization domain. It can be considered as a simple data 
clustering technique that is capable of creating visual representations similar to those 
of multidimensional scaling. As a non-optimized prototype, it demonstrates how 
simple behavior rules are capable of clustering complex, high-dimensional and large 
datasets. This work is built upon the methodology defined in [1], which introduced 
the data scaling in a toroidal grid. In this paper, two novel features are introduced: 
color negotiation (similar to data labeling or data clustering) and shape negotiation.  
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2   Related Work 

Ant-based sorting was introduced by Deneubourg et al. [2] to describe different types 
of emergent phenomena in nature. Ants are represented as simple agents that are 
capable of roaming around in a toroidal grid, on which objects, representing data 
items, are randomly scattered. Ant actions are biased by probabilistic functions, so 
that ants are more likely to pick up objects that are isolated, and more likely to drop 
them in the vicinity of similar ones. A predefined object distance measure variable 
α  determines this degree of similarity between pairs of data objects. Ant-based 
clustering has been used for data mining purposes, and has been combined with 
fuzzy-set theory [3], topographic maps [4], or bio-inspired genetic algorithms [5]. The 
cellular ant method differs from the standard method by mapping data items directly 
onto the ants themselves. Recent examples of this approach exist: Labroche et al. [6] 
associates data objects to ants and simulates meetings between them to dynamically 
build partitions, according to the data labels that best fit their genome.  

Multi-dimensional scaling (MDS) displays the structure of distance-like datasets as 
geometrical pictures [7]. MDS representations are arranged in 2D space, in which the 
distance between pairs of data items denotes the degree of data similarity. Several 
similar data visualization techniques exist, for instance in combination with animation 
[8] or recursive pattern arrangements [9]. Multi-dimensional scaling differs from 
clustering in that clustering partitions data into classes, while MDS computes 
positions, without providing an explicit decomposition into groups. Self Organizing 
Maps (SOM) is an unsupervised clustering technique capable of detecting and 
spatially grouping similar data objects in topologically distinct classes [10]. This 
visualization method orders an initially random distribution of high-dimensional data 
objects as the emergent outcome of an iterative training process. In this paper, we 
describe how the cellular ant method is capable of unsupervised clustering, as it is 
capable of coloring ants in classes depending on an emergent data scaling topography. 

Because the cellular ant methodology governs ants by principles of stigmergy and 
state density principles, it resembles that of cellular automata. Cellular automata is a 
computational method originally proposed by Ulam and Von Neumann [11]. It 
consists of a number of cells that each represents a discrete state (e.g. alive or dead). 
Cells are governed by behavior rules that are iteratively applied, and generally only 
consider the states of the neighboring cells. The cellular ant approach combines ant-
based clustering and cellular automata, as the ants’ reasoning takes into account grid 
cell states, rather than probabilistic functions. While ants can ‘act’ upon the 
environment and even change it to some degree, cellular automata ‘make up’ the 
environment itself. A recent clustering method [12] also maps data objects onto ants, 
that resemble cellular automata elements. It differs from our methodology as it does 
not order clusters, and is based on probability functions and internal ant states. 

Agent-based visualizations have typically been used to display intrinsic relations 
(e.g. messages, shared interests) between agents for monitoring and engineering 
purposes [13], to represent complex fuzzy systems [14], or to support the choice of 
the most effective visualization method [15]. Other systems organize the visualization 
data flow, for instance by determining visualization pipeline parameters [16] or 
regulating rendering variables in distributed environments [17]. To our knowledge, 
agents have not yet been used to generate visualizations based on detected data 
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correlations. A few simple prototype applications of agent-based data visualization 
have been developed that are capable to represent complex data properties through an 
emergent, decentralized process: for instance, the infoticle (information-particle) 
metaphor is capable of representing time-varying data properties as recognizable 
motion typologies of dynamic particle or flocking patterns [18].  

3   Approach 

3.1   Cellular Ant Concept 

Each single normalized data item (e.g. database tuple, row, object) corresponds to a 
single agent, coined cellular ant. Each single ant (and thus data item) is represented as 
a single colored square cell within a toroidal, rectangular grid. Each ant is governed 
by a set of simple behavior rules. These behavior rules are applied simultaneously to 
all ants, in a discrete and iterative way. Each ant can only communicate with ants in 
its immediate vicinity, limited to its eight neighboring cells. The dynamic behavior of 
an ant only depends only on the data values it represents, and the data values of its 
immediate neighbors. A cellular ant is capable of determining its visual cues 
autonomously, as it can move around or stay put, swap its position with a neighbor, 
and adapt a color or shape size, by a process of pair-wise negotiating. Each cellular 
ant is determined by four different negotiation processes: data scaling, position 
swapping, color determination and shape size adaptation. A detailed description of the 
data scaling and the ant swapping methodologies can be found in [1]. This paper will 
instead focus on the recent additions that determine the other visual cues of an agent. 

At initialization, ants are randomly positioned within a grid. Similar to classical 
MDS (CMDS) method, each ant calculates the Euclidian distance between its own 
normalized data item and that of each of its eight neighbors. This data distance 
measure represents an approximation of the similarity between pairs of data items, 
even when they contain multidimensional data values. Next, an ant will only consider 
and summate those ants of which the pair-wise similarity distance is below a specific 
data similarity tolerance threshold value t. Value t is conceptually similar to the 
object distance measure α  in common ant-based clustering approaches. However, t 
originates from a cellular automata approach in that it is a fixed and discrete value, 
which generates a Boolean result (either a pair of data objects is “similar enough” or 
not) instead of a continuous similarity value (e.g. representing a numerical degree of 
similarity between pairs of data objects). Depending on the amount of ants in its 
neighborhood it considers as ‘similar’, an ant will then decide either to stay put, or to 
move. For instance, an ant decides to stay put when it has more than four similar 
neighbors. The value four was chosen from the experience of cellular automata 
simulations, which tend to generate interesting cell constellations for this number. 

As a result, ants with similar data items group together emergently. However, these 
clusters have little visualization value as they only convey the relative amounts of 
data objects. Therefore, a positional swapping rule was introduced that orders clusters 
internally as well as globally in respect to data similarity. As a result, diagrams are 
generated that look conceptually similar to those of basic CMDS approaches.  



 Data Clustering and Visualization Using Cellular Automata Ants 829 

3.2   Color Negotiation 

Conceptually, the color of an ant can be considered as the representation of its 
assumed data class or data label, so that the resulting diagrams resemble that of (ant-
based) data clustering in the domain of data mining, but inherit the additional 
capability of being spatially and visually ordered. At initialization, all ants are 
assigned an unspecific color (white). At each iteration, ants execute the following 
behavior rules. Each ant that has not been swapped (and thus is probably well placed 
within its neighborhood) and is fully surrounded by eight similar neighbors, considers 
the degree of data similarity with all of its neighbors. If this degree is below a 
predefined, discrete color seed similarity threshold c, it will request the system to be 
assigned a unique color. As a result, such ants will act as initial ‘color seeds’. All 
other ants will consider whether their neighborhood contains four or more data 
objects that are smaller than t but larger than c. If so, such ant is ‘satisfied’ with its 
current position and will adopt the color of the most similar ant in its neighborhood. 
In practice, once colors are introduced within the grid, they will spread gradually over 
the ant population. Once the collection of ants is sufficiently ordered, several color 
seeds become introduced. Because of the multitude of pair-wise interactions, any 
surplus of colors (in respect to data clusters) will disappear, while any shortfall of 
colors will reemerge once a potential seed is surrounded by eight neighbors.  

However, data clusters that contain less than nine members in a dataset cannot be 
recognized. In some cases, ants continuously ‘swap’ from one color to another, 
within a single visual cluster. This dynamic phenomenon generally indicates that the 
positional rules could not accurately spatially group two different data types, which 
nonetheless were recognized by the color clustering rule. A future research direction 
could consist of inversely informing the positional clustering of the color label 
values.  

3.3   Size Negotiation 

Instead of mapping a data value to a specific shape size, each ant can map one of its 
data attributes onto its size by negotiating with its neighbors. Conceptually, the size of 
an agent does not necessarily correspond to the ‘exact’ value of that data attribute, but 
rather how a data value locally relates to its neighborhood, and therefore whether 
clusters are homogeneous in respect of a specific data attribute. Because no direct, 
predefined mapping rule between value and visual cue exists, the shape size scale can 
automatically adapt to any data scale, in an autonomous and self-organizing way. 

For each iteration step, the visual shape size of an ant is determined by following 
inducements. First, an ant A chooses a random neighboring ant B with whom it 
compares its one-dimensional data value DA and circular radius size SA, measured 
in screen pixels. Step size P is a predefined amount of pixels. Ant A evaluates 
whether its radius versus data value ratio is similar to that of ant B, and adapts its 
own as well as its neighbor’s shape size accordingly. If, in comparison to ant B, its 
size SA is too large in relation to its data value DA, it will decide to ‘shrink’ by 
decreasing its amount of available pixels with P pixels, and then provides these P 
pixels to ant B.  
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These rules assure that no visual overlapping of ant shapes can occur. An 
additional rule checks whether ants do not grow too large or too small: when an ant 
becomes too large, it will ‘punish’ and shrink its neighbor, so that in the future, this 
‘action’ will not longer be required. This constraint will emergently ‘detect’ the 
upper and lower shape size boundaries according to the data scale, and spreads 
throughout all ants. Because all ants are complying with these rules in random 
directions and over multiple iterations, a stable constellation of shape sizes appears 
in an emergent way. 

3.4   Performance Measurements 

A simple performance graph informs users of the actual visualization state. The 
number of similar ants in each ant neighborhood is squared for each ant, and 
summated over all ants. The visualization efficiency over time corresponds to the 
slope of the according graph: once a plateau value has been reached over a number of 
iterations, the visualization has reached a stable state and can be halted. Figure 1 
captures the clustering performance of the ‘Thyroid’ dataset depending on varying 
variables similarity tolerance threshold value t (vertical) and color seed similarity 
treshold c, for the different amounts of iterations and different initial seeds. These 
‘solution space’ diagrams enable users to pick the most appropriate variable values. 
The diagrams illustrate the ‘hotspots’ of effective clustering values, and the limited 
influence of the amount of iterations and the random initialization seeds on the quality 
of the results. Each initialization seed will result in different constellations and thus 
clustering error rates (see Table 1 for standard deviation). 

 

Fig. 1. A dot plot diagram of the Cellular Ant’s method performance by varying the similarity 
tolerance threshold value t (vertical) and the color seed similarity threshold c (horizontal) for 
the Thyroid dataset (see Table 1). Color denotes the amount of data labels/clusters detected. 
These diagrams.  
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4   Application 

4.1   Case Studies 

The synthetic dataset visualized in Figure 2 consists of 500 data items with two data 
dimensions. Data objects and classes are distributed using a Gaussian distribution 
function to demonstrate the data scaling, color negotiation and size negotiation 
capabilities. The color negotiation successfully resulted in four distinct clusters or 
data class labels. As shown by the highlighted ants, the clusters are internally ordered: 
data items that are similar in data space, are positioned nearby each other in 
visualization space. Also, the clusters are globally ordered: clusters that are dissimilar 
in data space, have no ‘common’ borders in visualization space. For instance, the 
purple and yellow clusters (or blue and green) have no common orthogonally directed 
borders and have empty cells between their borders in visualization space, as they are 
diagonally positioned in data space, and thus have a larger ‘global’ data distance.  

   

Fig. 2. Visualization with color and shape negotiation, size representing the 1st data attribute 
(left), and data scatterplot (right), on which the 1st data attribute is mapped on the X-axis. 
Corresponding ants (left) and data items (right) are highlighted in red, cyan and white. 

The display of different circular shape sizes enables the user to understand how a 
single data attribute is distributed over the clustering representation. For instance, the 
three largest ants (highlighted in red) are positioned within an outlying green sub-
cluster (see Fig. 2). The ants highlighted in cyan and white show that the smallest ants 
in shape size correspond to those ants with the smallest data value for that attribute.  

Figure 3 shows two different clustering techniques of the car dataset, containing 38 
items and 7 data dimensions, as taken from [19]. On the left, the multidimensional 
scaling technique positioned the cars in three apparent clusters (the color coding was 
artificially added by the authors for visual clarification). The cellular ant method, on 
the right, positioned the cars in a single visual cluster, but recognized 3 separate class 
labels that roughly correspond to those apparent clusters.  



832 A. Vande Moere, J.J. Clayden, and A. Dong 

  

Fig. 3. The car dataset represented by MDS (left, based on [19], color coding artificially added 
by the authors) and the Cellular Ants representation with color negotiation (right) 

Figure 4 illustrates how shape size negotiation is used to clarify data dependencies 
for high-dimensional datasets, without prior knowledge of the data scale and without 
using any predefined data mapping rules. Figure 4 uses the same representation as 
Figure 3, and maps a single data attribute to the decentralized shape size negotiation. 
As a result, one can investigate how the clusters are internally ordered for different 
attributes. Here, it shows the relative dominance of the cylinder count and MPG 
within specific clusters, and some cars visually stand out within the formed clusters. 

   

Fig. 4. A Cellular Ant representation in a toroidal grid using color and shape negotiation. Data 
attribute represented by the shape size: cylinders (left) and Miles per Gallon (MPG) (right). 

The cellular ant method has been evaluated with typical benchmarking data, such as 
the IRIS dataset. The iteration timeline in Figure 5 (left) shows how several colors 
were introduced, but only three remained. In effect, the IRIS dataset is clustered in 
two distinct visual clusters, but the color negotiation recognizes that three different 
data classes exist, of which two are very similar. This interplay between visual and 
spatial clustering contains a high visualization value. The figure shows a momentary 
snapshot only: during the simulation the orange and yellow colors take over ants from 
each other. Using shape negotiation, one can investigate how a data attribute is 
relatively distributed over a cluster. As shown in Figure 5 (right), subclusters of high 
or low data values are made apparent, demonstrating the ordering power of the 
swapping rule. For instance, one can perceive that for attribute 4, the yellow type  
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Fig. 5. Clustered IRIS dataset (150 data items, 4 attributes, 3 clusters, 1821 iterations) in a 
toroidal grid. Left: iteration timeline. Middle: resulting spatial clustering with color negotiation. 
Right: same result, with shape size negotiation for attribute 4. 

(Virginia) has larger data values than the orange one (Versacolor), and that this 
attribute is very volatile for the red type (Setosa) (varying between values 0.1 and 0.3) 
when considering their relative numerical proportion to one another within the cluster.  

Table 1 lists the performance of the color negotiation (or data classification) for 
various standard benchmarking datasets, after executing the cellular ant algorithm 
over 50 runs, each with a different, random initialization seed. The clustering error 
rate is calculated by counting the ants with correct colors over the whole population, 
and dividing this summation by the total amount of ants. In general, these results are 
worse but relatively similar to comparable clustering methods, such as reported in [6]. 

Table 1. Performance measurements of the color negotiation method for different bench- 
marking datasets. Averages are taken over 50 runs, each with a different random seed. 

 #Clusters Clustering Error 

Datasets #Objects #Attributes #Clusters Average [std] Average [std] 

Iris 150 4 3 2.68 [0.65] 0.37 [0.11] 

Pima 768 8 2 1.14 [0.35] 0.36 [0.04] 

Thyroid 215 5 3 3.45 [0.80] 0.41 [0.14] 

5   Discussion 

The performance of the current implementation depends on two variables: the data 
similarity tolerance threshold t and color seed similarity threshold c. The ant density 
(or the grid size determined by dividing the available cells in the grid by the dataset 
size) has been kept constant at about 75%. Similarly to the object distance measure α  
in common ant-based clustering approaches, the optimal value of t and c cannot be 
determined without prior knowledge of the dataset, unless the value is adaptable [20].  

We consider the current implementation as a simple proof-of-concept prototype, 
and kept its implementation as simple as possible. Therefore, the scaling and 
clustering performance of the cellular ant method is not that effective as existing 
MDS methods. Its first aim is not to compete with alternative approaches, but rather 
to be considered as an early prototype towards more powerful cellular automata  
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clustering algorithms, or towards data visualizations that are emergent and self-
adaptive. As shown in the diagrams, the combination of spatial clustering with data 
class clustering can result in visual representations that are meaningful and useful. 
Following aspects can also be considered. 

• Performance. In its current simple form of implementation, the amount of 
required iterations seems to be similar with comparable approaches in the field of 
ant-based data mining. However, the ‘data-to-ant’ model always requires less 
iteration steps because all data objects are able to move to increasingly ideal 
positions simultaneously. Similarly to existing ant-based data mining 
optimizations, the clustering performance could be addressed with increasing the 
data similarity cap value over time, so that clusters grow more rapidly and steadily. 
The method requires a considerable amount of calculations, as each ant is required 
to calculate many pair-wise dependencies for each iteration step. 

• Clustering Quality. Grid density influences the clustering quality in two ways. 
Small grid densities do not assure that ants with equal colors (data labels) will be 
represented in a single spatial cluster, because two or more clusters might emerge 
without ever ‘touching’ and ‘merging’. Too dense grids generate single, large 
groups with diverse labels and thus little visualization value.  

• Simplicity. The current behavior rules have been kept as simple as possible, to 
demonstrate the potential value of the cellular automata-like decentralized 
negotiation for data mining and data visualization purposes. Further calculation 
optimization or solutions towards data size scalability can be accomplished by 
considering a combination of following three approaches: 1) real-time data 
optimization, including data approximation and gradual data streaming, 2) agent 
adaptation, which includes the distribution or balancing of loads between multiple 
agents, and 3) agent cooperation, by generating adaptive coalition formations of 
‘super agents’ that have similar objectives, experience or goals. 

6   Conclusion 

This paper presented two new features of the cellular ant method: color (data 
clustering) and shape size negotiation. It combines ant-based data mining algorithms 
with cellular automata insights, or data scaling with data clustering to derive an 
approach that is capable of representing multidimensional datasets. The resulting 
diagrams are visually similar to those of ant-based data mining clustering approaches. 
However, the clusters are also similar to multi-dimensional scaling images, as they 
are ordered internally as well as globally over multiple data dimensions. As a simple 
prototype towards self-organizing visualization, inter-agent negotiations determine 
typical visual cues, such as position, color and size, depending on multidimensional 
data properties. Color negotiation can recognize data clusters of similar type. Shape 
size negotiation displays the relative distribution of a single data attribute and the 
internal structure of clusters. Conceptually, the self-adaptive, unsupervised data 
mapping process of the cellular ants proposes a conceptual alternative to the common 
fixed data mapping rules that are based on preconceived dataset assumptions.  

Some of the limitations of method are caused by the simplicity of the rule-based 
approach, and its dependency on fixed, discrete cellular automata characteristics, 
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instead of more continuous probability functions. Several optimizations can be 
accomplished, for instance by altering the data similarity tolerance threshold over 
time, or by informing agents of the global effectiveness. As a simple prototype, it 
demonstrates a potential future in which data visualization agents are capable of 
autonomously detecting complex data patterns and proactively acting upon them to 
make underlying data phenomena more visually apparent and the perceptual and 
cognitive understanding by humans more effective. 

References 

1. Vande Moere, A., Clayden, J.J.: Cellular Ants: Combining Ant-Based Clustering with 
Cellular Automata. International Conference on Tools with Artificial Intelligence 
(ICTAI'05). IEEE (2005) 177-184 

2. Deneubourg, J., Goss, S., Franks, N., A., S.F., Detrain, C., Chretian, L.: The Dynamics of 
Collective Sorting: Robot-Like Ants and Ant-Like Robots. From Animals to Animats: 1st 
International Conference on Simulation of Adaptative Behaviour (1990) 356-363 

3. Schockaert, S., De Cock, M., Cornelis, C., Kerre, E.E.: Fuzzy Ant Based Clustering. 
Lecture Notes in Computer Science 3172 (2004) 342-349 

4. Handl, J., Knowles, J., Dorigo, M.: Ant-Based Clustering and Topographic Mapping. 
Artificial Life 12 (2005) 35-61 

5. Ramos, V., Abraham, A.: Evolving a Stigmergic Self-Organized Data-Mining. 
International Conference on Intelligent Systems, Design and Applications, Budapest, 
(2004) 725-730 

6. Labroche, N., Monmarché, N., Venturini, G.: A New Clustering Algorithm Based on the 
Chemical Recognition System of Ants. European Conference on Artificial Intelligence, 
Lyon, France (2003) 345-349 

7. Torgerson, W.S.: Multidimensional Scaling. Psychometrika 17 (1952) 401-419 
8. Bentley, C.L., Ward, M.O.: Animating Multidimensional Scaling to Visualize N-

Dimensional Data Sets. Symposium on Information Visualization. IEEE (1996) 72 -73 
9. Ankerst, M., Berchtold, S., Keim, D.A.: Similarity Clustering of Dimensions for an 

Enhanced Visualization of Multidimensional Data. Symposium on Information 
Visualization (Infovis'98). IEEE (1998) 52-60 

10. Kohonen, T.: The Self-Organizing Map. Proceedings of the IEEE 78 (1990) 1464-1480 
11. Von Neumann, J.: Theory of Self-Reproducing Automata. University of Illinois Press, 

Illinois (1966) 
12. Chen, L., Xu, X., Chen, Y., He, P.: A Novel Ant Clustering Algorithm Based on Cellular 

Automata. Conference of the Intelligent Agent Technology (IAT'04). IEEE (2004) 148-154  
13. Schroeder, M., Noy, P.: Multi-Agent Visualisation based on Multivariate Data. 

International Conference on Autonomous Agents. ACM Press, Montreal, Quebec, Canada 
(2001) 85-91 

14. Pham, B., Brown, R.: Multi-Agent Approach for Visualisation of Fuzzy Systems. Lecture 
Notes in Computer Science 2659 (2003) 995-1004 

15. Healey, C.G., Amant, R.S., Chang, J.: Assisted Visualization of E-Commerce Auction 
Agents. Graphics Interface 2001. Canadian Information Processing, Ottawa, (2001) 201-208   

16. Ebert, A., Bender, M., Barthel, H., Divivier, A.: Tuning a Component-based Visualization 
System Architecture by Agents. International Symposium on Smart Graphics. Hawthorne, 
IBM T.J. Watson Research Center (2001) 



836 A. Vande Moere, J.J. Clayden, and A. Dong 

17. Roard, N., Jones, M.W.: Agent Based Visualization and Strategies. Conference in Central 
Europe on Computer Graphics, Visualization and Computer Vision (WSCG), Pilzen 
(2006) 

18. Vande Moere, A.: Time-Varying Data Visualization using Information Flocking Boids. 
Symposium on Information Visualization (Infovis'04). IEEE, Austin, USA (2004) 97-104 

19. Wojciech, B.: Multivariate Visualization Techniques. Vol. 2006 (2001) 
20. Handl, J., Meyer, B.: Improved Ant-based Clustering and Sorting in a Document Retrieval 

Interface. International Conference on Parallel Problem Solving from Nature (PPSN VII) 
LNCS 2439 (2002) 913-923 



A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 837 – 846, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Neuro-fuzzy Inference System for the Evaluation of 
New Product Development Projects 

Orhan Feyzio lu* and Gülçin Büyüközkan 

Department of Industrial Engineering, Galatasaray University,  
Çıra an Caddesi No: 36, Ortaköy 34357 stanbul-Turkey 
{ofeyzioglu, gbuyukozkan}@gsu.edu.tr 

Abstract. As a vital activity for companies, new product development is also a 
very risky process due to the high uncertainty degree encountered at every 
development stage and the inevitable dependence on how previous steps are 
successfully accomplished. Hence, there is an apparent need to evaluate new 
product initiatives systematically and make accurate decisions under 
uncertainty. Another major concern is the time pressure to launch a significant 
number of new products to preserve and increase the competitive power of the 
company. In this work, we propose an integrated decision-making framework 
based on neural networks and fuzzy logic to make appropriate decisions and 
accelerate the evaluation process. We are especially interested in the two initial 
stages where new product ideas are selected and the implementation order of 
the corresponding projects are determined. We show that this two-staged 
intelligent approach allows practitioners to roughly and quickly separate good 
and bad product ideas by making use of previous experiences, and then, analyze 
a more shortened list rigorously. 

1   Introduction 

New product development (NPD) is the process by which an organization uses its 
resources and capabilities to create a new product or improve an existing one. Product 
development is seen as “among the essential processes for success, survival, and 
renewal of organizations, particularly for firms in either fast-paced or competitive 
markets” [2]. Markets are generally perceived to be demanding higher quality and 
higher performing products, in shorter and more predictable development cycle-times 
and at lower cost [18]. Along this line, new product idea selection and project launch 
are important cornerstones. In practice, it is observed that it is difficult to end NPD 
projects once they are begun [4, 25] and firms can make two types of erroneous 
decisions when evaluating their new product ideas: pursuing an unsuccessful idea and 
not developing a potentially successful new product. In either case, firms accrue big 
losses, and while the former leads to investment loses, the latter leads to missed 
investment opportunities [28]. NPD decisions, especially at the early stages of the 
development, are affected by a considerable amount of uncertainty causing elements. 
The uncertainty arises from multiple sources including technical, management and 
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commercial issues, both internal and external to the project. Hence, it is critical to use 
a structured approach that is able to lower the risks caused by the uncertainty for NPD 
projects. In this work, we propose an integrated approach based on fuzzy logic and 
neural networks to make more rational selection decisions in a shortened time.  

The rest of the paper is organized as follows. In the next section, we briefly expose 
the uncertainty factors affecting the NPD process. Then, we present a new intelligent 
decision making method that aims to accelerate the evaluation process while taking 
into account the uncertainty factors that affect it. The application of the approach is 
given as a case study in section 4 and the last section includes some concluding 
remarks and perspectives. 

2   Risks Under Uncertainty in NPD Process 

For projects such as encountered in NPD, it is necessary to define one or a number of 
objective functions, and then measure the likelihood of achieving certain target 
values. Examples of such functions include capital expenditure, completion time and 
so on. Project uncertainty is the probability that the objective function will not reach 
its planned target value [11, 13]. Meanwhile, risk is defined as the exposure to 
loss/gain, or the probability of occurrence of loss/gain multiplied by its respective 
magnitude. Risk management involves modeling the project's objective functions 
against project variables, such as cost and quantities of input resources, external 
factors, etc. Since the project variables are often stochastic in nature and dynamic 
(i.e., exhibiting varying degrees of uncertainty over time) it is quite natural that the 
objective functions will also exhibit uncertainty.  

It can be observed that different approaches exist in the literature to define and 
analyze the uncertainty in NPD projects. Fox et al. [7] combined three dimensions of 
uncertainty as technical, market and process. They rated and categorized uncertainty 
along each dimension as being either low or high. When technical uncertainty is high, 
technologies used in the development of the project are neither existent nor proven at 
the start of the project, and/or are rapidly changing over time. When market 
uncertainty is high, the organization has little information regarding who the customer 
is, how the market is segmented and what are the needed channels of distribution. 
Finally, when process uncertainty is high, a significant portion of any or all of the 
engineering, marketing, and communications processes are relatively new, unstable, 
or evolving.  

Similarly, Mullins and Sutherland [22] identified three levels of uncertainty that 
confront companies operating in rapidly changing markets. First, potential customers 
cannot easily articulate needs that a new technology may fulfill. Consequently, NPD 
managers are uncertain about the market opportunities that a new technology offers. 
Second, NPD managers are uncertain about how to turn the new technologies into 
new products that meet customer needs. Finally, senior management faces uncertainty 
about how much capital to invest in pursuit of rapidly changing markets as well as 
when to invest. 

Miller and Lessard [20] identified three risk categories for engineering projects: 
‘‘completion risks’’ which include technical, construction and operational risks, 
‘‘market related risks’’ which include demand, financial and supply risks and finally, 
‘‘institutional risks’’ which include social acceptability and sovereign risks. 
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We also refer to the work of Riek [24] where risks related to NPD are categorized 
as technical risks, commercial risks and human resource risks. If we analyze NPD 
from different perspectives, we can precise risk structure in a more detailed manner. 
As an example, we can allocate product positioning, pricing and customer 
uncertainties to marketing; organizational alignment and team characteristics 
uncertainties to organizations; concept, configuration and performance uncertainties 
to engineering design; supplier, material, design of production sequence and project 
management uncertainties to operations management. Efficient and effective NPD 
requires the appropriate management of all these uncertainty sources. 

3   An Evaluation Approach for NPD Projects 

The research in the intersection area of artificial intelligence and NPD is 
comparatively new. For a comprehensive overview of the application of the related 
techniques in NPD, we refer the interested readers to [23, 30]. We note that, Zaremba 
and Morel [30] identified neural networks and genetic search as the predominant 
techniques for the initial phases of NPD process. Here, we propose to use a two-stage 
decision making approach to accelerate the NP selection process and to improve its 
efficiency. The approach is especially relevant when there are numerous new ideas 
generating sources and it is difficult to rate all related products in a very detailed way 
and in a reasonable amount of time. It allows practitioners to roughly and quickly 
separate good and bad product ideas by making use of previous experiences, and then 
to analyze in details a more shortened list. 

3.1   The Rough Evaluation Phase 

This stage consists of a technique that merges neural networks and fuzzy logic. 
Artificial Neural Networks (ANN) [10, 17] make use of the way that the human brain 
learns and functions, possess the ability to learn from examples, have the ability to 
manage systems from their observed behavior, have the capacity to treat large amount 
of data and capturing complex interactions among the input variables. Meanwhile 
fuzzy logic [16, 29, 31] is used to deal with imprecise linguistic concepts or fuzzy 
terms, allows making rational decisions in an uncertain environment without loosing 
the richness of verbal judgment, and is highly suitable for approximate reasoning by 
incorporating fuzzy rules. Hence substantial improvements on NPD project selection 
can be made by merging the ANN and fuzzy set theory.  

In this study, new product ideas generated individually or by groups of individuals 
have been collected by a formal system. Then, the preprocessing of ideas’ database is 
left to an intelligent neuro-fuzzy inference system. Regarding to NPD, evaluations are 
mostly based on a scoring system with determined evaluation criteria. Therefore, 
translating if necessary these scores to eligibility percentages, one can build an input 
database. Our fuzzy inference system (FIS) maps the input space consisting of the 
information provided by past evaluations to the output space formed by the status of 
the ideas (i.e., “good” or “bad”). The system posses an internal mechanism that can 
learn the viewpoint of the company management towards products by making use of 
the extracted rules. It also reduces the decision-making effort when the number of 
applications is large. The details of the FIS are given in [1].  



840 O. Feyzio lu and G. Büyüközkan 

Neural network techniques aid the fuzzy modeling procedure to learn information 
about a historical data set, and compute the membership function parameters that best 
allow the associated FIS to track the given input/output data. ANFIS (adaptive 
network-based fuzzy inference system) is a class of adaptive networks that are 
functionally equivalent to FIS [14]. Using a given input/output data set, ANFIS 
constructs a FIS whose membership function parameters are adjusted using either a 
back propagation algorithm or a hybrid-learning algorithm. Therefore, using ANFIS, 
fuzzy systems can learn from the modeling data. The architecture of ANFIS is a feed-
forward network that consists of five layers [14]. Fig. 1 shows the equivalent ANFIS 
architecture for a two-input Sugeno-type fuzzy inference system. 

 

Fig. 1. ANFIS architecture for a two inputs, two rules Sugeno FIS 

A rule in the first order Sugeno FIS has the form: 

= + +If  is  and  is  then i i i i i ix A y B f p x q y r . 

The output of a node in the first layer specifies to which degree a given input, x, 
satisfies a quantifier, A, i.e., the function of the node i in this layer is a membership 
function for the quantifier, Ai , of the form ( )

iA xμ . Each membership function has a 

set of parameters that can be used to control that membership function. For example, 

a Gaussian membership function that has the form  ( ) ( )2
/i i

i

x c
A x e σμ − −=  and has two 

parameters, ci and i. Tuning the values of these parameters will vary the membership 
function, which means a change in the behavior of the FIS. In the second layer, a node 
output represents a firing strength of a rule. The node generates the output (firing 
strength) by multiplying the signals that come on its input, μ μ= ×( ) ( )

i ii A Bw x y . The 

function of a node in the third layer is to compute the ratio between the ith rule’s 
firing strength to the sum of all rules’ firing strengths, = +1 2i iw w w w , where iw  is 

referred to as the normalized firing strength [14]. In the fourth layer, each node has a 
function of the form: ( )i i i i i iw f w p x q y r= + +  where {pi, qi, ri} is the parameter set. 

The overall output is computed in the fifth layer by summing all the incoming signals, 
i.e., i ii

f w f= ( )1 1 2 2 1 2w f w f w w= + + . During the learning process, the 

parameters are tuned until the desired response of the FIS is achieved [14]. 
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3.2   The Exact Evaluation Phase 

The exact evaluation phase consists of rating of project alternatives versus different 
and various criteria and the aim is to find a trade-off solution for these criteria. 
Therefore, a compromise operator should naturally be selected. Moreover, criteria 
satisfaction of NPD projects is usually expressed by means of unipolar difference 
scale (ie [0-100]). According to these considerations, the operators of the Choquet 
integral family are interesting because they cover many generalized mean operators 
(i.e. those comprised between the min and the max operators). They can be written 
under the form of a conventional weighted mean modified by effects coming from 
interactions between elementary performance evaluations and are coherent with the 
traditional performance expressions. We thus select this type of combination for 
decisional aggregation in performance measurement systems, especially the two-
additive Choquet integral that considers only interactions by pair. 

The two parameter types of the two-additive Choquet integral are [9] the weight vi 
of each evaluation criterion (Shapley parameters), and the interaction parameters Iij of 
any pair of evaluation criteria. Criteria weights sum up to 1 and interaction parameters 
range in [-1, 1]. 

Noting Pi as the satisfaction degree of a project for criterion i = 1, …, n and the 
overall score of that project as Sc(P1, …, Pn), the associated combination function is  

( ) ( ) ( )1 2
1 0 0

1
, , , min , max , ,

2
ij ij

n

n i i ij i j ij i j ij
i j i I I

Sc P P P P v I P P I P P I
= ≠ > <

= − + +  (1) 

with the property that  

( )1 2 0   for all 1, ,i iji j
v I i n

≠
− ≥ = . (2) 

Positive Iij implies that the simultaneous satisfaction of criteria i and j is significant 
for the aggregated evaluation, but a unilateral satisfaction has no effect. Negative Iij 
implies that the satisfaction of either i and j is sufficient to have a significant effect on 
the aggregated evaluation. Null Iij implies that no interaction exists; thus vi acts as the 
weights in a common weighted mean. 

The coefficients of importance vm and Imm’ being more natural to the decision 
maker, their determination by asking the decision maker is possible, but it must be 
verified that the monotonicity conditions in Eq.(2) is satisfied to use the 
transformation relation with the conventional fuzzy measure representation. Other 
methods based on the identification of these coefficients from experimental data 
exists but it is another problematic (see [8]), that is not the object of this study. 

4   An Industrial Case Study 

The subject company of our work is the local branch of an international toy-
manufacturing firm. The new product database contains ideas generated from 
company designers, product managers, and also from employees and customers. Ideas 
are collected through a web based proposal system externally and also through an 
internal system where product managers introduce their proposals based on 
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competitor products, benchmarking reports and marketing analysis reports. Therefore, 
large amount of data tend to accumulate over time. The marketing management team 
evaluates these ideas based on different tangible and intangible points. Note that 
evaluating only the risks and revenues of the investment is not sufficient for NPD 
projects since they have special characteristics which may establish intangible profits 
depending on their creativity and innovative features. We therefore summarized the 
available data into three indicators, namely risk ratio, benefit ratio and strategic 
impact index. These indicators form the input of our FIS and are expressed in terms of 
percentage. Their severity increases with the allocated value.  

Since the objective is to classify ideas as “good” or “bad”, two ANFIS models are 
built to recognize the corresponding idea status. The resulting architecture is 
sometimes called many ANFIS (MANFIS). One ANFIS model will be trained to 
provide a value close to 1 if the idea is good, the other model will perform the same 
for a bad idea. The discrimination process is done by presenting the features of the 
idea to be classified to each of the two ANFIS models. The result is two different 
responses and a voting scheme is applied to determine the class to which the idea 
belongs. The class (idea status) that is associated with the ANFIS model with the 
response closest to the value of 1 is chosen as the class to which the idea under 
investigation belongs. Obviously, only good ideas are kept for further analysis. 

We have taken into consideration 1326 new product ideas examined by the 
company in the last five years. 468 of them were found to be acceptable at some 
extent, while the remaining 858 ideas were found not satisfactory at all or not 
correlating with the company goals and policies. We have divided this data into two 
training and test sets so as to train the neuro-fuzzy inference system. As there is no 
common understanding on how to separate the data in the literature, we have used the 
following rule of thumb. First, we considered only accepted ideas one by one. A 
uniform number is generated between 0 and 1, and if it shows to be less than 3/4, the 
chosen instance is added to the training set; otherwise it is added to the test set. Then, 
we applied the same rule for rejected ideas to complete the sets. The composition of 
the data set is given in Table 1. 

To construct a fuzzy inference process [19] for the idea evaluation, the selection of 
a method to partition the input space to reflect the premise part of the fuzzy inference 
is an important consideration. As there are no preferable membership functions, we 
created an initial set of membership functions using grid-partitioning method [15]. 
Grid partitioning covers the whole input space with membership functions that have 
uniform distribution. We considered different number and type of membership 
functions. However, to reduce space, we give the summarized results in Table 1 
concerning three Gaussian membership functions for each input variable where we 
obtained the least training and test errors.  

The results were convincing with small (<%10) and close training and test errors. 
This implicitly implies that the past evaluations are very representative and robust, 
since usually test error is expected to be much higher than the training error. Then, it 
can be argued that the constructed FIS imitated properly the company attitude towards 
new ideas. The final point is that there are also some misaccepted and misrejected 
ideas. A close investigation shows that these ideas correspond to ones with almost 
equal membership function values for a given index. Since these cases are the hardest 
to classify, it is quite natural to expect this type of error. 
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Table 1. Summarized MANFIS evaluation results of new product ideas 

 Real Value MANFIS Results 
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Training Set 982 352 630 343 639 43 35 78 7.9% 
Test Set 344 116 228 112 232 18 13 31 9.0% 

 
The obtained FIS together with its adjusted parameters were implemented as a 

decision support software by the authors to integrate the approach with the actual 
company’s system. Then, eighteen actual new product ideas covering one month were 
presented to the trained FIS. The outcome shows that only five of them were 
acceptable for further analysis. As the company’s managers agreed on the results, we 
proceed to the second phase of our approach.  

To determine project prioritization for resource allocation, our approach calls for a 
detailed analysis on the projects corresponding to the previously selected product 
ideas by means of Choquet integral aggregation method. The factors for new product 
project evaluation considered here were identified from the review of the related 
literature [3, 5, 6, 12, 21, 26] and interviews of the company managers: (1) R&D 
Resources (RDR): Human Resources (RHR), Development time (DTM), Technical 
Feasibility (TFE); (2) Production Resources (PRE): Human Resources (PHR), 
Available Equipment & Facilities (AEF), Available Suppliers (ASP), Available 
Production Process (APP); (3) Marketing Resources (MRE): Human Resources 
(MHR), Available Advertorial & Promotional Strategies (AAS), Available 
Distribution Channels (ADS), Available Service Channels (ASC); (4) Financial:  
Internal Rate of Return (IRR), Payback Period (PPD), Margin Rate (MRA), Sales 
Volume (SVL); (5) Management (MNG): Top Management Support (TMS), 
Production Management Competence (PMC), Organization (ORG); (6) Market 
(MRT): Competition Strength (CSR), Market Size (MSZ), Market Growth (MGR); 
(7) Product (PRD): Customer Satisfaction (CST), Product Quality (PQT), Alignment 
with Company Strategies (ACS), Windows of Opportunities (WOP). 

The weight of the criteria and their possible interactions were determined by an 
interdisciplinary board of the company with a Delphi type method. We assumed that 
there is no direct interaction between two second level criteria belonging to different 
primary criteria. However, synergy may exist either between primary criteria or 
between secondary criteria that belong to the same primary criterion (see also [27]). 

Finally, concurring five projects were rated for secondary criteria and the score 
related to each primary criterion is computed using Eq.(1) and given in Table 2 under 
the column “Choquet Integral”. Then, the final scores of five projects are computed 
such that 71.54, 76.48, 77.06, 69.13, 71.67. As the highest scored projects are 
preferable, the implementation order is determined as 3 > 2 >  5 > 1 > 4 for this case. 

It is quite natural to ask what could be if another evaluation method was used 
instead of the proposed one. While it is difficult to compare different methods, a  
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general expectation is to get more robust results if more information is incorporated in 
the decision making process. Here, we will compare the previous results with the ones 
obtained through the simple “weighted mean”. In this well-known technique, only 
criteria weights and project ratings are used to obtain the weighted average. Results 
are shown in Table 2 under the column “Weighted Mean”. It can be remarked that 
there are minor but not insignificant modifications in overall project scores and the 
implementation order is changed as 2 > 3 > 1 > 5 > 4. As for example, a close 
examination of the 2nd project reveals that scores obtained with the Choquet Integral 
method tend to be lower and makes it second in the ordering. This is mainly due to 
the attributed lower scores for criteria pairs with significant positive interaction. This 
is an expected outcome, since positive interaction implies simultaneous satisfaction of 
two criteria important for the overall score, and being low in one of them leads to 
worsen results. Note that most of the identified interactions were of positive type in 
this study. 

Table 2. Scores and ranking of projects based on the Choquet integral and weighted mean  

 Choquet Integral  Weighted Mean 

 1 2 3 4 5  1 2 3 4 5 

RDR 71.25 80.75 81.25 62.50 65.00  72.50 82.25 82.50 62.75 65.50 

PRE 76.75 87.88 72.50 83.00 60.25  77.50 87.75 72.50 84.00 57.25 

MRE 78.25 82.00 75.50 76.88 76.75  83.00 83.50 76.00 77.75 80.50 

FIN 68.00 68.63 83.50 63.00 75.50  74.50 70.25 83.75 65.25 76.25 

MNG 68.63 85.88 81.50 74.50 87.50  67.25 85.75 81.00 75.00 86.50 

MRT 66.63 76.75 73.13 66.63 75.13  66.75 77.00 74.00 67.25 75.75 

PRD 90.63 70.75 76.25 73.38 67.88  91.50 73.00 77.50 76.50 68.00 

Score 71.54 76.48 77.06 69.13 71.67  75.96 79.30 78.59 72.11 73.56 

Rank 4 2 1 5 3  3 1 2 5 4 

5   Final Remarks and Perspectives  

In this study, we aim to improve the quality of the decision-making and to increase 
the probability of success in NPD under uncertainty by introducing a new iterative 
methodology. First, we describe the risks that may be encountered during the NPD 
process. Then, we give the motivation behind our approach which incorporates fuzzy 
database mining and decision making techniques for the new product project 
evaluation. An industrial case study is given to elucidate the details of the method. 

The approach is general in a sense that although in different sectors, companies 
exercising similar vast new product idea selection process and having a scoring 
system can adopt it quite easily. However, we have to also underline two limitations 
of this study: 
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- Without a reliable historical database, the neural network can not be trained and 
the FIS can only be equipped with theoretical understanding. This can lead to 
inconsistent results.  

- There is a need for intellectual capital evaluation for highly innovative and 
creative, very few new product developing or highly R&D oriented companies. 

We can easily articulate that our approach has offered significant savings by 
shortening the time and decreasing the steps necessary for the evaluation process 
while deviated in the totality from the traditional system results with almost 15%. 
Moreover, the company authorities were very pleased with the results and strongly 
supported the project. However, a long period of time is always necessary to observe 
the results of such a strategic level decision. Additionally, the product success is not 
only depending on catching the best idea but also on how to manage subsequent 
development stages. We keep trying to understand the sources of conflict and possible 
improvements on the approach.  

Based on this work, our future extension can be to investigate other decision 
phases in NPD and to provide similar approaches to enrich the available literature. 
We aim to evaluate in a more detailed way, the influence of other methods on the 
final quality and accuracy of decisions. We also want to enhance our decision support 
system with new techniques to enable managers comparing different solutions and 
making more rigorous decisions. 
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Abstract. Explaining the causes of infeasibility of Boolean formulas
has practical applications in various fields. We are generally interested
in a minimum explanation of infeasibility that excludes irrelevant infor-
mation. A smallest-cardinality unsatisfiable subset, called a minimum
unsatisfiable core, can provide a succinct explanation of infeasibility and
is valuable for applications. However little attention has been concen-
trated on extraction of minimum unsatisfiable cores. In this paper, we
propose an efficient greedy genetic algorithm to derive an exact or nearly
exact minimum unsatisfiable core. It takes advantage of the relation-
ship between maximal satisfiability and minimum unsatisfiability. We
report experimental results on practical benchmarks, as compared with
the branch-and-bound algorithm and the ant colony optimization.

1 Introduction

Explaining the causes of unsatisfiability of Boolean formulas is a key requirement
in many practical applications, such as artificial intelligence, formal verification
and electronic design. A paradigmatic example is repairing inconsistent knowl-
edge from a knowledge base [1]. Additional examples include SAT-based model
checking on predicate abstraction, where analysis of unsatisfiability is an essen-
tial step for ensuring completeness of bounded model checking [2], and fixing
wire routing in FPGAs [3]. Many real-world problems can be formulated as con-
straint satisfaction problems, which can be translated into Boolean formulas in
conjunctive normal form (CNF). Modern Boolean satisfiability (SAT) solvers are
able to determine whether a formula is satisfiable or not. When a formula is un-
satisfiable, it is often required to find an unsatisfiable core (UC), that is, a small
unsatisfiable subformula (US) of the original formula. Localizing an unsatisfiable
core is necessary to determine the underlying reasons for the failure. It is desir-
able to find a minimal unsatisfiable core, but checking minimal unsatisfiability
is a very hard problem known to be DP -complete [4]. We are usually interested
in a minimal or minimum explanation of infeasibility. A minimum unsatisfiable
core provides a more succinct explanation of infeasibility and is more valuable
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than a minimal unsatisfiable core. However, existing works have little concern
regarding extraction of minimum unsatisfiable cores.

In this paper, we tackle the problem of finding a minimum unsatisfiable core
from considerable real-world formulas by a compounded greedy and genetic algo-
rithm. We develop the relationship between maximal satisfiability and minimal
unsatisfiability [10,11], and present the relationship between maximal satisfia-
bility and minimum unsatisfiability: a minimum UC is the minimum hitting set
of the complements of maximal satisfiable subformulas. Our algorithm is able to
compute an exact or nearly exact minimum unsatisfiable core from a Boolean
formula. First, we derive the complements of maximal satisfiable subsets. The
complement sets consist of the clauses not included in some maximal satisfiable
subformula. Then, we extract a minimum unsatisfiable core by computing the
minimum hitting set of those complement sets.

The paper is organized as follows. The next section surveys the related work
on computing unsatisfiable cores. Section 3 introduces the basic definitions and
notations used throughout the paper. Section 4 proposes the relationship be-
tween maximal satisfiability and minimum unsatisfiability. Section 5 presents
our algorithm for extracting a minimum unsatisfiable core from CNF formu-
las. Section 6 shows and analyzes results for the well-known DaimlerChrysler’s
problem instances. Finally, Section 7 concludes this paper.

2 Related Work

The problem of finding an unsatisfiable core has been addressed rather frequently
in the last few years, owing to its increasing importance in numerous fields. In
[5], a method of adaptive core search is employed to find a small UC. This
technique succeeds in finding small, but not minimal unsatisfiable cores for the
problem instances. Additional algorithm is based on the ability of modern SAT
solvers to produce resolution refutations [6], and it is able to obtain a small
unsatisfiable subformula, with no guarantee that the size of the subformula is
minimal. Another approach that allows for finding small, but not necessarily
minimal unsatisfiable cores is called AMUSE [7]. A different algorithm that
guarantees minimality is MUP [8], which is a prover of minimal unsatisfiability,
as opposed to an unsatisfiable core extractor.

Experimental work on computing the unsatisfiable cores can be grouped into
algorithms that find small or minimal UCs and those that find minimum UCs.
Most of above methods mainly extract the small or minimal unsatisfiable cores
from Boolean formulas. In the recent past, some research has considered the
harder problem of finding the minimum unsatisfiable core. In [9], an approach
is proposed to derive a minimum unsatisfiable core. This algorithm enumerates
all possible subsets of a formula and checks which are unsatisfiable but all of
whose subsets are satisfiable. In this way, it can find the solution exactly, but
the technique is unlikely to scale well, due to the extreme size of its search space.
Furthermore, its experimental results are obtained on small benchmarks.
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Recently, the strong relationship between maximal satisfiability and minimal
unsatisfiability has been exploited to develop a technique for finding all minimal
unsatisfiable subformulas [10,11] and for finding a minimum unsatisfiable core
[12]. In [12], the authors present a branch-and-bound algorithm that utilizes iter-
ative maximal satisfiability solutions to generate lower and upper bounds on the
size of the smallest-cardinality minimal UC, and branch on specific subformulas
to find it. It can tackle considerable practical problem instances. This algorithm
is the best previous approach we are aware of for extracting a minimum unsat-
isfiable core from a constraint set. In section 6, our approach will be compared
with this branch-and-bound algorithm on the same benchmarks.

3 Preliminaries

Resolution is a proof system for CNF formulas with the following rule:

(A ∨ x)(B ∨ ¬x)
(A ∨B)

. (1)

Where A, B denote the disjunctions of literals, and (A ∨ x), (B ∨ ¬x) are the
resolving clauses, and (A ∨ B) is the resolvent. The resolvent of the clauses x
and ¬x is the empty clause (⊥). Every application of the resolution rule is called
a resolution step. A sequence of resolution steps is that each one uses the result
of the previous step as one of the resolving clauses of the current step. It is well-
known that a CNF formula is unsatisfiable if it is possible to generate an empty
clause by a finite sequence of resolution steps from the original clauses. The set
of original clauses involved in the derivation of the empty clause is referred to
as the unsatisfiable core.

Definition 1. (Unsatisfiable Core). Given a formula ϕ, ψ is an unsatisfiable
core for ϕ iff ψ is an unsatisfiable formula and ψ ⊆ ϕ.

That is, an unsatisfiable subformula can be defined as any subset of the original
formula which is unsatisfiable. It is obvious that there may exist many differ-
ent unsatisfiable cores, with different numbers of clauses, for the same problem
instance, such that some of these cores are the subsets of others.

Definition 2. (Minimal Unsatisfiable Core). Given an unsatisfiable core
ψ for a formula ϕ, ψ is a minimal unsatisfiable core iff removing any clause ω
∈ ψ from ψ implies that ψ − {ω} is satisfiable.

For Boolean formulas in CNF, an unsatisfiable core is minimal if it becomes
satisfiable whenever any of its clauses is removed. A minimal unsatisfiable core
is irreducible, in other words, all of its proper subsets are satisfiable. There have
been many different contributions to research on minimal UCs extraction.

Definition 3. (Minimum Unsatisfiable Core). Consider the set of all un-
satisfiable cores for a formula ϕ : {ψ1, . . . , ψj}. Then, ψk ∈ {ψ1, . . . , ψj} is a
minimum unsatisfiable core iff ∀ ψi ∈ {ψ1, . . . , ψj}, 1 ≤ i ≤ j : |ψk| ≤ |ψi|.
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That is to say, a minimum unsatisfiable core has the smallest cardinality of
all unsatisfiable subsets of a formula. According to the definition, one may con-
clude that any unsatisfiable formula has at least one minimum unsatisfiable core.
Whereas, existing works have paid little attention to the extraction of minimum
unsatisfiable cores. We should note that in many cases the size of a minimal
unsatisfiable core may be much larger than the size of a minimum unsatisfiable
core, because the minimal UCs probably contain many redundant clauses which
cannot be found by simple resolution rules.

4 Maximal Satisfiability and Minimum Unsatisfiability

Our approach is on the basis of the relationship between maximal satisfiability
and minimum unsatisfiability. Firstly, we review the relationship between max-
imal satisfiability and minimal unsatisfiability. The definitions of a satisfiable
subformula and a maximal satisfiable subformula are shown as follows:

Definition 4. (Satisfiable Subformula). Consider a formula ϕ, φ is a sat-
isfiable subformula for ϕ iff φ is a satisfiable formula and φ ⊆ ϕ.

Definition 5. (Maximal Satisfiable Subformula). Given a satisfiable sub-
formula φ for a formula ϕ, φ is a maximal satisfiable subformula iff adding any
clause ω ∈ {ϕ − φ} into φ implies that φ ∪ {ω} is unsatisfiable.

We should note the relationship between maximal satisfiability and minimal un-
satisfiability. From the above definition, every maximal satisfiable subformula
(MSS) is a subset of the original formula in that it is satisfiable and is not aug-
ment any more. In general, given any MSS of an unsatisfiable formula, those
clauses which are not in the MSS represent a correction to the formula in the
sense that removing them will repair the infeasibility. Therefore, we define a
“CoMSS” as the complement set of an MSS. This complementary view of MSSes
provides the essential link to minimal UCs. The existence of any minimal UC
causes the formula unsatisfiable. Therefore, to correct the infeasibility by remov-
ing clauses, at least one clause from each minimal UC must be removed so as to
neutralize all of the minimal UCs. A CoMSS of a CNF formula is a set of clauses
whose removal makes the formula satisfiable, thus each CoMSS must contain at
least one clause from every minimal unsatisfiable core.

Definition 6. (Minimal Hitting Set). Suppose C = {S1, . . . , Sn} is a col-
lection of sets. Then H is a hitting set of C iff H ⊆

⋃
1≤i≤n Si, and H ∩ Si �= ∅

for each i with 1 ≤ i ≤ n. H is a minimal hitting set iff ∀ R ⊂ H : R is not a
hitting set.

From the definition, a hitting set is a set that contains at least one element from
each set in the collection. Then we can draw a conclusion that a CoMSS of a
formula is a hitting set of the collection of all minimal UCs. Further, a CoMSS
is a hitting set of the minimal UCs with the restriction that it is irreducible,
that is, it is a minimal hitting set. According to the commutative relationship
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between the minimal UC and the CoMSS, one can infer that each minimal
UC is a minimal hitting set of the CoMSSes. However, what is the relationship
between the minimum unsatisfiable core and the CoMSS? First, we should clarify
the relationship between the minimum UC and the minimal UC. It is easy to
conclude that a minimum unsatisfiable core must be a minimal unsatisfiable core.
The property of smallest cardinality of a minimum UC entails the irreducibility
required to be a minimal UC.

Lemma 1. A minimal unsatisfiable core for a formula ϕ is a minimal hitting
set of the complements of maximal satisfiable subformulas for ϕ.

Definition 7. (Minimum Hitting Set). Given a collection C of sets and the
set of all hitting sets of C : {H1, . . . , Hj}, then Hk ∈ {H1, . . . , Hj} is a
minimum hitting set iff ∀ Hi ∈ {H1, . . . , Hj}, 1 ≤ i ≤ j : |Hk| ≤ |Hi|.

We have already arrived at the conclusion that each minimal UC of a CNF for-
mula is a minimal hitting set of the collection of CoMSSes. Thus a minimum
UC is also a minimal hitting set of CoMSSes. According to the above defini-
tion, it is obvious that a minimum hitting set of a collection of sets must be a
minimal hitting set of those sets. The smallest cardinality of a minimum hitting
set ensures the irreducibility, in other words, its proper subsets are not hitting
sets. However, a minimum hitting set is the smallest minimal hitting set, and
is must not be reduced any more. Furthermore, a minimum unsatisfiable core is
the smallest-cardinality minimal UC with the constraint that it cannot be any
smaller. Consequently, we can infer the following conclusion:

Lemma 2. A minimum unsatisfiable core for a formula ϕ is a minimum hitting
set of the complements of maximal satisfiable subformulas for ϕ.

We illustrate the relationship. For example, the CNF formula is

ϕ = (x1) ∧ (¬x2) ∧ (¬x1 ∨ x2) ∧ (¬x2 ∨ x3) ∧ (¬x3) . (2)

The solutions of satisfiability and unsatisfiability are listed in Table 1. Each
clause is encoded by its place in the sequence. For instance, the third clause
(¬x1 ∨ x2) is named “3”. There are four maximal satisfiability subsets and four
corresponding complements of the MSSes. The two minimal unsatisfiable sub-
formulas are the minimal hitting set of the CoMSSes. Obviously, the minimum
unsatisfiable core is the minimum hitting set of the CoMSSes.

Table 1. The SAT and UNSAT Solutions of ϕ

Maximal satisfiable subformulas {2, 3, 4, 5} {1, 2, 4, 5} {1, 3, 5} {1, 3, 4}
Complements of MSSes {1} {3} {2, 4} {2, 5}

Minimal unsatisfiable cores {1, 2, 3} {1, 3, 4, 5}
Minimum unsatisfiable core {1, 2, 3}
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5 Extracting the Minimum Unsatisfiable Core

One naive method to compute a minimum UC is to generate all minimal UCs
and then select the smallest one. This approach cannot be extend in that the
number of minimal UCs of a formula can be exponential in the number of its
variables. To solve this problem efficiently, we present a compounded greedy
and genetic algorithm to compute a minimum unsatisfiable core, utilizing the
relationship between maximal satisfiability and minimum unsatisfiability.

The genetic algorithm, originally introduced in [13], is a heuristic optimiza-
tion method inspired by the mechanics of natural evolution, including survival
of the fittest, reproduction and mutation. A population of potential solutions are
refined iteratively by employing a strategy of Darwinian evolution and natural
selection. This type of heuristic approach has been applied in many different
fields, such as combinational optimization, self-adaptive controlling, machine
learning, etc. The principle of an evolutionary mechanism has been proven to
be a good framework for combinatorial optimization problems. We combine this
approach with a greedy algorithm to solve the problem of the minimum UC ex-
traction from CNF formulas. First of all, some definitions used in this algorithm,
including the genetic operators, are introduced as follows:

Genetic encoding. The binary vector describes the chromosome code of
CoMSSes. The sets are encoded as {x1, x2, . . . , xm}, where xi = 0 or 1, 1 ≤
i ≤ m. The binary vectors are called chromosomes, and each bit is called a gene,
and all of the chromosomes are called the population. For example, if one set of
CoMSSes is S = {1, 3, 4, 7}, then the corresponding binary genes are 1011001.

Fitness function. The fitness function is defined as f(S) = HS/|S|, where HS

denotes the number of sets hit by all of the elements in S, and |S| represents the
cardinality of the set S.

Crossover operator. We use the single point crossover strategy. Suppose that
S1 = {x1, x2, . . . , xm} and S2 = {y1, y2, . . . , ym} are two chromosomes, and we
select a random integer number k, 1 ≤ k ≤ m, then S3 and S4 are the crossover
offspring of S1 and S2, such that S3 = {si | if i ≤ k, si ∈ S1, else si ∈ S2}, S4
= {si | if i ≤ k, si ∈ S2, else si ∈ S1}.
Mutation operator. Suppose a chromosome S1 = {x1, x2, . . . , xm}, and we
select a random integer number k, 1 ≤ k ≤ m, then S2 is the mutation offspring
of S1, such that S2 = {si | if i = k, si = ¬xi, else si = xi}.
Inversion operator. Suppose a chromosome S1 = {x1, . . . , xk, xk+1, . . . , xl−1,
xl, . . . , xm}, where k and l are two random numbers, 1 ≤ k < l ≤ m, then S2
is the inversion offspring of S1, such that S2 = {x1, . . . , xl, xl−1, . . . , xk+1, xk,
. . . , xm}.
Selection operator. Roulette wheel selection strategy are adopted. All chro-
mosomes are evaluated by fitness function. We choose those that hit more sets
and have smaller cardinality than others.

The proposed algorithm proceeds as follows:
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1. Find all complements of maximal satisfiable subformulas for a formula ϕ;
2. Recode the clause number in CoMSSes to make the sets more compressed;
3. Adopt a greedy algorithm to derive two good near minimum unsatisfiable

cores as the initial parents. We incrementally solve this problem, removing
solutions as they are found to continue the search until all have been found;

4. Encode the sets of CoMSSes as binary vector and obtain the binary genes;
5. Apply the genetic operators, including crossover, mutation and inversion, to

the selected parents, in order to give birth to the offspring;
6. Recombine the offspring and current parents to form a new population, and

employ the selection operator to choose the best solutions as the new parents;
7. If the upper limit of iterations is reached, or the minimum unsatisfiable

cores remain the same size for 10 successive offspring, stop and report the
best solution found. Otherwise go to the step 5.

We note that the greedy algorithm has fast convergence, but often leads to
local optimum. The genetic algorithm is a global evolutionary searching method,
but its local convergent speed is slow. We combine the greedy algorithm and the
genetic algorithm to make up for the shortage of each other. Firstly, we adopt
the greedy algorithm to quickly obtain a few initial approximate optimal solu-
tions. Then the genetic algorithm is used to compute the better near minimum
unsatisfiable cores, taking advantage of its convergence to the global optimum.

To evaluate the efficiency of the greedy genetic algorithm, we implement an ant
colony optimization in comparison with our approach. The ant colony algorithm,
initially introduced in [14], is a cooperative heuristic searching algorithm inspired
by the ethological study on the behavior of ants. The ant colony algorithm for
deriving a minimum UC proceeds as follows:

1. The first two steps are the same as those of the greedy genetic algorithm;
2. Associate each clause i in the CoMSSes with a pheromone τi, which is a

global heuristic indicating the favorableness for ants to select the next ele-
ment; the pheromone on each clause is initially set by the value τ0;

3. Each of m ants selects the first clause at random and crawls over the sets
to incrementally find a minimum UC denoted by Mk, where k = 1, . . . ,m.
Every ant decides its successor element based on the following probability:

pi(t) =

⎧⎪⎨⎪⎩
[τi(t)]α • [ηi(t)]β∑

n∈N [τi(t)]α • [ηi(t)]β
if i ∈ N,

0 otherwise.

(3)

Where N denotes the set of clauses which are not yet present in the solution
and hit at least one remainder subset, and ηi is a local heuristic indicating
the number of sets hit by the clause i. Extensive experimental studies show
that the best values for three parameters are α = 1, β = 3 and ρ = 0.5;

4. Evaluate the unsatisfiable core Mk generated by each ant. The quality of
UCs is measured by its size |Mk|, that is, the number of clauses it contains;

5. Update the pheromone trails on the clauses using the following equation:
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τi(t + 1) =

⎧⎪⎨⎪⎩ (1 − ρ)τi(t) +
m∑

k=1

(C − |Mk|) if Mk is a UC,

(1 − ρ)τi(t) otherwise,

(4)

where 0 < ρ < 1 is the evaporation coefficient of pheromone, and C is the
total number of clauses.

6. If the limit of iterations is reached, stop and report the best solution found.
Otherwise go to step 3.

6 Experimental Results

To experimentally evaluate the effectiveness of our algorithm, we have selected
22 problem instances from the well-known DC family [15]. These instances are
obtained from the validation and verification of automotive product configura-
tion data and encode different consistency properties of the configuration data
base which is used to configure DaimlerChrysler’s Mercedes car lines. The size
of 22 instances ranges from 4496 to 8686 clauses and 1608 to 1909 variables.

Our algorithm to extract a minimum unsatisfiable core is implemented in
C++ . For generating all of the minimal UCs we use the algorithms in [10]. All
experiments were conducted on a 1.6 GHz Athlon machine having 1 GB memory
and running the Linux operating system. The limit time was 600 seconds. The
experimental results are listed in Table 2. Table 2 gives the total number of
minimal unsatisfiable subsets contained in each formula (MUSes), the number
of clauses in the minimum unsatisfiable core (min), the number of clauses in
the largest minimal unsatisfiable core (max), and the average size of all minimal
unsatisfiable cores (ave). Table 2 also shows the runtime in seconds of the branch-
and-bound algorithm (BaB time) on a 2 GHz Pentium 4 Linux machine with
1GB RAM [12]. Furthermore, Table 2 provides the runtime in seconds (ACO
time) of the ant colony optimization and the number of clauses (ACO size)
in the derived minimum unsatisfiable core. The last two columns present the
runtime in seconds (GGA time) and the size of the minimum unsatisfiable core
(GGA size) extracted by the greedy genetic algorithm. There are four instances
where we failed to find all of the minimal UCs within the timeout. Therefore,
their average sizes cannot be calculated and left blank in Table 2.

Table 2 illustrates that the greedy genetic algorithm strongly outperforms
the branch-and-bound algorithm which is the best known approach, usually by
about one order of magnitude. Our algorithm can find the exact minimum UCs
for most formulas. A few minimum UCs extracted by the algorithm have one
or two clauses more than the smallest-cardinality unsatisfiable core. Although
two algorithms run on different processors, the performance of 1.6 GHz Athlon
is generally inferior to the performance of 2 GHz Pentium. Moreover, this table
also shows that the greedy genetic algorithm works better than the ant colony
optimization, and both algorithms conduct on the same machine.

From this table, we may observe the following. For all problem instances, the
percentage of clauses in the minimum UCs is quite small, in most cases less
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than 1%. Consequently, localizing a minimum unsatisfiable core is necessary to
determine the underlying reasons for the failure. Further, the size of minimum
UCs is much smaller than the size of the largest minimal UCs and the aver-
age size of all minimal UCs for many formulas. In some cases, the number of
clauses in the minimum UC is half or one third of the number of clauses in the
largest minimal UCs. Therefore, as compared with minimal UCs, a minimum
UC provides a more succinct explanation of infeasibility and is more valuable
for practical applications. Moreover, all minimal UCs of some problem instances
cannot be found within a reasonable time limit, and thus it is unadvisable to find
all of the minimal UCs for some formulas. In many cases, extracting all minimal
unsatisfiable cores is intractable for complicated problem instances.

Table 2. Performance Results on Benchmarks

Benchmarks MUSes min max ave BaB ACO ACO GGA GGA
time time size time size

C220 FV SZ 65 103442 23 40 35.1 18.85 2.83 23 1.21 23

C220 FV SZ 46 >566210 17 ≥64 78.44 16.45 17 12.20 17

C220 FV RZ 14 80 11 18 14.5 33.89 1.51 11 0.15 11

C220 FV RZ 13 6772 10 27 21.5 33.35 1.20 10 0.43 10

C220 FV RZ 12 80272 11 35 26.5 50.58 2.75 11 0.60 11

C210 FW RZ 59 15 140 173 156.8 56.69 7.92 140 0.89 140

C210 FS RZ 40 15 140 173 156.8 36.24 7.79 140 0.69 140

C208 FA UT 3255 52736 40 74 60.3 94.59 16.12 41 1.02 40

C208 FA UT 3254 17408 40 74 59.7 95.27 13.80 41 0.90 40

C208 FA SZ 87 12884 18 27 22.9 15.10 3.81 19 0.70 19

C208 FA SZ 120 2 34 34 34.0 3.80 1.08 34 0.15 34

C202 FW SZ 123 3 36 38 37.0 14.74 1.14 36 0.31 36

C202 FW RZ 57 1 213 213 213.0 58.34 3.09 213 1.08 213

C202 FS SZ 122 1 33 33 33.0 3.84 1.72 33 0.16 33

C202 FS SZ 121 4 22 24 23.0 2.50 1.58 22 0.19 22

C202 FS RZ 44 >125207 18 ≥53 131.04 48.70 20 16.70 20

C208 FA RZ 43 >20940 8 ≥28 76.88 59.30 8 22.30 8

C170 FR SZ 96 >99155 53 ≥80 322.76 20.15 55 14.00 54

C170 FR SZ 92 1 131 131 131.0 15.12 1.37 131 0.39 131

C170 FR SZ 58 218692 46 63 56.4 15.329 3.90 47 0.79 47

C170 FR RZ 32 32768 227 228 227.9 121.33 6.77 228 0.67 227

C168 FW UT 851 102 8 16 14.1 59.91 1.75 8 0.57 8

7 Conclusions

Explaining the causes of infeasibility of Boolean formulas has practical applica-
tions in many fields, such as artificial intelligence, formal verification and electronic
design.A smallest-cardinalityunsatisfiable subformula, that is aminimumunsatis-
fiable core,provides a succinct explanation of infeasibility. In this paper, we present
the relationship between maximal satisfiability and minimum unsatisfiability. A
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greedy genetic algorithm is proposed to extract the exact or nearly exact minimum
unsatisfiable core. It utilizes the relationship between maximal satisfiability and
minimum unsatisfiability. The experimental results indicate that the greedy ge-
netic algorithm outperforms the branch-and-bound algorithm and the ant colony
optimization. The results show that our algorithm efficiently finds the minimum
unsatisfiable cores at the cost of occasional augmented size.
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Abstract. This paper proposes a new portfolio insurance strategy called 
partitioned portfolio insurance (PPI) strategy and a relational genetic algorithm 
(RGA) based on relational encoding to optimize the new partitioned portfolio 
insurance strategy. Experimental results show that our PPI strategy is 
significantly better than the traditional PI strategy and our RGA works well for 
solving the portfolio partitioning problem. 

Keywords: Partitioned Portfolio Insurance (PPI) Strategy, Relational Genetic 
Algorithm (RGA), Grouping Genetic Algorithm (GGA), relational encoding. 

1   Introduction 

In practice, portfolio insurance (PI) strategies are the most popular way to protect the 
investment assets by dynamically and continuously varying the risky asset position. 
However, traditional PI strategies are defensive and passive as the downside risk-
aversion is their only concern. Conceptually, they avoid the downside risk with 
passive insurance mechanism, and are highly dependent on the underlying portfolio 
and the rebalancing frequency [2, 12]. Besides, they may incur a large amount of 
trading costs, including capital loss and transaction fee, form repeated buying-high 
and selling-low in flat markets. Several rebalancing disciplines, such as time 
discipline and market move discipline, have been proposed to address this problem, 
but no single discipline can effectively reduce costs in all market situations and the 
trade-off between precision and cost has to be considered [8]. For these reasons, more 
aggressive PI strategies are needed. 

To create a more aggressive and systematic PI strategy, this paper develops a 
partitioned portfolio insurance (PPI) strategy by partitioning the portfolio into several 
similar sub-portfolios and then insuring the sub-portfolios individually. Since the 
securities in the portfolio often have different price rising/falling levels in the same 
period, if we can correctly partition the portfolio into several sub-portfolios with 
similar price rising/falling level and then insure the sub-portfolios individually, we 
have a better chance to capture the upside potential of rising sub-portfolios and to 
avoid the downside risk of falling sub-portfolios simultaneously. As a result, the PPI 
strategy has a better performance than traditional PI strategies do. 
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To analyze the PI and PPI strategies, a simplified model is built and the portfolio 
partitioning problem is then induced. The portfolio partitioning problem, which has a 
variable number of subsets and has no natural heuristic, is a special set partitioning 
problem. The set partitioning problem belongs to the class of NP-hard problems [15], 
many of which have been solved by genetic algorithms (GA) due to their 
comprehensive search capability. However, previous works of applying GA to 
solving the partitioning problem have non-unique encoding, require a fixed number of 
subsets and rely heavily on some problem-specific heuristics [4, 6, 9, 10, 13]. Hence, 
a new relational genetic algorithm (RGA), is designed in this paper to solve the 
induced portfolio partitioning problem. Since the RGA has a relation-based encoding, 
it is a unique encoding for the partitioning problems. In addition, the genetic operators 
of RGA are designed to work without heuristics and to support a variable number of 
subsets. 

Experimental results show that our PPI strategy is significantly better than the 
traditional PI strategy and our RGA works well for solving the portfolio partitioning 
problem. 

The rest of this paper is organized as follows. Section 2 reviews traditional PI 
strategies and previous works for solving the partitioning problem. Section 3 develops 
our partitioned portfolio insurance strategy. Section 4 describes our relational genetic 
algorithm. Section 5 presents some experimental results which demonstrate the 
feasibility of the PPI strategy and the RGA. Finally, conclusions and future works are 
summarized in section 6. 

2   Background 

2.1   Portfolio Insurance 

Portfolio insurance is a specialized form of hedging which not only avoids the 
downside risk but also keeps the upside potential for the insured portfolio [1]. Two 
types of approaches for portfolio insurance have been proposed in the past, i.e., static 
and dynamic approaches. 

Static approaches initiate active security positions and corresponding derivatives 
from the start, and then hold them until maturity. The most typical strategy of static 
approaches is protective put. Static approaches are very simple, but they have some 
limitations in practice which include limited specifications of derivatives (particular 
underlying assets and exercise prices), short maturities, and lack of early exercise 
rights [1]. Owing to the limitations of static approaches, dynamic approaches are 
usually adopted in practice. 

Dynamic approaches distribute capital into two types of assets, active securities 
and risk-free securities, and then vary the active security position dynamically and 
continuously. In the process of varying positions, a trade-off between precision and 
cost has to be considered, and rebalancing disciplines are required [8]. As a result, a 
complete dynamic PI strategy should be composed of an effective dynamic insurance 
mechanism and an appropriate rebalancing discipline. 

Dynamic insurance mechanisms focus on the insurance capability. Two types of 
mechanisms have been proposed and adopted in practice. They are model-driven 
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mechanisms and equation-driven mechanisms. A model-driven and dynamic option-
based portfolio insurance (OBPI) approach, named synthetic put option (SPO) 
strategy [11], is induced by the famous Black-Scholes option pricing model. In 
addition, some simple equation-driven approaches, such as constant proportion 
portfolio insurance (CPPI) strategy [3], time invariant portfolio insurance (TIPP) 
strategy [7], and modified stop loss (MSL) strategy [2], can be easily implemented by 
rebalancing according to some simple equations. On the other hand, rebalancing 
disciplines (exposure-adjustment strategies) describe the timing and ratios of exposure 
adjustments. Etzioni proposed three traditional rebalancing disciplines which include 
time discipline, market move discipline, and lag discipline [8]. 

2.2   Partitioning Problems 

The partitioning (or set-partitioning) problem, also known as the grouping problem 
[9], is defined as partitioning a set into a collection of mutually disjoint subsets. In 
addition, some hard constraints and cost functions are pre-defined for individual 
partitioning problem. A solution to the problem must comply with various hard 
constraints, and the objective of partitioning is to optimize a cost function defined 
over the set of all valid partitions [9]. 

Well-known classic partitioning problems include bin packing [13], equal piles 
[10], graph/map coloring [6, 10], line balancing, and workshop layout [5]. They have 
been solved by using various approaches, such as greedy algorithms, tabu search [5], 
simulated annealing [14], and genetic algorithms [9, 15]. 

Genetic algorithms are suitable for solving partitioning problems due to their 
capability to search a large solution space. Previous works of applying GA on 
partitioning problems can be divided into two categories. One is based on object-
oriented representations, which include permutation encoding and membership 
encoding. Another is based on a group-oriented representation proposed by 
Falkenauer [8]. The object-oriented representations result in a large degree of 
redundancy and the group-oriented representation requires some problem-specific 
heuristics. Neither can be used to solve the portfolio partitioning problem effectively. 

3   Partitioned Portfolio Insurance Strategy 

The partitioned portfolio insurance (PPI) strategy works by partitioning the portfolio 
into several sub-portfolios and then insuring the sub-portfolios individually. However, 
not all partitions result in better performance. To understand which kinds of partitions 
can produce good performance, a simplified analysis of PI and PPI strategies is 
developed below. 

To simplify our analysis, a simplified dynamic PI strategy is adopted. This simple 
strategy works as follows: 

1. Initiate an active security position 0P  at the beginning of the period ( 0t = ). 

2. Rebalance using the market move rebalancing discipline when market move 
reaches a constant threshold 1δ − . 

3. Each rebalancing takes an equal amount of positive or negative position tP P= . 
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This simple strategy can be viewed as being composed of two components, a buy-
and-hold strategy with initial position and a rebalancing (adjustment) strategy. The 
buy-and-hold strategy initiates the first active security position 0P  and then holds it 

until the end of the period. And the rebalancing strategy takes the follow-up positions 

tP ( 0t > ) and then also holds them until the end. 

The terminal wealth PI
TW  of the insured portfolio can then be calculated by 

PI BH
T T TW W RE= + , where BH

TW  is the final wealth of initial active security position 

0P  taken by buy-and-hold strategy plus the remaining cash 0C , and TRE  is the total 

final rebalancing effect of all follow-up rebalancing positions tP . Thus, BH
TW  can 

also be denoted as ( )0 0, 01BH
T TW P R C= + + , where 0,TR  is the rate of return of active 

security form rebalancing point 0  to rebalancing point T . TRE  can also be denoted 

as ,
1

T

T t t T
t

RE PR
=

= . In short, we have 

( )0 0, 0 ,
1

1
T

PI BH
T T T T t t T

t

W W RE P R C P R
=

= + = + + +  (1) 

TRE  can be further divided into two parts: the effect of net upward or downward 

movements/positions and the effect of offset movements/positions. The net upward or 
downward movements/positions contribute positive effect, and their effect becomes 

( )
1

0

1
M

i

i

P δ
−

=

⋅ − , where ( )0,log 1TM Rδ= +  is the number of ticks of security price 

movement. The offset movements/positions stand for repeated buying-high and 

selling-low, and their effect becomes ( )1
2

T M
P δ

−
− ⋅ − . As a result, TRE  

becomes 

( ) ( )
1

,
1 0

1 1
2

MT
i

T t t T
t i

T M
RE P R P Pδ δ

−

= =

−
= ≈ ⋅ − − ⋅ −  (2) 

By the approximation ( )1 1i iδ δ− ≈ − , TRE  can be simplified as 

( )
2

,
1

1
2

T

T i i T
i

M T
RE P R P δ

=

−= ≈ ⋅ −  (3) 

Summing them all up, we have 

( )
2

0 0 1
2

PI M
T

M T
W P C Pδ δ −≈ ⋅ + + ⋅ −  (4) 
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From the equation of PI
TW , we can see that the factor M determines the performance 

of the buy-and-hold strategy, and factors M and T influence rebalancing effect of 
the rebalancing strategy. 

By a similar derivation, we can have equation for PPI
TW  as follows 

( )
2

0 0
1

1
2

K
j jPPI M

T j
j

M T
W P C w Pδ δ

=

−
≈ ⋅ + + ⋅ ⋅ −  (5) 

where K  is number of subsets, jw  is weight of subsets, and 
1

1
K

j
j

w
=

= . 

The difference between PPI
TW  and PI

TW  is 

( ) 2 2

1 1

1

2

K K
PPI PI

T T j j j j
j j

P
W W w M M w T T

δ
= =

⋅ −
− = − − −  (6) 
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( ) ( )2

1 1

2 2

1 1

1
0,   if 0

2

1
,   if 0

2

K K

j j j j
j j

K K

j j j j
j j

P
w M M w T T

PPI PI
T T P

T w T w M M

W W

δ

δ
= =

= =

⋅ −
⋅ − ≥ − =

⋅ −
⋅ − − =

− =  (7) 

According to equation (7), if we can correctly partition the portfolio to keep similar 

numbers of rebalancing ( 0
1

K
w T T

j j
j

− =
=

) under PPI strategy, we have a better 

chance to enhance the performance ( 0PPI PI
T TW W− ≥ ). 

4   Relational Genetic Algorithm 

Since previous genetic algorithms can not be used to solve the portfolio partitioning 
problem effectively, a new relational genetic algorithm is proposed to solve the 
portfolio partitioning problem. The relational genetic algorithm uses a relation-
oriented encoding with corresponding genetic operators. 

4.1   Relation-Oriented Representation 

It is well-known that an equivalence relation can be induced by a partition and vice 
versa. Thus, a partition can be uniquely represented by its induced equivalence 
relation matrix. 

In this relational encoding, each chromosome is an equivalence relation matrix 

R ijM m=  which represents an equivalence relation R  such that 1ijm = if objects 

i  and j  are in the same subset, and 0ijm =  otherwise. An example is shown in 

figure 1(a). 
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Fig. 1. (a) A partition encoded by an equivalence relation matrix. (b) Reordered matrix 
according to clusters. 

Each equivalence relation matrix must be reflexive, symmetric, and transitive. 
These three properties must also be maintained in progress of evolution. Furthermore, 
relationships in same subset can be clustered together by reordering objects so that the 
groups can be identified more easily as shown in figure 1(b). 

4.2   Genetic Operators 

The two genetic operators of RGA, crossover and mutation, are redesigned to 
maintain the properties of equivalence relation matrix. 

Crossover 
Crossover operator for RGA consists of three traditional procedures and one 
additional repairing procedure. They are explained as fallows, and an example for 
one-point crossover is demonstrated. 

1. Select crossing points: randomly select crossing points on diagonal in each parent 
matrix. One-point, two-point, and uniform crossovers are supported. 

 

Fig. 2. Crossing points on diagonal are selected for one-point crossover 

2. Determine crossing and repairing areas: further divide each matrix into several 
areas according to the selected crossing points. The genes in crossing areas will be 
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reserved until next generation and the genes in repairing areas will be disrupted. 
The disrupted genes are replaced by question marks temporarily and then rebuilt by 
repairing latter. 

 

Fig. 3. Two crossing areas (colored) and two repairing areas (uncolored) are determined in each 
parent for one-point crossover. The genes in repairing areas are replaced by question marks. 

3. Swap crossing areas: Swap crossing areas to generate descendants. 

 

Fig. 4. Descendants inherit genes form parents by swapping crossing areas 

4. Repairing: there are three objectives for repairing. They are controlling the 
number of subsets, maintaining symmetry, and maintaining transitivity. A simple 
recursive naïve (non-heuristic) repairing algorithm is illustrated as fallows. 

Target = random(LowerBound,UpperBound) 
//decide the new number of subsets 

while (Subset > Target) 
  calculate weights of each cell in repairing areas 
  insert an 1 into repairing areas by roulette method 
  determine symmetric and transitive closure 
  determine new repairing areas 
  recalculate the number of subset 
end while 
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Fig. 5. Two complete descendants are generated after repairing 

Mutation 
The swap mutation operator in classical genetic algorithms is generalized to work on 
the equivalence relation matrix as follows: two randomly selected columns are 
swapped and their corresponding rows are also swapped to maintain the properties of 
the equivalence relation matrix. 

5   Experiments 

A set of experiments are performed to verify the feasibility of our PPI strategy and 
our RGA for PPI. 

In these experiments, we optimize the PPI strategy by solving the portfolio 
partitioning problem using RGA. The performance of the optimized PPI strategy is 
compared with that of the traditional PI strategy. We use the 30 constituent securities 
in the Dow-Jones Industrial Average as the underlying portfolio. The experiment 
period is from 2002 to 2005 which includes bull, bear, and flat markets. 

For traditional PI and PPI strategies, the popular constant proportion portfolio 
insurance (CPPI) mechanism is adopted with the multiplier m being set to 5, and floor 
F is set to be 80% of the initial wealth. 

For RGA, two-point crossover is adopted because it outperforms others (one-point 
and uniform crossovers) in our pretests of the portfolio partitioning problem and 
classic partitioning problems. The population size of RGA is set to 200, generation is 
500, selection method is stochastic remainder with replacement and elitism, crossover 
rate is 1, mutation rate is 0.01, and the fitness function is 

( )
1

K

i i i
i

Fitness w A F
=

= −  (8) 

Finally, the sliding window method is adopted. The ratios of training period to 
testing period are 3:1, 2:1, or 1:1, and the lengths of testing periods are 60, 120, 240, 
or 480 days. 

There are 51 different experiments in total. The average ROIs of the buy-and-hold 
strategy, the traditional PI strategy, and our PPI strategy in training and testing 
periods are shown in table 1. The statistical significances of three paired-samples  
t-tests for training and testing periods are shown in table 2. 
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Table 1. Average ROIs of three strategies in training and testing periods 

 Training Periods Testing Periods 
Buy and Hold 3.0838 3.194 
TPI 2.806 3.03 
PPI 6.3109 3.6036 

Table 2. Statistical significances of three paired-samples t-tests 

 Training Periods Testing Periods 
ROI(PPI)-ROI(TPI) 3.93E-20 2.91E-08 
ROI(PPI)-ROI(B&H) 4.32E-13 4.07E-04 
ROI(TPI)-ROI(B&H) 0.231547 0.052472 

According to the outcomes of experiments and statistical-tests shown in these two 
tables, our PPI strategy significantly outperforms the traditional PI strategy and the buy-
and-hold strategy. The performances of the traditional PI strategy and the buy-and-hold 
strategy are not significant. In other words, our PPI strategy exploits the potential profit 
effectively, and our RGA works well for solving the portfolio partitioning problem. 

6   Conclusion 

This paper proposed a new partitioned portfolio insurance strategy which extends the 
traditional portfolio insurance strategy and contributes a more aggressive concept to 
portfolio insurance. We also analyzed the factors affecting the performance of 
portfolio insurance strategies by building a simplified analysis model. Simulation 
experiments and statistical tests show that our PPI strategy significantly outperforms 
the traditional PI strategy in bull, bear, and flat markets. In the other words, it not only 
avoids the downside risk, but also further explores the potential of profit successfully. 

In addition, we designed a new relation-based genetic algorithm named relational 
genetic algorithm for the induced portfolio partitioning problem. The equivalence 
relation matrix encoding of the RGA has a 1-1 and onto correspondence with the class 
of all possible partitions. The encoding eliminates redundancy of previous GA 
representations and improves the performance of genetic search. The encoding can be 
used without requiring a fixed number of subsets in advance. We also designed a set 
of problem-independent operators for our RGA to solve such a partitioning problem 
which has no natural heuristics. 

Our future works include incorporating other aggressive ideas for portfolio 
insurance, and applying our RGA to general partitioning problems. 
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Abstract. This paper presents a Hybrid Genetic Algorithm (HGA) for the pro-
tein folding prediction (PFP) applications using the 2D face-centred-cube (FCC) 
Hydrophobic-Hydrophilic (HP) lattice model. This approach enhances the opti-
mal core formation concept and develops effective and efficient strategies to im-
plement generalized short pull moves to embed highly probable short motifs or 
building blocks and hence forms the hybridized GA for FCC model. Building 
blocks containing Hydrophobic (H) – Hydrophilic (P or Polar) covalent bonds 
are utilized such a way as to help form a core that maximizes the |fitness|. The 
HGA helps overcome the ineffective crossover and mutation operations that tra-
ditionally lead to the stuck condition, especially when the core becomes com-
pact. PFP has been strategically translated into a multi-objective optimization 
problem and implemented using a swing function, with the HGA providing im-
proved performance in the 2D FCC model compared with the Simple GA. 

1   Introduction 

Protein is a three dimensionally folded molecule composed of amino acids [1] linked 
together (called primary structure) in a particular order specified by DNA sequence of 
a gene. They are essential for functioning of the living cells as well as for providing 
structure. Protein folding prediction (PFP) is a problem of determining the native 
state of a protein from its primary structure and is of great importance [2] because 
three dimensionally folded structures determine the biological function and hence 
prove extremely useful in down streaming applications like drug design [3].  

To investigate the underlying principles of protein folding, lattice protein models 
introduced by Dill [4] are highly regarded tools [5]. Protein conformation as a self-
avoiding walk in the lattice model has been proven to be NP-complete [6] [7] so 
therefore a deterministic technique to folding prediction is not possible. Hence, a 
nondeterministic approach including robust strategies that can extract minimal en-
ergy conformations efficiently out of these models is of great importance. This is a 
very challenging task as there exist an inordinate number of possible conformations 
even for short amino acid sequences [8] [9].  

So far, the most successful approach to the hard optimization problem like PFP is 
based on hybrid evolutionary approach [10]. A lattice model avoids the continuous 
conformational space that simplifies many of the required calculations. Among HP 
lattice models, 2D square and 3D cube models have been used mostly by the research 



868 Md.T. Hoque, M. Chetty, and L.S. Dooley 

community [10-13] for the sake of simplicity but the parity problem within this model 
complicated the design approach without much benefit [12-13]. It was shown [17] 
that triangular model is parity problem free, that is an odd indexed amino acid or 
residue in the sequence position can be the neighbor of both odd and even indexed 
residues in the sequence and vice versa. Later, a full proof of the famous Kepler Con-
jecture [15] [16] problem was completed which implies that the FCC is the densest 
sphere-packing model, where a residue can have 12 neighbors in a 3D space and 6 
neighbors forming a hexagon in 2D. Clearly, the most compact hydrophobic core (H-
Core) [17] can be represented by FCC model [5]. 

Although triangular and FCC models have similar properties, it is shown Section 3 
that the optimal H-Core is hexagonal rather than triangular. Therefore, while search is 
carried out using GA, the on going sub-optimal conformation (i.e. chromosome of the 
population) is guided towards the formation of a hexagonal H-Core. The highly likely 
motifs are remapped within the conformation based on a dynamic nuclei defined as 
H-Core Centre (HCC) [12-13, 18].     

The pull move has been shown to be a very effective operator in [12-13, 19] for 
square and cube HP lattice. Here, in 2D FCC, we show that the pull move is easily 
implemented and that makes the deevloping conformation less destructive while 
highly likely motifs are mapped. The only difficulty is the handling of floating point 
operation in the FCC model, which can be overcome by an effective programming 
technique. As our main focus is to show the effectiveness of our strategies, the focus 
is confined within the 2D FCC model rather than the 3D model which in turn permits 
easy explanation. Further, the properties of FCC model relate well [20-21] to protein 
conformation amongst the known lattice models. 

Several other outstanding nondeterministic approaches such as a number of ver-
sions of Monte Carlo (MC), Simulated Annealing (SA), Tabu Search with GA (GTB) 
and Ant Colony Optimization [23] are available for square and cube models. How-
ever, for the FCC model the GA is preferred as it consistently outperforms other  
approaches [10-13, 22], though it is noted that any approach including GA faces diffi-
culties in the hard optimization problem like PFP. These will be investigated and 
overcome by using hybridization technqiues.  

2   Two Dimensional FCC HP Lattice Model 

Based on the observation that the hydrophobic forces dominate during protein fold-
ing, the HP model has been introduced by Dill [4] with amino acids being represented 
as a reduced set of H (Hydrophobic or Non-Polar) and P (Hydrophilic or Polar) only. 
The protein conformations of the sequence are placed as a self-avoiding walk (SAW) 
on a 2D hexagonal pattern in the FCC [20] model.  The energy of a given conforma-
tion is defined as a number of topological neighboring (TN) contacts between those 
Hs, which are not sequential with respect to the sequence. The PFP can be formally 
defined as follows.  

Given amino-acid sequence, ms sssss ,,,, 21= , a conformation c needs to be 

formed where, )(* sCc ∈ , energy { }CccECEE ∈== |)(min)(* [23].  

Here, m = total amino acids in the sequence and )(sC  is the set of all valid (i.e. 

SAW) conformations of s. If the number of TNs in a conformation c is q then the 
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value of )(cE  is defined as qcE −=)( . In a 2D FCC HP model (Fig. 1, (a)), a non-

terminal and a terminal residue both having 6 neighbors can have a maximum of 4 
TNs and 5 TNs respectively.  

                       

      (a)                                                    (b) 

Fig. 1. (a) Conformation in 2D FCC HP model shown by solid line. Dotted line indicates TN. 
Fitness = -(TN Count) = -15. (b) 2D metaphoric HP folding kernels for the FCC model.  

It is well known [17] that the Hs form the protein core so freeing up energy while 
the Ps, have an affinity with the solvent and so tend to remain in the outer surface. This 
paper visualizes the folded protein through the 2D FCC HP model as a three-layered 
kernel (Fig. 1(b)). The inner kernel called the H-Core [17] [24], is compact and mainly 
formed of Hs while the outer kernel consists mostly of Ps. The H-Core Centre (HCC) 
is defined in Section 4.2 as the average of the coordinates of Hs. The composite thin 
layer between the two kernels consists of those Hs that are covalent bonded with Ps, 
which for the purpose of this paper is referred to as the HP mixed layer.  

3   Optimal Shape of 2D H-Core in FCC Model 

In this section, a proof is developed induction basis, for the optimum shape of the H-
Core for FCC model compared with triangular model, rejecting other possible shapes 
for obvious reasons [12-13]. The sequence for the sake of this proof is assumed to be a 
segment of Hs only and it is a variation of that presented in [17, 12-13]. Table-1 shows 
that the H-Core tends to form a hexagonal rather than triangular shape and has maximal 
|fitness| whereas both approaches can have the same number of neighbors so that an 
optimal H-Core shape is hexagonal. The positioning of the Hs inside the core (assuming 
a hexagonal boundary) can be categorized as H at the corner, H on the edge and H in-
side the interior which will respectively have 3, 4 and 6 neighbouring sides each.  

Further, our concern is to compute the probability of an H to be appearing at a cor-
ner and on an edge. It is to be noted that for a hexagon, the number of residues at 
corner remain fixed but the number of residues on edge increase with the increasing 
size of the hexagon or the increasing number of Hs.  The total residues ( tT ) within a 

hexagon in relation to 6 residues at corners and 6t residues on the edges can be ex-
pressed based on the recurrent equation (1), where t = 0, 1, 2, 3, … and .11 =−T  

166 −++= tt TtT  (1) 
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Therefore, the probability of an H being at corner is given by equation (2), 

( )( )1)( 6Pr −−= tttcorner TT    (2) 

and the probability of an H being on the edge is given by equation (3), 

( )( )1)( 61Pr −−−= tttedge TT   (3) 

where the actual number of total Hs is Hn , such that tHt TnT ≤<−1 . 

Table 1.  H-Core conformations comparison between triangular versus hexagonal, while m 
indicates the number of residues and losses indicate non-bonded neighboring positions 

Triangular Shape Hexagonal Shape m
Conformation Losses Conformation Losses 

4 
 

16 
 

14 

5 

 

20 
 

16 

6 

 

18 
 

18 

7 

 

22 

 

18 

4   Highly Likely Sub-conformation for HP Mixed Layer  

To form the cavity of H-Core, it is intuitive to think of placing the P of a -HP- seg-
ment on the opposite side of H with respect to the current HCC, while searching for 
the desired conformation. However, with such a straightforward placement, the cavity 
would tend to form a circular shape, which is not the desired hexagonal form. To 
address these problems, motif or sub-conformation that is highly probable to a sub-
sequence (defined in Fig. 2) is forced to remap. The main idea is to form immediate 
TN and place P as far away as possible from HCC while concomitantly placing H as 
near as possible to HCC. To implement the same strategies in FCC HP model, various 
moves [12-13] are further simplified and merged which is the benefit of the FCC 
model over the HP-square or cube model.  

Furthermore, the enforced placement of sub-conformations is not easy because 
their location in the lattice model is discrete and it can destruct already achieved sub-
optimal sub-conformation. To address these problems, two broad categories of sub-
sequences are defined; HgS  and PgS , where Ν∈g  ( Ν  is natural number). These 

two categories completely cover the HP mixed layer including outer kernel. Let HS  



 A Hybrid Genetic Algorithm for 2D FCC HP Lattice Model to Predict Protein Folding 871 

and PS  represent segments of H and P respectively. A segment refers to a contiguous 

string of length g , e.g. HS2  means -PHHP-, i.e. 2=g  with the two boundary resi-

dues being of the opposite type. g  is divided into even eg  and odd og  numbers. For 

pS1 , HS1 , PS2 and HS2 , there are few possible sub-conformations, so only highly 

potential sub-conformations (shown in Fig. 2) are chosen, based on embedded TN and 
core formation concepts. Collectively they are called H-Core Boundary Builder Seg-
ments (HBBS) and are mapped to potential sub-conformations which are referred to 
as the H-Core Boundary Builder sub-Conformation (HBBC). HBBC forms part of a 
corner (especially when 1=g  and through the composition with other group having 

2=g ) and an edge (especially when 2=g  and with the composition of the former 

group) of the H-Core boundary. The selection for mapping HBBC into HBBS can be 
probabilistically applied using (2) and (3). Due to the absence of the parity problem in 
the FCC model, we were able to simplify the desired sub-conformations and reduce 
their numbers compared to [12-13]. 

                                    

(a) –HPH-        (b) –PHP-          (c) –PHHP-                              (d) –HPPH- 

Fig. 2. Potential motifs sub-conformation for (a) pS1  (b) HS1  (c) PS2  (d) HS2 . ,  and  
indicate an H, a P and the approximate position of HCC, respectively. Dotted line indicates 
alternate connection.  

4.1   Probabilistic Constrained Fitness 

While searching for an optimum conformation, if a sub-conformation corresponding 
to a particular sub-sequence exists in the HP mixed layer for a developing conforma-
tion, it is rewarded, otherwise penalized. This measure of fitness is referred to as the 
Probabilistic Constrained Fitness (PCF), so if any member of a HBBC corresponds to 
the related sub-sequence and the Hs are nearer to HCC than the Ps, then PCF will be 
decreased by 2 as reward, otherwise it will be penalized by an increase of 1 for a non-
desired sub-conformation and 2 for a proper shape but having opposite of the desired 
directions (i.e. the position of Ps are closer to HCC than Hs).  

4.2   Definitions for the Implementation of the Sub-conformations 

To implement or remap HBBC, a number of terms need to be defined.  

(i) HCC is the H-Core centre, calculated as the arithmetic mean of the coordinates of 
all Hs as in (4). Before enforcing to map a sub-conformation, the HCC (i.e. HCCx , 

HCCy ) is updated to place H near HCC and P as far as possible from HCC.  

=
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     (a)                                                                  (b)

                     (c)                     (d)  

Fig. 3. The subsequence -123- in (a) need to remap to sub-conformation PS2 . If the position 
2′  is free then 2 can be placed at 2′  and a pull (indicated in (a)) applied towards the higher 
indexed end. The pull moves 3 to 2, 4 to 3 and 5 to 4 and then finds a valid conformation with-
out pulling further leaving (b). The |fitness| of (b) is increased by 1. In (b) assume,  4′  and 5′  
are free positions and the segment 3 to 6 can be recognized as HS2 . To enforce a mapping to 
highly probable sub-conformation, 4 and 5 can be shifted to 4′ and 5′  respectively applying a 
pull move as indicated in (b) with the in (c). Thus 8 in (c) propagates through position 9, 10, 11 
to give (d) which has increased the |fitness| by 2 with respect to (a). 

(ii) Pull move: This has been shown to be very effective in [19] especially for enforcing 
any sub-conformation [12-13]. There are basically two-folded benefit: a) implementing 
the sub-conformations or motifs b) less distortion of other parts due to pulling required 
which may be in an optimal position as demonstrated in Fig. 3. For the FCC model we 
used the redefined pull move for the same purpose. As the parity problem is absent in 
FCC model, the pull move does not need to be moved diagonally to start as an ordinary 
pull to the next neighbor performs the same. This is because in FCC without the parity 
problem and with more neighbors, it is very likely to get a valid conformation, without 
need to propagating the pull often up to the terminal residue.  

5   Implementation and Experiments 

Although the additional constraint (PCF) formulates the multi-objectivities, the im-

plementation is such that it ultimately maximizes the goal of original fitness F . The 

search process is mainly divided into two alternative phases namely, Phase 1 in which 
F dominates PCF and starts building the core. In the alternate Phase 2, PCF domi-
nates which takes care of the proper formation of the HP mixed layer. Further, the 
enforcement to HBBC is performed in phase 2 since PCF helps the change sustain 
and stabilize. The HBBC implantation is done only if they are not found according to 
the highly likely sub-conformations for the corresponding sub-sequences. This action 
may reduce the already achieved fitness F, but it is expected that it will help reformu-
late a proper cavity that will maximize the H bonding inside core, which while  
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shifting to the favorable phase would maximize the fitness F . As the phases alternate 

throughout the search process, the impact becomes such that F and PCF come up with 
common goal that is highly likely to be optimal. The total or combined fitness is de-
fined as,  

PCFtFtTF *)(*)( βα +=  (5) 

where t is tth generation while search is carried out by GA. To alter the weight of α  and 
β  to dominate F and PCF over each other, a swing function (equation (6)) is used.  

ttAt m 0cos)cos1()( ωωδ +=  (6) 

where 0ωω <<m , t = number of generation. The assignment of  and  is as,  

Phase 1: 1)(),()( == ttt βδα , when 0)( >tδ  (7) 

Phase 2: )()(,1)( ttt δβα −== , when 0)( <tδ  (8) 

Transient Phase: 1)(,1)( == tt βα , when 0)( =tδ  (9) 

For the typical value of )(tδ  parameters are set as follows: amplitude A=30, mω = 

0.004 and 0ω =0.05. The value of A is selected as, ( )PCFFA ,max2 ≥  where the 

upper limit of F is set using (10), which has been extended from [14]. 

( )TH nnF +−= 2  (10) 

Here, Hn  is the total number of hydrophobic residues in a sequence and Tn  is the 

number of hydrophobic residues at the terminal positions and 20 ≤≤ Tn . Note, the 

minimum value of both |)(| tα  and |)(| tβ  equal 1 are maintained and never set to 

zero in (7), (8) and (9), so preserving the sub-conformation or schema developed in 
the alternate phase, possessing good features. 

The search procedure is given in Algorithm-I. A simple GA which is hybridized 
with population size [27] of 200 is chosen for all sequences. The elite rate = 0.10, 

cp = 0.85, mp  = 0.5 and a single point mutation by pivot rotation [10-11] is applied. 
 

Table 2. Predictability of SGA versus HGA maximum |fitness| from 10 runs is shown 

Sequence SGA HGA Conformation (HGA) 
HPHPPHHPHPPHPHHPPHPH -11 -15 Fig.4 (a) 

HHPPHPPHPPHPPHPPHPPHPPHH -10 -13 Fig.4 (b) 
PPHPPHHPPPPHHPPPPHHPPPPHH -10 -10 Fig.4 (c) 

P3(H2P2)2P3H7P2H2P4H2P2HP2 -16 -19 Fig.4 (d) 
P2(HP2H)2HP510HP5(H2P2)2HP2H5 -26 -32 Fig.4 (e) 

H(HP)4H4PHP3HP3HP3HP4HP3HP3HPH4(PH)4H -21 -23 Fig.4 (f) 
P2H3PH8P3H10PHP3H12P4H6PH(HP)2 -40 -46 Fig.4 (g) 

H12(PH)2((P2H2)2P2H)3PHPH12 -33 -46 Fig.4 (h) 
HHHPPHPHPHPPHPHPHPPH -11 -14 Fig.4 (i) 
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The implementation of crossover and mutation is same as in [10-13] but without any 
special treatment (e.g. cooling). Roulette wheel is used for selection procedure. 

Simulations are carried out for benchmark 2D problems [25]. For each of the se-
quences, standard Simple Genetic Algorithm (SGA) [26] and HGA run parallelly 
together, and stop when all of them become non-progressive. Therefore they run for 
equal amount of time. As the parameters of the developed HGA were not tuned, we 
avoid comparison based on the number of iterations required. The goal is to compare 
the predictability of the developed HGA approach. Results are shown in Table 2 with 
the conformations corresponding to the maximum |fitness| achieved, for future com-
parison. HGA outperformed predictabilities of SGA significantly.  

Fig. 4. (a) to (i) correspond to the conformation with maximum |fitness| achieved using HGA as 
indicated in Table-2 

 

Algorithm-I. HGA for PFP Using 2D FCC Model 
Input:     Sequence S,  
Output:  Fitness of the optimum 2D FCC conformation. 
   COMPUTE PCF; COMPUTE A (amplitude) 
     t=0,  F=0      /* Generation count and  fitness initialization */ 
     Fillup the population with random (valid) conformation possible for S. 
While F ≠  Higher_Target_Value_of_F THEN 
{   t = t + 1,  COMPUTE δ(t), α(t), β(t), TF 
     CROSSOVER and then MUTATION     
     IF δ(t) < 0 THEN  
         { FOR i =1 to population_size DO 
            Check chromosomei for any miss mapping of HBBC 
             IF miss-mapping true then  

 { Re-map the sub-sequence to corresponding HBBC using move-sets. }}           
     COMPUTE  TF 
          Sort, Keep Elite, Reduce Twins. 
     F  Best fitness found from the population. 
} END. 
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6   Discussion and Conclusions 

There are two major drawbacks with SGA for PFP. GA computation is based on 
schema theorem, which states [10] that short, flexible schemata with above average 
performance will receive fast survival chance in the subsequent generations and sche-
mata with below-average performance will decay nonlinearly fast too. So, one obsta-
cle using SGA is that similarity within population grows which leads to stall or stuck 
condition, since crossover will most likely occur between twins. Those which are 
mutated are likely to be heavily dissimilar and would therefore be rejected by the 
selection process. To address this problem, twin removal was applied and elitism was 
used only to keep the found best. Secondly, as the optimum conformation is relatively 
compact, crossover and mutation confront more increasing collision and produce 
invalid conformation. Our specific implantation procedure of HBBCs moves the com-
pact conformation without collision and the introduced move operator causes less 
destruction to the already gained fitness. The move creates probable reformation of 
the H-Core cavity to maximize the H-sides inside the H-Core. Hence, this approach 
makes change of the non-progressive situation in such a way, that it enhances the 
chance of gaining highly fitted conformations.  

The novel strategies using HGA has also been extended for 2D FCC HP. It is 
shown that beyond removing the parity problem, FCC further simplifies the pull 
moves and reduces the need of higher number sub-conformations for remapping. As 
there is lack of previous works on 2D FCC, we compared the proposed HGA with the 
standard SGA, which shows significant improvement over predictability. Regarding 
future scope, parameter of HGA and the swing function are to be investigated further 
for optimization. It can also be extended for 3D FCC and real PFP as well. The over-
all framework we developed is robust enough and removes the causes of failure.  
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Abstract. Software project managers commonly use various metrics to assist in 
the design, maintaining and implementation of large software systems. The 
ability to predict the quality of a software object can be viewed as a classifica-
tion problem, where software metrics are the features and expert quality rank-
ings the class labels. In this paper we propose a Gaussian Mixture Model 
(GMM) based method for software quality classification and use Locality Pre-
serving Projection (LPP) to improve the classification performance. GMM is a 
generative model which defines the overall data set as a combination of several 
different Gaussian distributions. LPP is a dimensionality deduction algorithm 
which can preserve the distance between samples while projecting data to lower 
dimension. Empirical results on benchmark dataset show that the two methods 
are effective. 

1   Introduction 

Software project managers commonly use various metrics to assist in the design, main-
taining and implementation of large software systems. Software quality analysis, which 
is an important aspect of software maintain, is an ongoing comparison of the actual 
quality of a product with its expected quality [16]. Better software quality analysis may 
result in improved software project maintainability. Software metrics are the key tool 
in software quality analysis. Many researchers have used data mining techniques to 
analyze the connection between software metrics and code quality [1, 8, 10, 12, 13, 14, 
15, 17, 20]. These methods include: association analysis (association rules), clustering 
analysis (k-means, fuzzy c-means), classification analysis (Support Vector Machines 
(SVM), Decision Trees (DT), OneR, Nearest Neighbor, Naïve Bayes, Artificial Im-
mune System (AIS), layered neural networks, Holographic networks, logistic regres-
sion, genetic granular classification, etc) and regression analysis. For classification, 
software metrics are the features and expert quality rankings the class labels. 
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In this paper we propose to build Gaussian mixture model for software quality 
classification. Gaussian Mixture Model (GMM) technique has attracted many re-
searchers in data mining and machine learning areas [5, 6, 7, 8]. We also propose to 
use Locality Preserving Projection (LPP) for extracting source code metrics to im-
prove the performance of software quality classifiers. 

The remainder of this paper is organized as follows. Section 2 describes Gaussian 
mixture model for software metrics. Section 3 presents two baseline classification 
algorithms for comparison. Section 4 presents the software metrics and the bench-
mark dataset. Section 5 presents the Locality Preserving Projection method. Section 6 
presents performance measures and results. Conclusions are covered in Section 7. 

2   Gaussian Mixture Model for Metrics Vector 

The Gaussian Mixture Model (GMM) is a generative model. It defines the overall 
data set as a combination of several different Gaussian distributions. The parameters 
of the model are determined by the training data. Once the parameters are selected, 
the model can be used to predict the test data [4, 22, 24]. 

Given an ensemble of training source code metrics vectors, X = {x1,…,xm}, where 
xi∈Rd and assuming that the m vectors are statistically independent and identically 
distributed, the likelihood that the entire ensemble has been produced by class C1 is, 

1 1 1
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( { ,..., | }) ( | )m i
i m

P X x x C P x C
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= = ∏                            (1) 

GMM assumes that the likelihood of a vector can be expressed with a mixture of r 
Gaussian distributions/components, 
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where P(j|C1) is the prior probability of Gaussian j for class C1 , and  P(xi |j, C1) is the 
likelihood of vector xi being produced by Gaussian j within class C1. The parameters 
of this Gaussian distribution are the mean vector j,1 and the diagonal covariance ma-
trix j,1. 

During training, basing on all the vectors for a given class, the task is to learn the 
parameters of the Gaussian mixture, i.e. the mixing weights, the mean vectors and the 
diagonal covariance matrices. The most widely used method to achieve this goal us-
ing the well-known Expectation-Maximization (EM) algorithm.  

EM is an iterative algorithm that computes maximum likelihood estimates [23]. The 
EM algorithm works by using the log likelihood expression of the complete data set. 
The maximization is repeatedly performed over the modified likelihood [22]. Basically, 
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the EM algorithm iteratively modifies the GMM parameters to decrease the negative log 
likelihood of the data set [21]. The class of each data vector x is known during the train-
ing process. For more details on the maximization steps please refer to [23].  

The initialization of the model is performed by the k-means algorithm [11]. First, a 
rough clustering is done; and the number of clusters is determined by the number of 
printer models in the training set. Then each data point is assumed to belong to the 
closest cluster center. Initial prior probability, mean, and variances are calculated 
from these clusters. After that, the iterative part of the algorithm starts. The iteration 
will stop until there is no (or little) change to the parameters, then the mixture pa-
rameters are found. 

Once the Gaussian mixture parameters for each class (that is, C1 = fault-free, C2 = 
fault-low, C3 = fault-high) have been found, determining a test software module’s 
source code metrics vector’s class is straightforward. A test vector x is assigned to the 
class that maximizes P(Ck |x), which is equivalent to maximizing P(x|Ck)P(Ck) using 
Bayes rule, 

( | ) ( )
( | )

( )
k k

k

P x C P C
P C x

P x
=                                       (4) 

Eventually, the test vector x is classified into the class Ck that maximizes P(x|Ck). 
Then the quality class of the test software module is obtained. 

3   Traditional Methods 

SVM: Support Vector Machine (SVM) is well founded theoretically because it is 
based on well developed statistical learning theory [6]. A SVM selects a small num-
ber of critical boundary samples from each class and builds a linear discriminant  
function (also called maximum margin hyperplane) that separates them as widely as 
possible. In the case that linear separation is impossible, the technique of kernel will 
be used to automatically inject the training samples into a higher-dimensional space, 
and to learn a separator in that space. In our experiments, we use the RBF kernel 
function: K(x, y) = exp(–  ||x – y||2). 

DT: Decision Tree (DT) is a famous inductive learning algorithm [7]. The nodes of 
the tree correspond to attribute (in our case software metrics) test, the links (to attrib-
ute values and the leaves) to the classes. To induce a DT, the most important attribute 
is selected according to attribute selection criteria and placed at the root; one branch is 
made for each possible attribute value. This divides the training samples into subsets. 
The process is repeated recursively for each subset until all instances at a node have 
the same classification, in which case a leaf is created. To classify a test sample we 
start at the root of the tree and follow the path corresponding to the example’s values 
until a leaf node is reached and the classification is obtained.  

4   MIS Source Code Metrics Data 

The Medical Imaging System (MIS) is a commercial software system consisting of 
approximately 4500 routines written in about 400,000 lines of Pascal, FORTRAN and 
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PL/M assembly code. The MIS data were collected as the number of changes made to 
each module due to faults discovered during system testing and maintenance over an 
observation period of three years. Along with the above parameter, eleven software 
complexity measures (metrics) were provided [9, 16]. In this study, MIS is repre-
sented by a subset of the whole MIS data with 390 modules written in Pascal and 
FORTRAN. These modules consist of approximately 40,000 lines of code.  

There are 12 source code metrics used in the MIS data [13]. Simple counting met-
rics such as the number of lines of source code or Halstead’s number of operators and 
operands describe how many “things” there are in a program. More complex metrics 
such as McCabe’s cyclomatic complexity or Bandwidth attempt to describe the 
“complexity” of a program, by measuring the number of decisions in a module or the 
average level of nesting in the module, respectively.  

Software modules, which have no changes, could be deemed to be fault-free, and 
software modules with the number of changes being between 1 and 10 to be fault-low, 
while software modules with the number of changes being over 10 to be fault-high, 
which can be sought as potentially highly faulty modules where most of our testing 
and maintenance effort should be focused. Thus, we have three classes: fault-free, 
fault-low and fault-high. Our task is to develop a prediction model of software quality 
class on the basis of the values of the source code metrics. 

5   Locality Preserving Projection 

We believe feature extraction based dimensionality reduction can find a good low-
dimension representation of the original source code metrics data by finding a good 
linear or nonlinear projection. To project to lower dimension, the distance between 
data should be preserved and thus it can be calculated to reflect the similarity of the 
original data in original space. Locality Preserving Projection (LPP) is the algorithm 
which is equipped with this property [2]. 

LPP is a linear approximation of the nonlinear Laplacian Eigenmap [3]. The algo-
rithm procedure is formally stated below same as [5]: 

1. Constructing the adjacency graph: Let G denote a graph with m nodes. We put 
an edge between node i and j if xi and xj are “close”. In this paper, we use a “Super-
vised” method for constructing the adjacency graph: Nodes i and j are connected by 
an edge if they are in the same class.  

2. Choosing the weights: Here, as well, we have two variations for weighting the 
edges. W is sparse symmetric m×m matrix with Wij having the weight of the edge 
joining vertices i and j, and 0 if there is no such edge. 

(a) Heat kernel. [parameter t ∈ R]. If nodes i and j are connected, put Wij = 
exp(−||xi−xj ||

2/t). We call this weight method as “Kernel.” 
(b) Simple-minded. [No parameter]. Wij = 1 if and only if vertices i and j are con-

nected by an edge. We call this weighting method as “Binary.” 
According to the variations of choosing the weights, we divide LPP into two sub-

methods: LPP-SK and LPP-SB. In this paper, both sub-methods are investigated. 
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3. Eigenmaps: Compute the eigenvectors and eigenvalues for the generalized eigen-
decomposition problem: 

XLXT a = XDXT a                                               (5) 

where D is a diagonal matrix whose entries are column (or row, since W is symmet-
ric) sums of W, Dii = jWji. L = D − W is the Laplacian matrix of the graph repre-
sented by W. The ith column of the matrix X is xi. Let the column vectors a1, … , al be 
the solutions of Eq. (5), ordered according to their eigenvalues, 1 < · · · < l. Thus, 
the embedding is as follows: 

xi  yi = AT xi, A = (a1, a2, · · · , al)                              (6) 

where yi is a l-dimensional vector, and A is a n × l matrix. 

6   Experiment Results 

We estimated the prediction performance of the methods on the benchmark MIS data-
set, available on [9]. We tested both of the two sub-types of supervised LPP: LPP-SK, 
LPP-SB, as described in Section 5. GMM model is compared with two traditional 
methods: Support Vector Machines (SVM) and Decision Tree (DT).  

We performed 10-fold cross validation, i.e., each run takes one of the 10-folds as 
the test set and the remaining 9 folds as the training set. To ensure fair comparisons, 
all the methods are evaluated using the same folding.  

The performance is evaluated by two measures, Weighted Average Precision 
(WAP) and Recall (REC). 

Weighted Average Precision (WAP): Precision is the percentage of the predicted 
libraries for a given category that are classified correctly. The WAP is the average of 
all the precisions: 

1

n

i ii
n Precision

WAP
n

=
⋅

=                                    (7) 

where Precisioni is the sensitivity for class i, n is number of overall samples, ni is the 
number of samples for class i. A perfect classifier should give a WAP of 1. The 
higher the WAP, the better the classifier. 

Recall (REC): Recall of a class is defined by the ratio of the number of correct pre-
dictions of the class and the number of all samples of the class. A perfect classifier 
should give a REC of 1 for each class. The higher the REC, the better the classifier. 
We use REC of class fault-high to evaluate the ability of learning methods to find all 
the potentially highly faulty modules where most of our testing and maintenance 
effort should be focused. 

Fig. 1 shows the best WAP for LPP based classifiers and the original classifiers. 
Supervised LPP, that is, LPP-SK and LPP-SB, can improves the performance of all 
three classifiers: GMM, SVM, and DT. LPP-SB based GMM achieves the highest 
WAP of 70.6%. GMM is better than the other two classifiers in achieving higher 
WAP. 
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Fig. 1. Best WAP for LPP based classifiers and the original classifiers (Original) 

Fig. 2 shows the best REC of class fault-high for LPP based classifiers and the 
original classifiers. Both LPP-SK and LPP-SB can improve the performance of the 
three classifiers: GMM, SVM, and DT. GMM is better than the other two classifiers 
in finding out most fault-high software modules. Supervised LPP based GMM 
achieves the highest REC (for fault-high) of 64.7%. 

 

Fig. 2. Best REC of class fault-high for LPP based classifiers and the original classifiers (Original) 

Fig. 3 and 4 show the WAP and REC of fault-high curves with different extracted 
metrics by LPP. As we can see from the curves, the three classifiers’ performances 
are improved when we use LPP to transform the original 11-dimensional software 
metrics data to lower dimensions. LPP-SK is better than LPP-SB. In many cases, 
with only a few LPP extracted features, we can still achieve relatively high  
performance.  
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Fig. 3. WAP curves of GMM, SVM and DT with different number of extracted metrics by LPP. 
“Original” is without dimensionality reduction. 
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Fig. 4. REC of class fault-high curves for GMM, SVM and DT under different extracted met-
rics by LPP. “Original” is without dimensionality reduction. 

7   Conclusions 

One important aspect of efficient software project maintaining is source code based 
software quality classification, where software metrics are the features and expert 
quality rankings the class labels. In this study we introduce the Gaussian Mixture 
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Model (GMM) method for this task and use Locality Preserving Projection (LPP) to 
improve the classification performance. GMM is a generative model which defines 
the overall data set as a combination of several different Gaussian distributions. LPP 
is a dimensionality deduction algorithm which can preserve the distance between 
samples while projecting data to lower dimension. Experiment results indicate that 
LPP can improve the classification performance of all three learners: GMM, SVM, 
and DT. Basing on LPP, GMM is the best in finding fault-high software modules and 
in achieving high prediction precision. 

Future work will consider additional learning techniques, and compare the per-
formances with those obtained in this study. In addition, as suggested by one of the  
reviewers of this paper, whether the metric order when transforming high dimension 
to low dimension affects the classification performance deserves investigation. 
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Abstract. As primary focus of banking regulation and supervision is being 
shifted toward internal risk management for all commercial banks, financial 
data mining task such as an early warning of bank failure becomes more critical 
than ever. In this study, we examine the effect of variable selection methods for 
intelligent bankruptcy prediction models. Moreover, an augmented stacked 
generalizer that utilizes diversified feature subsets during its learning phase is 
suggested as an effective ensemble method for promoting independencies 
among base prediction models. Empirical results show that the augmented 
stacked generalizer significantly improves overall predictability by reducing the 
more costly type-I error rate compared against both popular bagging and 
standard stacking procedures. 

Keywords: Bankruptcy prediction; feature selection; stacked generalization; 
bagging; ensemble prediction; financial data mining.  

1   Introduction 

Since the mid-1980s bank failures have brought large adverse impact on real 
economies, especially causing enormous loss of output, economic recession, and 
severe currency crashes. The estimated international average loss of output is 7.3% of 
Gross Domestic Product (GDP), and the average duration of economic recession is 
3.3 years [12]. Furthermore, bank failures bring additional restructuring costs: 
estimated average restructuring cost is 21.37% of GDP [8].  

In this context, bank failure becomes very critical in terms of international financial 
stability, and therefore early warning capability in bank surveillance has come to the 
forefront of international banking regulators since accurate early warning could 
remarkably improve banks’ risk management scheme by protecting them from any 
adverse economic conditions.  
                                                           
∗ Corresponding author. 
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Many academicians and practitioners have challenged to develop sophisticated and 
efficient analytical techniques that could help decision makers to capture risk signals 
in the early stage before failure. The study for predicting corporate failure has a long 
history over four decades. From the seminal work by Beaver [4], many efforts have 
been devoted to develop accurate prediction models. Traditionally, conventional 
statistical models including multivariate discriminant analysis [1], logit [15] and 
probit [20] have been employed for this domain. On the other hand, the artificial 
neural network (ANN) [17], [5] was introduced as an alternative, high-performance 
prediction model [14], [18]. Most recent studies reveal that the machine learning 
models such as ANN outperform the conventional statistical models in predicting 
corporate failure (see [2] for a detailed review).  

This superiority might due to the nonlinear nature of real-world bankruptcy 
phenomenon: the class boundaries are not usually linearly separable. Until very 
recently, however, in many studies the methods of selecting salient variables 
(features) for these powerful approaches have been relying on the linear dependency 
tests that have been mainly employed by the traditional linear models. Therefore, the 
predictive power of the machine learning models can be underestimated and/or 
comparative evaluations using those models might not be correct.  

In this study, we evaluate a performance of the conventional feature selection 
method that have been widely employed in this domain, termed as “ANOVA-
Stepwise”⎯a combined form of a univariate t-test (ANOVA) and multivariate 
stepwise forward logit model⎯against a simple “information-theoretic” feature 
ranking method, by using three machine learning models on Turkish bank failure data 
set. In addition, we empirically show that an ensemble model composed of the two 
prediction approaches (ie., traditional logit and machine learning models) using these 
two different feature selection procedures can achieve enhanced prediction accuracy 
due to its weak interdependencies.  

The rest of the paper is organized as follows. In Section 2, background knowledge 
for ensemble prediction and feature selection issues are discussed. The data and 
evaluation procedure used for this study are described in Section 3 and the next 
section summarizes the experimental results. Finally, the major findings and future 
research directions are summarized in the final section. 

2   Background 

Recently, researchers have started to develop general algorithms for improving 
classification performance by combining multiple classifiers under the name of 
committee or ensemble machine [10], [3], [11], [13]. It is well known that the 
ensemble approach can yield an improved predictability by aggregating partially 
independent individual members.  

In this paper, we first examine the effect of feature selection method for individual 
members, and then evaluate an overall performance of ensemble prediction models 
that consist of heterogeneous individuals. A hypothesis behind this lies in that two 
different kinds of prediction models including the traditional and machine learning 
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model can synergistically interact with each other when different feature selection 
procedures are appropriately used be the models.  

Next, brief descriptions for ensemble prediction and feature selection issues are 
discussed. 

2.1   Ensemble Prediction 

The methods of combining independent estimator to improve their performance have 
a long history in statistics and econometrics. In literature, several terms⎯classifier 
ensemble, classifier committee, classifier fusion, mixture of experts, and consensus 
aggregation⎯are interchangeably used. 

Representative Bagging (bootstrap aggregating) technique developed by Breiman 
[6] combines individual predictions by majority voting based on randomly 
redistributed sampling technique known as bootstrap procedure [9]. On the other 
hand, Metalearning⎯more complex approach beyond the scope of simple 
aggregation⎯can be viewed as an additional learning scheme. The metalearning 
framework consists of a variety of base classifiers and one meta-classifier that 
generalizes diverse behaviors of the base classifiers by learning how they interact 
with each other.  

It is widely accepted that Stacking [19] is one of the effective metalearning 
techniques. However, it has a conflict problem when discrete class labels are used; 
that is, same input vectors with different desired output can be observed. To avoid 
this, Bayes posteriori probability or confidence value for each predicted class of base 
classifiers can be used. Unfortunately, however, this method is ineffective when the 
predicted behaviors among base classifiers are significantly inter-related.  

In this study, we employ an augmented stacked generalizer (from herein the term 
StackF will be used) as the notion of “class-attribute-combiner” [7] using additional 
feature information in order to avoid the conflict problem. In “class-attribute-
combiner”, any random feature subsets can be added into a training vector with a 
crisp class label. In contrast, our StackF consists of following two steps: 1) directly 
injects salient features enabling superior performance of base classifiers and 2) 
indirectly injects another salient ones promoting independent predictions among base 
classifiers. 

2.2   Feature Selection 

A preceding generic task in predictive classification is to extract salient features for 
decision making. When the input vector contains too many features, probability of 
being extraneous noises that can cause classification errors will be increased. 
Furthermore, it is difficult to train a generalized model due to high computational 
complexity and/or high possibility of convergence to a local minimum of error 
surface. Thus, the selection of relevant attributes is vital for both constructing 
competitive classifiers and reducing data management costs.  

The feature selection algorithms fall into two categories based on whether or not 
they perform selection independently of the learning algorithm. Independent selection 
is known as a filter approach, whereas the dependent method is called a wrapper.  
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Despite the computational efficiency, the major drawback of the filter approach is 
that the resulting feature subset may not be optimal for a particular prediction model. 
On the other hand, despite of a heavy computational load the wrapper can select an 
optimized feature subset for a specific classifier. 

Traditionally, and until very recently, variable (ie., financial ratios) selection in the 
bankruptcy prediction literature has been primarily relied on ANOVA [4] followed by 
multivariate statistics such as stepwise multiple discriminant analysis (MDA) (eg., 
[1]) or stepwise logit. However, in case of using machine learning models rather than 
MDA and logit, there is no guarantee to obtain maximized class seperability using 
those selected features; that is, stepwise MDA and logit procedures can be viewed as 
the wrapper for MDA and logit, not for the machine learning models. Moreover, those 
criteria do not reflect nonlinear dependencies among variables.  

In contrast, the gain ratio [16]⎯modified information gain which reduces its bias 
using split information⎯is one of the simplest feature ranking that can handle 
nonlinearity and reduce shortcomings from the classifier-specific wrapper approach. 
With this research motivation, ANOVA-Stepwise procedure will be validated by 
comparing its predictive performance against the gain ratio.  

3   Experimental Setup 

3.1   Data 

In this study we tested publicly available Turkish bank failure data set that can be 
reached at www.tbb.org.tr/english/default.htm. The data set consists of total 57 
privately owned commercial banks where 21 banks failed during the period of 1997- 
2003, and each bank is represented by five sets of 49 financial ratios over five years 
prior to failure. Consequently, the resulting data set is composed of 285 bank-years 
observations, 105 of which are labeled as failed.  

3.2   Evaluation Procedure 

To investigate robust performance of prediction models, we employed a 10-fold cross 
validation scheme. In each of the ten folds, stratified random sampling was used to 
avoid a selection bias due to the concentration of specific bank-year samples in 
training set. More specifically, for failed banks 90 bank-year samples (5 years 
observations of 18 banks) were included in each fold to predict 15 bank-years (5 years 
observations of 3 banks).  

In each of the ten-fold cross validation evaluations, we used the following 
parameters for classifiers. The ANN employed was the multilayer perception with an 
error back-propagation learning algorithm [17]. Each continuous input feature was 
normalized while binary values (–1 and 1) were used for the class label. To avoid an 
overfitting problem, the maximum iteration to terminate was set to 500, and 10% of 
the training samples were reserved for a validation set. Relating to the ANN 
architecture, a single hidden layer consisting of 4 neurons was considered based upon 
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preliminary evaluations. The learning and acceleration rates were initially set to 0.6 
and 0.2, respectively, and gradually decreased using a weight-decay procedure.  

For the kNN classifier, ten-fold cross validation tests on the training dataset were 
performed to determine the most promising neighborhood size k, by varying k over all 
the odd integers from 1 to 11. Doing so, we set the best performing k as 5.  

For ensemble models, bagging consists of 30 ANNs based on preliminary 
evaluations while stacking consists of one ANN meta-classifier that makes a final 
prediction plus three base classifiers including kNN, C4.5, and ANN. To train a meta-
classifier, we performed a stratified ten-fold cross validation scheme for each of the 
ten folds [7]. 

4   Results 

In this section, we report the results of the two feature selection methods and  
their effect on the stacking with a focus on early warning capability and overall 
correctness.  

4.1   Selecting Predictor Variables 

Table 1 presents features selected by ANOVA-Stepwise procedure and gain ratio 
measure. After excluding 17 features that are not statistically significant at p=0.1 level 
by ANOVA test, stepwise forward logit selected seven features over 5 categories. On 
the other hand, six features were determined to be salient by the gain ratio because of 
the following reasons. First, there are many tied variables with the value just smaller 
than 0.15 (see Figure 1). Second, to achieve a fair comparison with ANOVA-
Stepwise approximately equal number of features were considered. It is interesting to 
note that there is only one common variable between the two criteria. 

Table 1. Variables selected by two criteria 

Category ANOVA-Stepwise Gain ratio 
(shareholders' equity + total income) / 

total assets Standard capital ratio 
Stability 

(shareholders' equity + total income) / 
(deposits + non-deposit funds)  

Assets 
Quality 

total loans / total assets 
 

Liquidity liquid assets / total assets liquid assets / (deposits + non-deposit 
funds) 

 income before tax / average total assets Income 
Structure  total income / total expenditure 
Branch 

Performance 
total loans / # of branches net income / # of branches 

provisions for income tax / total income provisions for income tax / total income Activity 
Ratios reserve for seniority pay / # of employees  
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In Figure 1, a scree plot displays the impact of 49 variables estimated by gain ratio 
sorted from large to small, as a function of the degree of relevance.  

0
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0.15

0.2

0.25
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49  

Fig. 1. Scree plot of 49 variables estimated by gain ratio 

4.2   Comparing Feature Selection Methods 

Table 2 presents comparative evaluations of the four individual prediction models 
using seven features selected by ANOVA-Stepwise procedure. In terms of an overall 
accuracy, ANN was slightly superior to both logit and kNN, while C4.5 decision tree 
showed a worst performance. 

Interestingly, logit outperformed the others when prediction lag lies in less than  
T-4 (ie., short-term forecasting). Meanwhile, regarding an early warning capability, 
all the three machine learning models was superior to logit: ANN was outstanding in 
T-5, and both C4.5 and kNN similarly outperformed logit in T-4 and T-5.  

Overall, in terms of the costly type-I error rate logit was the best while ANN 
showed lowest type-II error rate. It must be stressed that, however, this series of 
benchmarks was clearly beneficial to logit since seven features used by all four 
models were optimized by the stepwise logit procedure.  

Figure 2 displays average relative strengths of gain ratio (labeled with “Gr”) 
feature selection over ANOVA-Stepwise (labeled with “AS”) method. Compared 
with the previous results of Table 2, overall accuracy of C4.5 was remarkably 
improved from 76.84% to 81.75% while type-I error of ANN decreased from 0.31 to 
the lowest 0.25 maintaining similar type-II error rate. 
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Table 2. Performance comparison of four individual models using ANOVA-Stepwise feature 
selection 

Individual Models Prior to 
Failure Measure Logit C4.5 kNN ANN 
T-1 Overall 82.46% 68.42% 75.44% 77.19% 
 Type-I 0.29 0.52 0.43 0.29 
 Type-II 0.11 0.19 0.14 0.19 
T-2 Overall 87.72% 75.44% 80.70% 77.19% 
 Type-I 0.29 0.38 0.14 0.52 
 Type-II 0.03 0.17 0.22 0.06 
T-3 Overall 85.96% 82.46% 84.21% 84.21% 
 Type-I 0.19 0.24 0.29 0.29 
 Type-II 0.11 0.14 0.08 0.08 
T-4 Overall 78.95% 84.21% 84.21% 85.96% 
 Type-I 0.24 0.33 0.19 0.24 
 Type-II 0.19 0.06 0.14 0.08 
T-5 Overall 68.42% 73.68% 80.70% 82.46% 
 Type-I 0.33 0.52 0.33 0.24 
 Type-II 0.31 0.11 0.11 0.14 
Average Overall 80.70% 76.84% 81.05% 81.40% 
 Type-I 0.27 0.40 0.28 0.31 
 Type-II 0.15 0.13 0.14 0.11 
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Fig. 2. Effect of feature selection using gain ratio criterion 

Note that Gr outperformed AS in 10 cases among 15 comparisons (three models 
over 5 years period). These improvements suggest that the traditional AS is not an 
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optimal solution for machine learning models and, instead the other simple feature 
selection criterion can significantly enhance its predictability. 

Therefore, in many prior studies that have followed the traditional approach there 
might be a great possibility of underestimated predictability of machine learning 
models. 

4.3   Promoting Ensemble Diversification 

Next, we conduct series of experiments relating to ensemble prediction models in order 
to verify whether combining different approaches can improve overall prediction 
accuracies due to its independent prediction behavior partially resulted from indepen- 
dent feature subsets.  

Table 3 shows the degree of dependencies among predicted values of four 
individual classifiers, each of which uses two different feature selection methods. The 
dependencies among three machine learning models measure by Pearson coefficient 
are raging from 0.61 to 0.81 for both selection methods while dependencies between 
those models and logit are below than 0.5. In particular, dependencies among machine 
learning models are higher when gain ratio criterion was used. Moreover, as expected, 
ANOVA-Stepwise procedure makes machine learning models highly correlated with 
logit.  

Theses results of Figure 2 and Table 3 strongly suggest followings. Firstly, 
ensemble of machine learning models that utilize gain ratio would be beneficial due to 
the superior performance of individuals. More importantly, even though overall 
predictability is inferior additional inclusion of traditional logit would improve an 
ensemble performance by promoting the degree of diversification, especially when 
machine learning models employ a different feature selection method. 

Table 3. Correlation coefficient among predicted values of four base classifiers 

 kNN C4.5 ANN Logit
kNN 1.00 0.61 0.81 0.45 
C4.5 0.71 1.00 0.61 0.39 
ANN 0.79 0.71 1.00 0.47 
Logit 0.42 0.46 0.39 1.00 

Note: The values in the left lower diagonal denote correlation coefficient of predicted values using gain 
ratio feature selection, while those in the right upper diagonal using ANOVA-Stepwise procedure. All 
values are statistically significant at 1% level. 

Table 4 contrasts the effectiveness of an inclusion of diversified models based on 
different feature subsets. First, we found that the standard stacking based on pure 
machine learning models (Stack) did not show any improvements against the simple 
bagging model. Second, stacking after inclusion of logit (Stack+) slightly 
outperformed both bagging and standard stacking, indicating different approaches that 
use different feature selection methods can help stacking to achieve higher  
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performance by learning diversified prediction behaviors. Third, most impressively, 
Stack+ which utilizes six key features (ie., StackF+) correctly predicts 86% for T-5 and 
shows 89% overall accuracy through10-fold cross validated evaluations over 5 year 
period. These results suggest that a classifier fusion of different approaches using 
different feature selection methods can be particularly beneficial when superior 
feature subsets are explicitly incorporated into an ensemble model. 

Table 4. Performance comparison of five ensemble prediction models using gain ratio feature 
selection procedure   

Ensemble Models Prior to  
Failure Measure Bagging Stack Stack+ StackF StackF+ 

T-1 Overall 85.96% 82.46% 85.96% 84.21% 91.23%
 Type-I 0.33 0.19 0.19 0.14 0.14 
 Type-II 0.03 0.17 0.11 0.17 0.06 

T-2 Overall 77.19% 82.46% 84.21% 85.96% 87.72%
 Type-I 0.38 0.19 0.19 0.24 0.24 
 Type-II 0.14 0.17 0.14 0.08 0.06 

T-3 Overall 82.46% 85.96% 87.72% 89.47% 92.98%
 Type-I 0.38 0.19 0.19 0.24 0.19 
 Type-II 0.06 0.11 0.08 0.03 0.00 

T-4 Overall 96.49% 91.23% 92.98% 84.21% 89.47%
 Type-I 0.10 0.14 0.10 0.29 0.10 
 Type-II 0.00 0.06 0.06 0.08 0.11 

T-5 Overall 80.70% 80.70% 78.95% 82.46% 85.96%
 Type-I 0.52 0.38 0.38 0.24 0.19 
 Type-II 0.00 0.08 0.11 0.14 0.11 

Average Overall 84.56% 84.56% 85.96% 85.26% 89.47%
 Type-I 0.34 0.22 0.21 0.23 0.17 

 Type-II 0.04 0.12 0.10 0.10 0.07 
Note: The symbol “+” denotes an inclusion of logit to form the stacking model.  

5   Conclusion 

In this study, we have examined the effect of feature selection method for bank failure 
prediction, especially focusing on the performance of an ensemble model.  

Our findings reveal that: 1) the traditional feature selection method such as 
AVOVA or ANOVA-Stepwise can lead wrong comparative evaluations of state-of-
the-art models; and 2) proposed augmented stacked generalizer which utilizes an 
advantage of diversified feature subsets has a potential to improve both type-I error 
rate and early warning capability.  

To sum up, future direction of greater scope lies in generalizing the proposed 
approach to other bankruptcy cases. In addition, work is necessary to apply more 
sophisticated feature selection procedures. An example would be a technique that can 
detect only probabilistically relevant financial ratios in a non-redundant fashion. 
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Abstract. Mobile Ad hoc Networks (MANETs) is power constrained since 
mobile nodes operate with limited battery energy. So battery life is also 
important research issue in the routing protocol design. During packet 
transmission over multi-hop nodes, if a node failed, it should be caused link 
failure and source node will perform route recovery. It results that increases 
time of route recovery and packet loss rate.  The objective of this study is to 
reduce route failure caused by dead nodes which consume all the battery life.  
We propose a new routing protocol based on AODV which provides an ability 
of changing routes to neighbor nodes before some of intermediate nodes be 
shutting down. From extensive simulations, results show that possibility of cut-
offs and time-delay caused by packet-loss have been decreased and also 
improve overall performance by comparison with original AODV. 

1   Introduction 

A Mobile Ad hoc Network (MANET) [1,2] is an autonomous distributed system that 
consists of a set of mobile nodes that move arbitrarily and use wireless links to 
communicate with other nodes that reside within its transmission range. Because of 
limited radio propagation range, mostly routes are multi-hop.  

Routing protocols without consideration of energy consumption tend to use the 
same paths for given traffic demands, which results in a quick exhaustion of energy of 
the nodes along the paths if those traffic demands are long-lasting and concentrated. 
This problem can become more serious where multimedia applications are being 
supported since the traffic is long lasting and the amount of data being transferred is 
quite large. As the use of it becomes increasingly widespread in ad hoc network 
environments, energy conservation issues are becoming more significant. 
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Since the participating nodes equipped with battery, power conservation is critical 
to extending the lifetime of a functioning network. Actually, a number of routing 
algorithms have been proposed to provide multi-hop communication in wireless ad 
hoc networks taking into account energy. 

Minimum Total Transmission Power Routing (MTPR) [7], Minimum Battery Cost 
Routing (MBCR) [8] and Min-Max Battery Cost Routing (MMBCR) [9] are examples 
of existing energy awared routing protocol. These protocols focused on finding the 
best path to maximize the system lifetime which is defined as duration from the 
beginning of the service to the first time of some node’s energy depletion. 

In this paper, we propose an enhanced routing protocol based on AODV named 
LRCA (Local Route Change Scheme in AODV) considering the battery life of mobile 
nodes. The rest of this paper is organized as follow. In the section 2, we describe the 
proposed approach. In the section 3, we evaluate performance of the proposed scheme 
through a set of simulations and compare it to the original AODV [3] [4]. Finally, we 
describe future work and conclusion. 

2   Local Route Change Algorithm  

As mentioned in previous section, the wireless mobile nodes have finite battery 
supply and in many cases the nodes are installed in an environment where it may be 
hard (or undesirable) to retrieve them to change or recharge the batteries such as 
wireless sensor networks. Because of limited power of mobile devices and 
difficultness/high costs of recharging battery, nodes could be failed by consuming all 
its energy and will not be available then all routes that traverse the failed node will be 
broken. When a link-breakage caused by node failure occurred, transmitting nodes 
will try to re-establish path to reach its destination. It results that increase packet 
latency and overhead of routing packets and also packet loss rate. 

In this study, we will focus on the routing protocol design to reduce link-failure 
which caused by node failure and improve efficiency of routing protocol. To achieve 
this goal, Routing protocol should have ability of local route change from node which 
has low battery life to alternative node.  

Figure 1 illustrates a scenario of the proposed scheme. When a node receives 
DATA packet, if this node has low battery life, it broadcasts HELP message to its 
neighbors with sender address ‘A’ and next-hop address ‘C’ as shown in figure 1 (a). 
When a node receive a HELP message, if a node has sufficient energy and two 
addresses ‘A’ and ‘C’ are belong to my neighbors than send an OK packet to the node 
that sent HELP as shown in figure 1 (b). The node ‘B’ choose the node address ‘E’ 
and send RCRQ(Route Change ReQuest) message with address ‘D’ to sender ‘A’ 
(figure 1 (c)). After receiving a RCRQ message, the node ‘A’ changes the route to the 
node ‘E’ from ‘B’ as like as figure 1 (d). 

For providing local route change ability in AODV, we have designed new 
messages as depicted in figure 2: HELP, OK and RCRQ. Where ‘energy-status’ is the 
battery life of the transmitting node. The size of energy-status field is 2 bit and each 
value means that; ‘0’ is full, ‘1’ is high, ‘2’ is medium and ‘3’ is low.  
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Fig. 1. An example scenario of LRCA 

Determine energy status 
In LRCA algorithm, we determine ‘energy-status’ with current battery life as bellows.  
Where Elow = low threshold of battery, Emed  = medium threshold of battery, Ehigh  = 
high threshold of battery, cap : the capacity of battery and en : current energy. 

Initial Conditions:  Elow = 0.2* cap;  Emed = 0.4* cap; Ehigh = 0.6* cap; 
If en < Elow than energy-status = 3; 
Else if Elow < en  < Emed than      energy-status  =  2; 
Else if Emed <  en  < Ehigh  than    energy-status =  1; 
Else energy-status = 0; 

For gathering energy information of neighbor nodes, we modify HELLO message 
and neighbor list in AODV protocol by adding 2 bits of ES field.  

 

Fig. 2. New messages for LRCA 

3   Numerical Results 

In this section, we evaluate performance of our LRCA scheme using extensive 
simulations and compare its performance with traditional AODV by using NS2 
simulator [10]. An ad hoc network used for simulations is that consists of 60 mobile 
nodes in 1.0 km × 1.0 km area. Each node uses IEEE 802.11 MAC protocol and the 
used channel model is Wireless channel/Wireless Physical propagation model. Traffic 
sources are CBR (Constant Bit Rate) and generate UDP packet in every 0.1 sec. The 
size of UDP packet is 1024 bytes. The simulation time is set to 200 seconds. From 5 
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to 15 CBR source are used for the experiment. Initially, all the nodes are assumed to 
have full battery of 200 joules; battery capacity was set to enough value to scale down 
the simulation time. Receiving and transmitting power are set to default value as 
given by NS2. Before running simulation, current energy of 20% of nodes are set to 
30 – 60 joules randomly to investigate the effect of LRCA.  

Figure 3-(a) depicts the number of routing packets of AODV and AODV with 
LRCA scheme. We can observe that LRCA reduces the number of routing message 
by 1 – 20% approximately. 

 
(a)                                                                    (b) 

Fig. 3. (a) Numbers of routing messages (b) Numbers of RERR messages 

 
(a)                                                                  (b) 

Fig. 4. (a) Number of HELP, OK, RCRQ msg (b) Numbers of received and lost packets 

Numbers of RERR are depicted in figure 3 (b). Obviously, the proposed LRCA 
shows that reduce the number of RERR messages compared to original AODV. It 
means that the number of link failure of LRCA is less than original AODV and LRCA 
reduce re-route discovery by initiating local route change from a node which has low 
battery life to its neighbor node. Figure 4(a) depicts numbers of HELP, OK and 
RCRQ. As the number of CBR source increases, more control messages of LRCA are 
generated. 

Figure 5 (b) shows the number of received and lost packets using both the original 
AODV and the AODV with LRCA scheme. As the number of CBR connections 
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increase, more packets are injected to network and more packets are lost by collision. 
AODV with LRCA scheme improve the number of received packets and reduce 
packet loss as shown in figure 5(b). 

4   Conclusion 

Due to limited battery life of mobile node, energy is a main research issue in routing 
protocol design as well as mobility. If a node consumes all battery life then the node 
will not be available and all routes that traverse this node will be broken. RERR 
messages will be transmitted to source node and source nodes initiate route discovery.  

This is quite negative effect to performance in MANETs in terms of routing 
overheads and packet transmission latency. To solve this problem, we proposed new 
algorithm named LRCA for route maintenance based on AODV. Our algorithm quite 
differ with other energy based routing protocols. Related works are focus on route 
discovery to minimize power consumption or effective power distribution. To 
minimize link breakage caused by power depletion of node, LRCA try to change path 
from a node which has low battery to its neighbor. To evaluate the validity of LRCA 
scheme, we compared its performance with the original AODV protocol by 
simulation. Results show that the proposed scheme can reduce link breakage, routing 
overhead and also improve end-to-end packet transmission and reduces packet loss. 

Acknowledgement. This paper was supported by Research Institute of Engineering 
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Abstract. This paper presents a real-time agent service layer (RT-ASL) that is 
built on CORBA, in order to use a high-level abstraction of software agents for 
ubiquitous computing. There are four important characteristics in designing RT-
ASL: message passing communication mechanism for agent communications, 
agent service discovery mechanism, real-time agent communication language, 
and real-time generic scheduling interfaces. This paper clarifies the importance 
of such design decisions and their meanings in ubiquitous programming. 

Keywords: Agent oriented programming, Distributed multi-agent systems, 
Ubiquitous computing, Distributed objects, CORBA. 

1   Introduction 

Since Yoav Shoham introduced the concept of agent oriented programming, it has 
been one of the highly studied research issues especially in the realm of distributed 
artificial intelligence [1]. According to his sentinel paper, an agent is an extended 
concept of objects to higher abstraction. The two notable features are the 
anthropomorphic abstraction and the use of common language called an agent 
communication language (ACL). Meanwhile, ubiquitous computing has emerged on 
the information technology scene just a few years ago but became one of the most 
heavily used buzzwords in these days. Many promising scenarios envisioned by 
ubiquitous computing would be only possible when programmers are conveniently 
able to write interoperable distributed programs under friendly programming 
environments. Since we have been experienced enough how much difficult and 
complicated the task of distributed programming is, it would be a far greater 
nightmare for application programmers to write intelligent programs, which are 
context-aware, autonomous, mobile, distributed and collaborative with each others, 
working in constantly changing computing environments. It is very hard to define the 
standard programming interfaces in object-oriented design style due to its evolving 
property. A new programming abstraction called software agent [2] can be regarded 
as a viable way to deal with such an add-on diversity and complexity due to the 
ubiquity of computing components. We believe the agent programming abstraction 
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Development, S. Korea, under the grant of the second stage of BK21 project. 
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beyond object orientation is an effective way of expressing the dynamic and 
continuously evolving computing environments since it provides a higher abstraction 
than the conventional object interconnection technology.  

In this paper, we present a real-time agent service layer (RT-ASL) architecture on 
CORBA. Using this top-level service layer, programmers can write a multi-agent 
based distributed program, and the agent communication will be implemented 
transparently via the traditional CORBA services [3].  

2   Related Work 

Many software architectures have been studied to support distributed multi-agent 
systems. The DECAF (Distributed Environment-Centered Agent Framework) [4] and 
JADE (Java Agent Development Framework) [5] are early developed Java-based 
multi-agent system. They accept KQML (Knowledge Query Manipulation Language) 
or FIFA-ACL for agent communication, and provide system agents called 
matchmaker or directory facilitator for dynamic service registration and discovery. 
They intended to provide the full-fledged support for distributed multi-agent system, 
so they decided to rely on their own proprietary communication mechanism without 
using an existing software bus. Since it is not practical for an evolving technology like 
ubiquitous computing to use a non-standard mechanism, several other agent systems 
have tried to develop using CORBA as their communication infrastructure. KCobalt 
[6] used CORBA communication mechanism in order to implement KQML 
descriptions among distributed multi-agents. KCobalt provided an automated 
translation from KQML to CORBA IDL definitions. RTMAS [7] adopted the same 
approach with KCobalt but extended KCobalt implementation to include real-time 
agent communications. They extended the expressiveness power of the agent 
communication language KQML with real-time QoS requirements and capabilities 
through new performative parameters. In our RT-ASL implementation, we adopt a 
notification service to implement agent communications in an asynchronous loosely-
coupled communication model for dynamic binding. We also adopt the real-time 
ACL as proposed in RTMAS [7], and a generic service discovery and real-time 
scheduling interface architecture. 

3   Architecture for Agent Service Layer 

Our RT-ASL architecture can be characterized as follows. First, an asynchronous 
loosely-coupled communication model is adopted for an agent to be implemented in 
object interconnection technology using CORBA Notification Service. RT-ACL 
messages are delivered in terms of structured CORBA events. Second, RT-ASL 
provides three system agents, which are facilitator, broker, and marketplace agents, 
respectively, so that programmers can construct their own agent-based ubiquitous 
applications. Third, the underlying agent communication language basically follows 
the standard specification in FIPA-ACL [8] with an extension of real-time 
capabilities. Last, the real-time scheduling architecture is incorporated in the layer. In 
this section, we present the internal design for the RT-ASL from these perspectives. 
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3.1   Overall RT-ASL Architecture 

RT-ASL is built on top of the CORBA middleware. Fig. 1 shows the overall 
architecture of distributed multi-agent systems using RT-ASL. An agent working on 
the RT-ASL is thus a CORBA application in itself that uses RT-ASL APIs. An agent 
consists of AgentMain(), message queue, incoming message handler CORBA 
object, and other standard RT-ASL core APIs like SendACLMsg(), 
GetACLMsg(), and so on. AgentMain() is a main body of an agent program that 
should be written by an agent programmer. Incoming message handler object creates 
an event channel that is used for CORBA Notification Service. If an event is 
occurred, the message handler object translates the event object into an RT-ACL 
message and stores it in a message queue. An agent application continuously accesses 
the message queue and takes an RT-ACL message to execute a proper action 
according to the direction specified in the RT-ACL message. 

 

Fig. 1. RT-ASL Architecture 

3.2   Message Transport for Real-Time Agent Communications 

In RT-ASL, CORBA “Notification Service” is used as an underlying message 
transport for delivering agent communication languages among distributed agents. 
The CORBA Notification Service is built on top of the CORBA event service for 
backward compatibility with existing applications using the CORBA event service. 
Many important services that are useful for agent message transport are provided by 
the CORBA Notification Service like untyped events contained within an “Any” data 
type, typed events, structured events, event filtering, different QoS parameter settings, 
and so forth. 

3.3   Agent Service Discovery 

In distributed multi-agent systems, the service discovery is an essential mechanism 
for multiple agents to cooperate with each other in harmony. In our work, we provide 
three different kinds of system agents that are used for an agent to discover a service 
that it needs to ask, which are a facilitator agent, a broker agent, and a marketplace 
agent. The facilitator agent maintains its own catalog of registered services. If a client 
agent asks a particular service, it directly asks such a request to the facilitator agent, 
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and the facilitator takes in charge of replying to the request. The broker agent simply 
mediates a service request between a client and a server. When a particular service is 
discovered, the broker informs it to the client agent, and the client directly sends a 
request to the server agent. A service agent does not have to register its service to the 
marketplace agent. Rather, a client agent registers its request to the marketplace agent, 
in advance. Whenever a service agent gets no message to process, it may voluntarily 
browse the marketplace agent to see if there is any request that can be served. In other 
words, a service agent actively tries to discover a request, in this case. 

3.4   Real-Time ACL 

For simple applications the messages communicated to and from agents may be quite 
simple. In this case, the agent communication language is nothing more different than 
an argument passing in a procedural way. However, the high-level abstraction of an 
agent enables us to express more complicated beliefs and intentions which should be 
regarded as knowledge. Our RT-ACL shares the same extensions with RT-KQML 
that is used in RTMAS [7], although we use the FIPA-ACL instead of KQML [9] as a 
base ACL for real-time extension as shown in Fig. 2. 

 

Fig. 2. RT-ACL with a real-time extension 

3.5   Real-Time Scheduling Interface 

RT-ASL provides a set of generic interfaces for the design-to-time real-time 
scheduling [10] architecture. In design-to-time scheduling uses the analyzed 
scheduling result by TAEMS (Task Analysis, Environment Modeling, and 
Simulation) in which there are three scheduling components: initial alternative 
generation, scheduling, and scheduling analysis. Thus, RT-ASL provides three 
scheduling interfaces that correspond to the TAEMS scheduling components, i.e. the 
interfaces for task tree generation, scheduling list generation, and scheduling analysis. 
We assume a service is organized hierarchically and consists of multi-agents. A 
service agent that responds to a client agent is a top-level task in a task tree, which 
manages the lower-level sub-functional agents with a proper scheduling algorithm.  

4   Conclusion 

We have presented the RT-ASL, a CORBA-based real-time agent service layer, 
which helps to write an agent-based ubiquitous application without having to wrestle 
with the complexities due to distributed object interconnection. We discussed why a 
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higher abstraction than object is needed for ubiquitous computing environments, and 
why conventional static method invocation-based implementation of agents cannot 
solve the problem of object interconnection. In summary, we chose to use the 
CORBA Notification Service as an underlying communication infrastructure for agent 
communications. We also briefly presented the three different types of service 
discovery mechanism by which agent programmers have a freedom to choose for 
their own application, and a set of generic scheduling interfaces based on the design-
to-time real-time scheduling architecture. We have implemented the prototype of RT-
ASL on Redhat linux 9.0 with kernel version 2.4.20-8, using ACE+ TAO-1.3a [11] 
with latest patches version as a CORBA Ver. 2.6 compliant ORB. 
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Abstract. In this paper we propose an improved E-Learner commu-
nities self-organizing algorithm based on Hebbian Learning Law, which
can automatically group distributed e-learners with similar interests and
make proper recommendations. Through similarity discovery, trust
weights update and potential neighbors adjustment, the algorithm imple-
ments an automatic-adapted trust relationship with gradually enhanced
satisfactions. It avoids difficult design work required for user prefer-
ence representation or user similarity calculation. Hence it is suitable
for open and distributed e-learning environments. Experimental results
have shown that the algorithm has preferable prediction accuracy and
user satisfaction. In addition, we achieve an improvement on both satis-
faction and scalability.

1 Introduction

E-Learning which breaks the traditional classroom-based learning mode enables
distributed e-learners to access various learning resources much more convenient
and flexible. However, it also brings disadvantages due to distributed learning en-
vironment. Thus, how to provide personalized learning content is of high priority
for e-learning applications.

An effective way is to group learners with similar interests into the same
community[1]. Through strengthening connections and inspiring communica-
tions among the learners, learning of the whole community will get promotion. To
achieve a better performance and a higher scalability, the organizational struc-
ture of the community would better be both self-organizing and adaptive[2].

We have investigated the behavior of students in the Network Education Col-
lege of Shanghai Jiaotong University and found out that learners have strength-
ened trusts if they always share common evaluations or needs of learning resources,
which is very similar with the Hebbian Learning theory proposed by Hebb D.O.
based on his observation on bio-systems [3].

In this paper, we present an improved E-Learner communities self-organizing
algorithm relying on the earlier work by F. Yang [4]. The algorithm uses cor-
responding feedback to adjust relationships between learners, aiming to find
� Supported by National Natural Science Foundation of China. Grant No. 60372078.
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similar learners and provide facilities in their collaboration. Experimental re-
sults have shown that the algorithm has preferable prediction accuracy and user
satisfaction. In addition, we achieve an improvement on both satisfaction and
scalability.

2 Framework of Collaborative Agent

2.1 Agent Feature

Each agent in the community holds a set of resources, which are rated by the
user. A bigger rating number means a better evaluation on one resource. Each
agent can only be aware of its neighbors, while other agents are out of sight and
can not be communicated with directly. No central agent or server exists, so it
does not matter any agent breaks down or quits from the community. Hence, it
forms a pure P2P environment.

We define TNLi to be the trusted neighbor list of user ui, storing the infor-
mation of ui’s trusted neighbors and the related trust weights.

2.2 Query Behavior

During the operation of the system, a particular learner could be given lots
of candidate resources for reading. He could then send out a request to his
trusted neighbors asking for their advices. Such kind of request will be referred
to “query”.

If the neighbor finds that the queried resource has not been evaluated, it will
then forward this query to its neighboring agents. The depth that a recommen-
dation query will be forwarded is controlled by TTL (time-to-live), to avoid
unlimited recurrence. Every time a query has been forwarded, the TTL will be
decreased by one. Once the TTL reaches zero or the evaluation on the queried
resource has been found, the forward process will cease and the corresponding
result will be sent back along the query path.

3 Self-organizing Weight Update Algorithm

3.1 Trust Weight Update Algorithm

When ui sends a query on rk to t neighbors,ne1, ne2,· · ·,net, the query spreads
along t pathways and will get t ratings v1

k, v2
k,· · ·,vt

k back before TTL decreases
to 0. We compute the recommendation rating on rk as:

∗vi
k =

t∑
j=1

wi,j · vj
k∑t

j=1 wi,j

=

∑t
j=1 wi,j · vj

k∑t
j=1 wi,j

(1)

The rating vj
k denotes an individual view from the neighbor nej . After reading

the resource rk, user ui makes an rating vi
k himself. The difference between vj

k

and vi
k is the key to update trust weights between users.
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Fig. 1. Structure of Trusted Neighbor
List

Fig. 2. Updating of Trust Weights
Among Neighbors

Based on the Hebbian learning law, we define the trust weight increment
strategy in the recommendation network as Equation 2

wi,j = wi,j +Δwi,j , Δwi,j = η · vj
kv

i
k (2)

where η is the learning rate.
We hope a great difference between vj

k and vi
k makes wi,j decrease while a

little difference makes it increase. So a threshold T1 is set to determine the
update direction. Besides, if two users have similar ratings in the higher interval
or lower interval at [0,1], that means they both specially ”like” or ”dislike” this
resource. It makes sense to strengthen the connection between these two users.

κ =
{

1 + |vj
k + vi

k − 1| if |vj
k − vi

k| ≤ T 1
−1 if |vj

k − vi
k| > T 1

(3)

If κ > 0, we say ui get a positive response. At the same time, greater difference
should lead to more decrease, and less difference should lead to more increase.
So h is defined to emphasize these differences.

h = 1 +
∣∣2|vj

k − vi
k| − 1

∣∣ (4)

The learning rate should include the two factors above, besides, a pre-defined
parameter β is need to control the overall rate. Hence,

η = β · κ · h (5)

3.2 Potential Neighbor Structure Adaption

In order to speed the community organization process, we add a Potential Neigh-
bor List (PNL) to store the neighbors with similar interests but without direct
connections.

If a long query pathway (length>1) returns a similar rating with the current
user, we can deduce the end user ue in the pathway is qualified for a potential
neighbor. The strategy of management for the PNL is as follows:
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– If ue ∈ PNLi, then update its trust weight wi,e:

wi,e = wi,e +Δwi,e, (6)

where Δwi,e is calculated by Equation 2.
– If ue /∈ PNLi and PNLi is not full, insert ue into PNLi and calculate the

trust weight as shown in Equation 7.

wi,e = Δwi,e (7)

– If ue /∈ PNLi and PNLi is full, calculate wi,e by Equation 7, and check if
there exists any potential neighbor nel with a lower trust weight than wi,e.
If there is, insert ue into PNLi and delete nel.

After each update of the trust weight (in TNL as well as in PNL), check the
user uk with the highest trust weight wmax

k in PNLi . Insert it into TNLi if the
list is not full. Otherwise, check the user with lowest trust weight wmin

k in TNLi

and whether it is lower than wmax
k . If it is, switch it with user uk.

The update strategy is shown in Fig. 2, in contrast with Fig. 1.

4 Experiments and Evaluations

We define the term “satisfaction” as a main measurement of performances
achieved by agents’ behaviors. Each positive recommendation should lead to
increasing of the receiver’s satisfaction, otherwise, to decreasing.

So the satisfaction is related to the trust weight increment. In order to limit
the satisfaction from -1 to 1 and create a nonlinear convex curve due to the
principle of diminishing marginal utility, the satisfaction is calculated as:

Δ∗wi,j = Δ∗wi,j + η · ∗vi
kv

i
k, S = 2arctan(ρ ·Δ∗wi,j)/π (8)

where ρ controls the rate of the increment and Δ∗wi,j is initialized to be 0.
The Hebbian Learning algorithm implemented by Yang[4] was used as a

benchmark in contrast with the improved algorithm specified in this paper. The
former was referred to “Traditional H. L.” while the latter to “Improved H. L.”.

As the total behaviors of the learners increase, the average satisfaction of the
community climbs as illustrated in Fig. 3 with 500 users involved. After 5000
behaviors performed, the performance of the Improved H. L. will exceed the
Traditional H. L., which proves its effectiveness in satisfying the recommendation
need of learners.

Since each user only sends the query to the users selected, Hebbian Learn-
ing algorithm has a much lower calculation complexity than the memory based
recommendation algorithm such as the Item-based Collaborative Filtering [5],
which always has a time complexity of Ω(n2). The Fig. 4 shows that the be-
haviors required by the Hebbian Learning algorithm increased almost linearly in
relation to the number of users. In addition, the Improved H. L. achieves a little
better performance than the Traditional H. L.
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5 Conclusion

This paper has introduced a novel method to find and organize similar learners
in an E-Learning community. This method is based on the Hebbian Learning
law, and takes improvements relying on the earlier work by Dr. Yang[4].

The algorithm presented in this paper avoids difficult design work required
for user preference representation or user similarity calculation, while reflect user
preferences accurately. In addition, because the community is organized based
on P2P communication and local interaction, it is suitable to work in open and
distributed environments.
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Abstract. An expert system is newly proposed to recover the broken fragments 
of relics into an original form. The system automatically assembles the frag-
ments of tombstones by placing them in the right position. The system consists 
of three processes: aligning the front and letters of an object, identifying the 
matching directions, and determining the detailed matching positions. Least 
squares fitting, geometric and RGB error, and vector similarity methods are ap-
plied to the matching process. The system’s algorithm has been simplified in 
contrast to the previous methods relying on relatively complex methods. 2-D 
translations via fragments-alignment save the computational load significantly. 
The benefit of proposed method is proven in the project of Ministry of Culture 
and Tourism and Ministry of Information and Communication of the Republic 
of Korea. 

1   Introduction 

The technology of retrieving digital images can have wider applications than ever 
before in today. One of the interesting applications is the digitalization of cultural 
assets. If cultural assets can be digitized as contents, they can be very useful to people 
in society. Due to their fragile and aging natures, special attention should be paid to 
cultural assets. It is very likely that computer vision and graphic technique can be 
very useful in the restoration task of excavated relics.   

In the area of the reconstruction of fragments, there have been considerable studies.  
Most of them are on 2-D jigsaw puzzles. Among them, Wolfson [1] solved the puzzle 
by representing the boundary curve in polygonal approximation. Goldberg, Malon, 
and Bern [2] solved puzzles where fragments have border within more than four 
neighbors. Their ideas can be applicable to a variety class of puzzles. Other algo-
rithms in 2-D problem can be found in Radack [3] and Wolfson et al. [4]. Most previ-
ous works on solving jigsaw puzzles mainly have been conducted on 2-D objects. 
However, 3-D solid modeling can be more reasonable in real-world problems.  

Our research is distinct from previous researches in that the object of recovery is 
the Hwaeomseokgyeong that is the stone sutra in the Hwaeom temple in Korea. Since 
the stone sutra was designated as the Treasures No. 1040 by Cultural Properties  
Administration in 1991 [5], its recovery has been of special importance to the  
                                                           
* Corresponding author. 
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preservation of Korean cultural heritage. There have been few prior studies associated 
with the reconstruction of stone monuments like the Hwaeomseokgyeong. From both 
of economic and cultural standpoints, the theme is sure to be of great value. 

We propose newly an expert system for recovering the broken fragments of relics 
into an original form by tracing the right matching positions. The proposed system 
works in the following sequences: (1) the raw fragments of relics are transformed into 
the converted 3-D fragment models through image-scanning with a 3-D range scan-
ner: (2) they are preprocessed through least squares fitting to the front faces and let-
ters thereon to obtain the 3-D vector data: and (3) the right directions and detailed 
matching positions for assembling are determined through the calculation of the vec-
tor similarity and the geometric and RGB error between the fragments of relics. 

2   System Architecture and Procedure 

The system for fragments-matching uses as an input the scanned data of broken frag-
ments (see Fig. 1). They consist of vertexes and are stored into a database through 
triangulation. In order to ensure consistent data format, the scanning of all fragments 
should be made using the same device under the same conditions. Since the fragment 
information stored in the 3-D image is entered in arbitrary directions, it is difficult to 
match fragments without searching the front of the object and the vertical alignment 
of letters.    

 

Fig. 1. Flow of Matching System 

The front of the object corresponds to the face with letters engraved in intaglio(see 
Fig. 2.). By using this fact in matching fragments, we can align the front of a fragment 
parallel to X-Y plane. We make a plane by choosing three points in the front of the 
fragment and obtain normal vector of the plane. We calculate the angle of rotation of 
the plane to X-Y plane and rotate the fragment. We call this the front alignment.  

Most sculptors, when engraving letters on the tombstone, predetermine the direc-
tion of arranging letters. The data on the letters appears, as shown in Fig. 2. Thus, it is 
possible to align the column of letters in line with the Y axis. As shown in Fig. 2, a 
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bounding box is constructed using the minimum and maximum points among the 
vertexes representing the individual letter. The center of the bounding box is deter-
mined as an average of the coordinates of X and Y axes for each letter. We obtain the 
letters data and calculate the center of each letter. We find a line of the column of 
letters by using least squares fitting (LSF) technique and calculate the angle between 
the line and Z axis. We rotate the fragment. We call this letters alignment in this pa-
per. LSF is used for the letters alignment. LSF is a method of finding a line (or a 
curve) such that the summation of vertical distances between data points and the line 
(or the curve) is minimized [6]. Once the fragments are in the front and letters align-
ments, the translation into X and Y axes only is required without the rotation onto X, 
Y, and Z axes in order to determine the matching positions.  

 

Fig. 2. Extraction of Letter Data Using the Cross (Overlapped) Lines between the Front of the 
Fragments and the Plane 

After front and letters alignments are accomplished, a vector representing the fea-
ture of aligned fragments is obtained based on the boundary curve of each fragment. 
In order to reduce the computational cost, the vector data is subject to the process of 
decimation. The vector data of each fragment in the database is generated from the 
data on crossing lines between the parallel plane and the front of each fragment. We 
determine the direction of matching based on the vector data on the top, bottom, left, 
and right of the fragment. Matching process is divided into two steps by the vector 
data. First, we determine matching directions between fragments with inner product 
(vector similarity) [7]. Vectors with the same direction have cosine value of ± 1, and 
the absolute cosine value become larger as they increase in parallel. Second, we de-
termine matching positions between fragments based on geometric and RGB errors.  

The geometric error is the number of the background-mapped pixels caused by 
matching each captured image [8]. The error is calculated as a result of traversing the 
composite image of temporarily combined fragments. That is, it is the area size of the 
crack which appears when two fragments are matched. The background color-mapped 
pixel indicates the area size of the crack. Because this traversal method only finds the 
background color-mapped pixels with no other operations, the required time is inde-
pendent of the complexity of the input models. It is only dependent on the resolution 
of the captured image. In order to match each captured image more effective, we 
considered RGB information of adjacent faces as well as geometric error.  

The lengthwise RGB error can be obtained by comparing the RGB difference be-
tween the pixels of the same X coordinate. Likewise, the crosswise RGB error can be 
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calculated with the RGB difference between the pixels of the same Y coordinate 
along the matching boundary. 

The comparative advantage of our method lies in the new scheme designed for 
eliminating false matching positions by calculating the RGB difference as well as the 
simple geometric between the corresponding fragments. Equation (1) describes com-
bined errors where the weight parameter ( ) is chosen by the users. Where Egeo is the 
geometric error and Ergb is RGB error, respectively, 

rgbgeo EEE )1( αα −+= . (1) 

After the optimal matching position is found, each fragment is aligned at the corre-
sponding place by performing a reverse operation on the transformation and scaling. 

3   Experimental Results 

We illustrate the recovery system using the Hwaeomseokgyeong, which is the stone 
sutra in the Hwaeom temple in Korea. Some 9 fragments were used as experimental 
fragments. Fig. 3 shows the pictures after final matching according to different values 
of . The equal weighting between geometric and RGB information (  = 0.5) per-
forms the best, while  = 0.0 or  = 1.0 does not yield favorable results. Particularly,  
= 0.2 produced the poorest performance. The circled parts show false matching in Fig. 
3. The performance is a result from the judgment by cultural arts experts. 

 
   (a)  = 1.0 (Geometric Distance Only)                                   (b)  = 0.2 

 
(c)  = 0.0 (RGB Only)                                (d)  = 0.5 (Best Result) 

Fig. 3. Matching Results According to  
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4   Conclusion 

In this paper, an expert system is developed for recovering damaged fragments 
through a series of systematic processes: arranging in the front and letter; identifying 
the matching directions; and determining the matching positions. The least squares 
fitting (LSF) was used for letters alignment. The identification of matching directions 
was made using the similarity technique based on inner product. The geometric and 
RGB errors were employed to find the matching positions. The system was applied to 
recovery projects of the Hwaeomseokgyeong that is the stone sutra in the Hwaeom 
temple in Korea.  

The recovery system can be a pioneering expert system for recovering cultural as-
sets such as monuments. This attempt can work as a stepping-stone for further studies 
in this area. In addition, the system can deal with both damaged and undamaged frag-
ments. This can yield wider and more realistic applications. The system’s algorithm 
was simplified in contrast to the previous methods relying on relatively complex 
methods. It turned out that the technique of 2-D translations via fragments alignment 
enables us to save the computational load significantly.  
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Abstract. Generated by integrating the multiagent systems and evolutionary 
algorithms, Multiagent Evolutionary Algorithm for PFSPs (MAEA-PFSPs) 
enables the agents to interact with their environment. With three designed 
behaviors, each agent increases energy as much as possible, so that MAEA-
PFSPs find the optima. In the experiments, 29 benchmark PFSPs are used to 
compare with a GA-based algorithm, and good performance is obtained. 

1   Introduction 

In this paper, we integrate the multiagent systems and evolutionary algorithms (EAs) 
to form a new algorithm, Multiagent Evolutionary Algorithm for Permutation Flow-
shop Scheduling Problems (MAEA-PFSPs). In MAEA-PFSPs, all agents live in a 
lattice-like environment. Using three designed behaviors, MAEA-PFSPs enables the 
agents to sense and act in the lattice environment, thus each agent increases its 
energy to find the optima. Experimental results show good performance of  
MAEA-PFSPs. 

2   Multiagent Evolutionary Algorithm for Permutation Flow-Shop 
Scheduling Problems  

2.1   Agent for Permutation Flow-Shop Scheduling Problems  

One encoding method in common use for PFSPs is permutation of n  jobs: 

1 2,  , , ,  and

,  ,  1,2, , ,  1,2, ,
n

i j

P P P

i j P P i n j n

∀ ∈ =
∀ ≠ ≠ = =

SP P
 (1) 

Definition 1: Suppose a  represents an agent for PFSPs, its energy is defined as 

 , ( ) ( )Energy makespan∀ ∈ = −Sa a a  (2) 
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Each agent is represented by the following structure: 

Agent = record 
P : ∈P S ; E : The energy of the Agent, ( )E Energy= P ; 
SL : The flag for the self-learning behavior. 
S : The stress the Agent suffers, which will be 
    defined later. 

End. 

2.2   Environment of Agents 

Definition 2: All agents live in a lattice-like environment, L . The size of L  
is size sizeL L× . The neighbors of ,i jL , ,i jNeighbors , are defined as follows: 

{ }, , , , ,,  ,  ,  i j i j i j i j i j′ ′ ′′ ′′=Neighbors L L L L  (3) 

1 1 1 1
where  ,    ,

1   1

1 1 
,    .

1     1       

size size

size size

size size

i i j j
i j

L i L j

i i L j j L
i j

i L j L

− ≠ − ≠
′ ′= =

= =

+ ≠ + ≠
′′ ′′= =

= =

 

The agent lattice can be represented as the one in 
Fig.1. Each circle represents an agent, and the 
paired numbers represent its position in the lattice. 
Two agents can interact with each other if and only 
if there is a line connecting them. 

2.3   Behaviors of Agents 

Competitive behavior: Suppose that ,i jMax is the agent with maximum energy 

among the neighbors of ,i jL . If ( ) ( ), ,i j i jE E≤L Max , ,i jMax generates a child 

agent, ,i jChild , to replace ,i jL , and the method is shown in Algorithm 1. 

Algorithm 1 Competitive behavior 
Input: ,i jMax : ( ), 1 2, , ,i j nP m m m=Max ;  

   Output: ,i jChild : ( ), 1 2, , ,i j nP c c c=Child ; 

   ( ),Random n i is a random integer in[ 0 , n ](not equal to i ) 
 
1 begin 
2   ( ) ( ), ,i j i jP P=Child Max ; 

3   : 1i = ; 
4   repeat 
5     if ( ( )0,1 cU P< ) then 

6     begin 
7       : ( , )l Random n i= ; 

8       ( ),i lSwap c c ; 

9      end;  
10     : 1i i= + ; 
11   until ( i n> ) 
12   ( ), :i j SL True=Child ; 

13 end. 
 

 

Fig. 1. The model of agent lattice 
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Self-learning behavior: We design the self-learning behavior for agents to improve 
the performance by making use of local search techniques. 

Suppose that this behavior is performed on ,i jL . The details are shown below. 

Algorithm 2 Self-learning behavior 

Input: ,i jL : ( ), 1 2, , ,i j nP p p p=L ; 

Output: ,i jL ; 

1  begin 
2    repeat 
3      :Repeat False= ; 
4      : 1k = ; : 1Iteration = ; 
5      while ( k n≤ ) do 
6      begin 
7        ( ),:old i jEnergy E= L ; 

8        ( ): ,l Random n k= ; 
9      ( ),k lSwap P P ; 

10     ( ),:new i jEnergy E= L ; 

11    if( new oldEnergy Energy< ) 
12      then ( ),k lSwap P P ; 
13      else begin 

14       if( new oldEnergy Energy> ) 
15         then :Repeat True= ; 
16        : 1k k= + ; 
17      end; 
18      if( 1Iteration n< − )then 
19        : 1Iteration Iteration= + ; 
20      else begin 
21              : 1Iteration = ; 
22              : 1k k= + ; 
23            end; 
24     end; 
25   until ( Repeat true= ) 
26   ( ), :i j SL False=L ; 

27 end. 

Mutation behavior: The agents with relatively low energy are under great stress of 
competition, and the stress is defined as follows: 

Definition 3: The stress of ,i jL , ( ),i j SAgent , is equal to the number of agents in 

,i jNeighbors whose energy are higher than or equal to ( ),i j EAgent .  

Algorithm 3 Mutation behavior 

Input: ,i jL : ( ), 1 2, , ,i j nP p p p=L  

         mP : A predefined real number in the range of 0~1 

  Output: ,i jL  

1  begin 

2    Compute ( ),i j SAgent ; 

3  if( ( ) ( ),0,1
4

i j
m

S
U P< ×

Agent
) 

4  then begin 
5    : ( )maxi Random n Len= − ; 

6      : ( )maxl Random Len i= + ; 

7      ( , )i lInverse P P ; 

8      ( ), :i j SL True=L ; 

9    end; 
10 end. 

2.4   Implementation of MAEA-JSPs 

At each generation, the competitive behavior is performed on each agent first. As a 
result, the agents with low energy are cleaned out from the agent lattice. Then, the 
self-learning behavior is performed and at the end is the mutation behavior.  



920 K. Hu et al. 

Algorithm 4 Multiagent evolutionary algorithm for 
permutation flow-shop scheduling problems 
  Input: MaxEvaluation : The maximum number of evaluations 
  Output: A solution or an approximate solution; 
  tL  is the agent lattice at the tht generation. t

BAgent  is 

the best agent in 0 1, , tL L L , and t
tBAgent  is the best agent 

in tL . Evaluations  increases when any energy is computed. 
1  begin 
2    for : 1i  to sizeL  do 

3      for  to : 1j sizeL  do 
4      begin 
5        Assign a random
6      permutation to 0

,i jL P ;

7        Compute ;0
,i j EL

8        ;0
, :i j SL TrueL

9       end; 

10 Update 0
BAgent ; ;: 0t

11   repeat 
12     for  to : 1i sizeL  do 

13       for  to : 1j sizeL  do 
14       begin 
15         if( ,

t
i jL wins in the

16      competitive behavior)

17           then 
1
2

, ,:t t
i j i jL L ;

18         else 
1
2

, :t
i j i j,L Child ;

19       Compute
1
2

,

t
i j EL ;

20      end;

21     Update
1
2
1
2

t

t B
Agent ;

22     if(
1
2
1
2

t

t B
SL TrueAgent )

23       then Perform the
24    self-learning behavior

25                  on
1
2
1
2

t

t B
Agent

26     for : 1i  to sizeL  do 

27       for : 1j  to sizeL  do 

28       Perform the mutation

29              behavior on 
1
2

,

t
i jL

30     Update ;1
1

t
t BAgent

31  if( 1
1

t t
Bt B E EAgent Agent )

32       then begin 

33         1 :t t
B BAgent Agent ;

34         1 :t t
Random BAgent Agent ;

35       end;

36     else ;1 1
1:t t

B t BAgent Agent

37     : 1t t ;

38   until(Makespan = or*C

39      ( MaxEvaluations Evaluation );

40 end. 

 

3   Experimental Results 

Car[6], Hel[7], and Rec[8] benchmark problems1 are used to investigate the performance 
of MAEA-PFSPs. Comparing our results with the ones generated by Improved 
Genetic Algorithm (IGA) [9], we set the conditions as: 10000000MaxEvaluation = , 

10sizeL = , 0.2cP = and 0.8mP = . BG and AG represent the best and the average of the 

percentage gaps between Makespan  and *C in 100 independent runs. We set the 

result in bold when it is better than IGA and in italic when it is worse. 

                                                           
1 http://people.brunel.ac.uk/~mastjjb/jeb/orlib/files/flowshop1.txt 
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Table 1. The experimental results of MAEA-PFSPs 

IGA MAEA-PFSPs Name n m×  *C  
BG AG BG AG Standard Deviation 

Car1 11×5 7038 0 0 0 0 0 
Car2 13×4 7166 0 0 0 0 0 
Car3 12×5 7312 0 0 0 0 0 
Car4 14×4 8003 0 0 0 0 0 
Car5 10×6 7720 0 0.61 0 0 0 
Car6 8×9 8505 0 0.76 0 0 0 
Car7 7×7 6590 0 0 0 0 0 
Car8 8×8 8366 0 0 0 0 0 

Rec01 20×5 1247 0 0.14 0 0 0 
Rec03 20×5 1109 0 0.14 0 0 0 
Rec05 20×5 1242 0 0.31 0 0.20 0.15 
Rec07 20×10 1566 0 0.59 0 0 0 
Rec09 20×10 1537 0 0.79 0 0 0 
Rec11 20×10 1431 0 1.48 0 0 0 
Rec13 20×15 1930 0.62 1.52 0 0.18 2.01 
Rec15 20×15 1950 0.46 1.28 0 0.15 3.92 
Rec17 20×15 1902 1.73 2.69 0 0.11 3.20 
Rec19 30×10 2093 1.09 1.58 0.28 0.61 4.83 
Rec21 30×10 2017 1.44 1.52 0.44 1.12 7.36 
Rec23 30×10 2011 0.45 0.99 0.44 0.50 0.70 
Rec25 30×15 2513 1.63 2.74 0.43 0.93 5.27 
Rec27 30×15 2373 0.80 2.11 0.56 0.98 3.97 
Rec29 30×15 2287 1.53 2.59 0.78 1.19 6.28 
Rec31 50×10 3045 0.49 1.62 0.10 1.52 8.34 
Rec33 50×10 3114 0.13 0.75 0 0.12 1.32 
Rec35 50×10 3277 0 0 0 0 0 
Rec37 75×20 4951 2.26 3.49 2.72 3.13 12.44 
Rec39 75×20 5087 1.14 1.93 1.61 1.92 8.93 
Rec41 75×20 4960 3.27 3.78 2.70 3.01 11.44 
Hel01 100×10 513 - - 0.38 0.38 0 
Hel02 20×10 135 - - 0 0.22 0.45 

As can be seen, MAEA-PFSPs outperforms IGA at BG columns on 12 out of 29 
problems, and on 17 out of 29 at AG columns. It finds the optimal solutions at least 
for one time on 20 problems with the results of the rest very close to the optima. 
What’s more, the small values at the last column indicate the steadiness. 
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Abstract. This paper presents a new design of mobile epilepsy warning system 
for medical application in telemedical environment. Mobile Epilepsy Warning 
System (MEWS) consists of a wig with a cap equipped with sensors to get 
Electroencephalogram (EEG) signals, a collector which is used for converting 
signals to data, Global Positioning System (GPS), a Personal Digital Assistant 
(PDA) which has Global System for Mobile (GSM) module and execute Artifi-
cial Neural Network (ANN) software to test current patient EEG data with pre-
learned data, and a calling center for patient assistance or support. The system 
works as individual sensors obtain EEG signals from patient who has epilepsy 
and establishes a communication between the patient and Calling Center (CC) 
in case of an epileptic attack. MEWS learning process has artificial neural net-
work classifier, which consists of Multi Layered Perceptron (MLP) neural net-
works structure and back-propagation training algorithm. 

1   Introduction 

Epilepsy can present unique challenges to anyone with the disease. This already diffi-
cult situation can be exacerbated by poverty, lack of seizure control, transportation 
issues, and the stigma that still surrounds epilepsy [1]. For this reason, epileptic pa-
tients must be kept under control and observed and controlled with life-long care in 
order to prevent and/or minimize complications from unexpected seizures. By way of 
control some of medical pursuit systems have been developed to observe the current 
status of a patient.  

While controlling the epileptic patients, their social life should not be affected be-
cause of any equipment that is used for medical control. In the other word, if any 
patient is wanted to be observed by medical center or his family by using some medi-
cal devices connected to him, these devices should not obstruct him to walk move 
freely within society, or to create discomfort. Of course, these devices must be con-
trollable and give correct results as much as possible.  

In this paper, a new mobile warning system have been investigated and presented 
that it can be used for epilepsy patients to be under controlled and observed for their 
epilepsy attacks. Briefly, the system is a combination of Global Positioning System 
(GPS) to get exact location of patient, Mobile Phone System to send data and current 
status of patients, a wig with a cap equipped with EEG sensors to get epileptic status 
of patients, a collector and a little software run on PDA or GSM that is used for  
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converting analog signals to digital and testing EEG signals with Artificial Neural 
Network algorithm, a cancel alarm button which is used in case of signaling errors, 
and an emergency call-center to detect emergencies and evaluate patient status.  

About 1% of the world population suffers from epilepsy and 30% of epileptics are 
not helped by medication [2]. EEG signals involve a great deal of information about 
the function of the brain. Careful analyses of the EEG records can provide valuable 
insight into this extensive brain disorder.  Therefore EEG is an important component 
in the diagnosis of epilepsy. On the other hand, the classification and evaluation of 
these signals are limited, there is no definite criterion evaluated by the experts for the 
visual analysis of EEG signals. Since time domain analysis is insufficient, generally 
frequency domain analysis, different signal processing and soft-computing techniques 
of these signals are used.  

Last two decades, the recognition of the EEG signal characteristics can be carried 
out using a number of soft-computing approaches, such as Artificial Neural Networks 
(ANN) and Fuzzy Logic. For example; Alkan et al., have used logistic regression and 
artificial neural network for epileptic seizure detection [3]. In addition there are some 
other studies for detecting epilepsy using telemedicine facilities, those can be seen in 
[4],[5],[6]. 

Subasi has used dynamic fuzzy neural networks [7], Subasi et al., have used wave-
let neural networks [8], parametric and subspace methods [9] for epileptic seizure 
detection. Ceylan and Ozbay [10], Alkan et al. [3], Kiymik et al. [11], have used dif-
ferent structures of MLP neural networks. Most of the research that has been carried 
out involves utilization of MLP neural networks with one hidden layer using the back-
propagation algorithm. Very few researchers have used MLP neural networks with 
two hidden layers. 

Alkan et al. [3] have reported a solution, based on classical, modern and subspace 
spectral analysis methods for EEG signal processing using two hidden layers. In their 
study, the spectral analysis methods are used as features for the feature sets. These 
feature sets are also classified for EEG signals using an MLP neural network struc-
ture, with a back-propagation supervisor training algorithm. 

A MLP in association with the training algorithm is developed on detailed classifi-
cation between set A (healthy volunteer, eyes open) and set E (epileptic seizure seg-
ments). With usage of the data obtained from Andrzejak et al. studies [12], each of the 
ANN classifier was trained so that they are likely to be more accurate for one class of 
EEG signals than the other classes. The correct classification rates and convergence 
rates of the proposed ANN model were examined and then performance of the ANN 
model was reported. Finally, some conclusions were drawn concerning the MLP on 
classification of the EEG signals. The classification problem may be divided into 
feature extraction, dimensionality reduction, and pattern recognition. The results of 
classification accuracy of this proposal study are found to be successful. 

2   Mobile Epilepsy Warning System 

Figure 1 describes the general diagram for mobile epilepsy warning system. The key 
point of this system is creating a warning signal in case of any emergency (epilepsy 
attack) and calling the nearest ambulance service and patient’s related persons. The 
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additional innovation of this proposed system is the apparatus is physically (innova-
tive) and comfortable, enhancing the patient’s sense of esteem, because the patient’s 
apparatus is disguised as a wig or hat wired with EEG sensors, and nominally invisi-
ble to the inexperienced eye.  

 

Fig. 1. Mobile warning system for epilepsy patients 

System works in a simple way. First, wig equipped with sensors gets the EEG sig-
nal every 1 second and then sends these signals to a collector located the wig tail. This 
collector has a microchip that collects the signals from sensors and converts analog 
signals to digital data, than this data transferred to PDA fastened waist belt. ANN test 
software installed on PDA compares and tests these data with pre-learned data using a 
neural network algorithm. If there is any epileptic emergency condition then PDA 
gets current location of patient using GPS function, then waits 10 second (wait for 
cancellation and duration can be adjustable individually by patient or doctor), if there 
is no cancellation signal, next PDA creates a vibration and sends the emergency sig-
nal and little pocket of necessary data to Calling Center using SMS and ringing con-
currently. Cancel button placed on PDA, which can be used for cancellation of emer-
gency alert. If patient feels himself/herself good and thinks that this is a wrong alarm 
then this button can be used to cancel the alarm. This button is necessary because the 
wrong alert can be sent from software due to signal noises and false recognition. It is 
known that there is always a possibility to get wrong decision while using neural 
network algorithm for decision making.  

If the cancel button is not pressed that means the patient is loosing himself/herself 
and the emergency alert is correct. That time, when the calling center gets the mes-
sage then urgently transfers the data to private doctor’s computer and calls the nearest 
ambulance service with exact position of patient using an ambulance system database 
and his/her parent. Up to this point this system can be called as a classical usage of 
telemedicine system on mobile environment. But we have to emphasis that this sys-
tem supplies an excellent comfort to patients. In addition, this is not only a comfort; 
there also is a psychological and sociological aspect of using this system for a patient. 
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A hat can of course be used instead of wig. This system helps the patient to walk 
around and behave freely in society.  

Figure 2 shows the sensors’ settlement on cap. Top view of cap demonstrates the all 
possible sensors’ location and example individual sensors’ placement, which were 
determined by earlier measurement of epileptic points of patient. In order to select 
correct sensors location on the cap, these points must be designated in a laboratory 
environment by using pre-approved EEG device. Next, these points are pointed on the 
cap in their exact places and, then re-measurement must be done using the cap. If there 
is no problem using these points, then new epileptic and normal signal generated by the 
cap are stored in collector’ memory. Thus, the cap is ready to be used in outside.  

 

Fig. 2. Cap with sensors and Collector 

Appearance and placement of cap and wig is shown Figure 3. The main objective 
of creating this type of a wig is that a patient can trip freely in society. In addition 
using this wig may support to prevent the patient from unexpected accident and emer-
gency aid can be supplied by nearest ambulance and doctors.  

 

Fig. 3. Placement of cap and wig to head 

In our applications, a detailed classification between set A (healthy volunteer, eyes 
open) and set E (epileptic seizure segments) was performed. Each of the ANN classi-
fier was trained so that they are likely to be more accurate for one class of EEG sig-
nals than the other classes. The correct classification rates and convergence rates of 
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the proposed ANN model were examined and then performance of the ANN model 
was reported. Finally, some conclusions were drawn concerning the MLP on classifi-
cation of the EEG signals. 

The used EEG sets (A and E) each containing 100 single channel EEG segments of 
23.6 seconds duration, were composed for the study. These segments were selected 
and cut out from continuous multi-channel EEG recordings after visual inspection for 
artifacts, e.g., due to muscle activity or eye movements. In addition, the segments had 
to fulfill a stationary criterion Set A consisted of segments taken from surface EEG 
recordings that were carried out on five healthy volunteers using a standardized elec-
trode placement scheme (Figure 2). Volunteers were relaxed in a wake state with eyes 
open [10].  

Set E originated from the EEG archive of pre-surgical diagnosis. For the present 
study EEGs from five patients were selected, all of whom had achieved complete 
seizure control after resection of one of the hippocampal formations, which was there-
fore correctly diagnosed to be the epileptogenic zone ( Figure 2).  

After 12 bit analog-to-digital conversion, the data were written continuously onto 
the disk of a data acquisition computer system at a sampling rate of 173.61 Hz. Band-
pass filter settings were 0.53–40 Hz  (12 dB/oct.) [10]. 

3   Determination of Epilepsy on MLP Structure 

In this study a three-layered feed-forward neural network is used and trained with the 
error back-propagation algorithm. The back propagation training through generalized 
delta rule of learning is an iterative gradient algorithm designed to minimize the root 
mean square error between the actual output of the multi-layer feed-forward neural 
network and the desired output. Each layer is fully connected to the previous layer, 
and has no other connection. The cost function of the MLP is given as 

                                   ε( ) ( )n e nk
k

No

=
=

1

2
2

1

  (1) 

where ε( )n  is the instantaneous cost function at iteration n, e nk ( )  is the error from 

output node k at iteration n and No is the number of output nodes. The back-
propagation algorithm can be summarized as follows [11]: 

1. Initialization. Set all the weights and threshold levels of the network to small ran-
dom numbers that are uniformly distributed. 

2. Forward computation. Let a training example be denoted by [x(n), d(n)], with the 
input vector x(n) applied to the input layer and the desired response vector d(n) 
presented to the output layer.   

3. Backward computation. Compute the local gradients (δ) of the network by pro-
gressing backward, layer-by-layer. For neuron j in output layer L, the local gradi-
ent is given by 

Necessary formulas can be found at the study of Karlik B. et al. [13]. 



 A Novel Mobile Epilepsy Warning System 927 

In this study, the learning rate and momentum coefficient are chosen to be 0.7 and 
0.9 respectively. Simulation results show that the highest classification training accu-
racy is 97.78 % for 1000 iterations. In addition, simulation results showed that there is 
a decreasing in error level when the iteration count increases. Error levels according 
to iterations have been demonstrated in Figure 4. But this classification accuracy has 
been achieved in perfect laboratory environment. In practical aspect, test accuracy can 
reduce to approximately 50% because of many noises created by EEG sensors, 
movement of patient (even blood pressure), electromagnetic field created by antennas 
of PDA and so on. This means that almost half of attack warnings are false.   
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Fig. 4. Error levels according to iteration counts created by ANN in learning stage 

4   Results and Conclusion 

At the beginning, objective of this proposal study is to gather more reliable data to 
prevent epileptics from unexpected accidents, and to interfere as soon as possible in 
case of epileptic attacks. Data gathered so far has been achieved partly by getting 
EEG signals from a moving patient, which has made us aware the importance of more 
data for detection and decision making, particularly in relation to the usage of the 
cancellation button placed on PDA.  

Using experimental data was obtained from a patient who has epileptic attack 
(simulation data was used on some of them) and average error level in detecting epi-
leptic attack (testing) has been observed approximately 50%. There is an important 
point that there were no missed attacks, it means every attack has been detected, but 
some warnings were fake, and false warnings have been cancelled by manually. 
Therefore, all epileptic seizures were correctly identified. In addition, thanks to wig 
usage, this system supports the epileptics to feel themselves as healthy people, and 
they move relatively freely within society.  

The system presented in this paper may be advanced and future function can be 
added. For example, new signal filtering techniques can be found and applied to re-
duce errors during converting signals to data. Thus the usage of this system can be 
widened and many people having epilepsy get the chance to use warning system.    
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Abstract. Mobile devices get to handle much information thanks to the conver-
gence of diverse functionalities. Their environment has great potential of sup-
porting customized services to the users because it can observe the meaningful 
and private information continually for a long time. However, most of the in-
formation has been generally ignored because of the limitations of mobile de-
vices. In this paper, we propose a novel method that infers landmarks efficiently 
in order to overcome the problems. It uses an effective probabilistic model of 
Bayesian networks for analyzing various log data on the mobile environment, 
which is modularized to decrease the complexity. The proposed methods are 
evaluated with synthetic mobile log data generated. 

1   Introduction 

The mobile environment has very different characteristics from the ordinary personal 
computer environment. First of all, a mobile device can collect and manage various 
data about user. Besides, a mobile device can be adapted to fit user’s preference or 
character since it is very private apparatus. Furthermore, a mobile device can collect 
everyday information effectively because a user brings it with him nearly every time, 
so it has a great potential to figure out and help its user. Such features of mobile de-
vice open the possibility of diverse and convenient services for user. However, there 
are some limitations of mobile devices. It has relatively insufficient memory capacity, 
lower CPU power (data-processing speed), and limited battery hours to desktop PC.  

In this paper, we propose a novel method for effective analysis of mobile log data 
and extraction of semantic information and memory landmarks which are used as a 
special event for helping recall it [1]. The proposed method adopts Bayesian probabil-
istic model to efficiently manage various uncertainties occurring on mobile environ-
ment. We also propose a cooperative reasoning method for the modular model of 
Bayesian networks to work competently in mobile environments.  

There already exist some attempts for analyzing log data and supporting expanded 
services. A. Krause, et al. clustered sensor and log data collected on mobile devices, 
learned a context classifier that reflected user’s preference, and estimated user's situa-
tion to provide smart services to the user [2]. E. Horvitz, et al. proposed a method that 
detected and estimated landmarks by learning human’s cognitive activity model from 
PC log data based on Bayesian approach [1]. However the models were based on the 
general learning method only for the small domain or for the PC domain. 
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2   Cooperative Reasoning of Modular Bayesian Networks 

The overall process of landmark extraction from log data of mobile environments 
used in this paper is shown in Fig. 1. Various log data are preprocessed in advance, 
and then the landmark reasoning module detects the landmarks. The preprocessing 
module is operated by the techniques of simple rule reasoning and pattern recognition. 
The BN reasoning module performs complicated and probabilistic inference.  

Bayesian network is a model that can express large probability distributions with 
relatively small cost to statistical mechanics. It has a structure of directed acyclic 
graph (DAG) that represents link relations of node, and has conditional probability 
tables (CPTs) that is constrained by the DAG structure [3].  
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Fig. 1. The process of the landmark extraction from mobile log data 

There are two general differences between the proposed Bayesian network and the 
conventional Bayesian network. Firstly, we modularize the Bayesian inference mod-
els according to their separated sub-domains (Fig. 2). Bayesian network model essen-
tially requires more computing powers depending on the number of nodes and links. 
Especially, since the computational complexity of Bayesian inference is approxi-
mately proportional to O(kN), where k is the number of states and N is the number of 
causal nodes, the modularized BN is more efficient. 

Secondly, in order to consider the co-causality of modularized BN, the proposed 
method operates 2-pass inference stages as shown in Fig. 2. A virtual linking tech-
nique is utilized in order to reflect the co-causal evidences more correctly. The tech-
nique is to add virtual node and regulate its conditional probability values (CPVs) to 
apply the probability of evidence [3]. In this paper, we have proposed and used the 
new virtual linking method that uses the prior probability of evidence node as virtual 
evidence parameter instead of adding virtual nodes. This method guarantees the main-
tenance of BN structure. For example, the structure of BN1 is {A B C}, BN2 is its 
modularized version; {A B, B C}, and given the evidence A, we can calculate the 
beliefs using the virtual link assumption and chain rule as follows [3]: 
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BN1’s Bel(C) = P(A,C) = P(C|B)P(B|A)P(A) 

BN2’s Bel(B) = P(A,B) = P(B|A)P(A) 

BN2’s Bel(C) = P(B,C) = P(C|B) P(B) = P(C|B) P(A,B) = P(C|B) P(B|A)P(A)  

   BN2’s Bel(C) =  BN1’s Bel(C) 

(1) 

(2) 

(3) 

(4) 
where the proposed virtual link assumption is P(B) = Bel(B). 
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Fig. 2. (a) The 2-pass inference process for the cooperation of modular BNs. It uses the result 
from inference of BN as the evidences at the 2nd inference stage. The dotted line indicates the 
stream of the 2nd stage of inference processing. The parenthesis indicates the number of BNs 
contained. There are four kinds of BNs, and totally 39 BNs are used. (b) The modularized BNs 
for efficiency. The dotted line indicates a virtual link. 

In this paper totally 39 BNs are designed with 638 nodes, 623 links and 4,205 CPV, 
which are summarized in Table 1. In average 16.6 nodes and 107.8 CPVs are used at 
the same time on the BN reasoning process since they are modularized and the com-
putations are distributed. On the other hand, the monolithic BN for them has 462 
nodes decreased from 638 because of the removal of duplicated nodes, but the num-
ber of parents and CPVs is increased. This means that it has much larger complexity. 

Table 1. The information about the 39 modular BNs and the monolithic BN for them. Abbre-
viations: MonoBN – the monolithic BN corresponding to the modular BNs, NN – no. of nodes, 
NNR - no. of root nodes, NNI - no. of intermediate nodes, NNL - no. of leaf nodes, NL - no. of 
links, NPavg - avg. no. of parents, NS - no. of states, NSavg - avg. no. of states, NCPV - no. of 
CPVs, CPTmax - maximum size of CPT. 

 NN NNR NNI NNL NL NPavg NS NSavg NCPV CPTmax 
39 BNs 638 375 135 128 623 0.98 1,279 2.00 4,205 64 
MonoBN 462 235 111 116 588 1.27 927 2.01 4.869 512 

3   Experimental Results 

We have tested the proposed landmark reasoning model with a scenario in order to 
confirm the performance. The left side of Fig. 3 shows a scenario used. The BN set 
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strongly related to the scenario is {food, photo, movement, nature, joy, home}. The 
probabilities are occurred when the related evidences are given. The right side of 
Fig. 3 shows the inference results. We can see the increment of the probabilities of the 
related landmarks at the corresponding time. For example, there are ‘going-out-
preparation’ and ‘shower’ landmarks at 7~9 o'clock, ‘eating’ at 12~13 and 17~19 
o'clock, ‘walking-for’ at 13~14 and 20~21 o'clock, ‘joyful-photo’ at 14~15 o'clock, 
and ‘eating-out’ and ‘eating (western style)’ landmarks at 17~19 o'clock. 
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Fig. 3. (a) A scenario of an everyday life with mobile device of an undergraduate student for 
experiments. (b) The probability values of 11 target landmarks. The denoted time is from 4 
o'clock to 27 o'clock (equal to 3 o'clock tomorrow). Abbreviations used for landmarks: A - 
Overflowing-joy, B - Photo (scenery), C - Joyful-Photo, D - Walking-for, E - Tea, F - Eating-
out, G - Eating (western style), H - Eating, I - Going-out-preparation, J - shower, K - sleeping.  

We grouped situations of everyday life on the two bases: usual/unusual and 
idle/busy. We made contexts for evidence because it is difficult to make the log data 
directly. For example, we made a context ‘a lot of phone calls’ instead of its phone 
call log data. The target landmarks are categorized 4 classes as shown in Table 2. A 
day of data set contains two landmarks, which are selected randomly. Each landmark 
has some candidates of evidence set and one of them is selected randomly. For exam-
ple, the landmark 'annoying SMS' has candidates, {'a lot of phone calls', 'a lot of mov-
ing'}, {'a lot of moving', 'a lot of SMS'}, {'a lot of phone calls', 'a lot of SMS'}.  
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Table 2 shows the statistics of experimental results. We have excluded the land-
marks related to the default place 'home' and the low-weight landmarks from main 
landmarks set. The false-positive error of 'usual/idle' class is high and the precision is 
low, because 'usual' class includes many places and landmarks that have evidence 
duplication. For example, since the landmark 'boarding ship' is caused by the evidence 
'sea' or 'river', a landmark 'swim' can also be extracted. The false-positive error of 
'usual/busy' class is low because the class includes relatively many landmarks that 
have distinct evidence. In the experiment, the overall recall rate was low as 75%. It 
results from the lack of tuning or the landmarks hard to detect. 

Table 2. The experimental results with synthetic data. Two target objects (with few redundan-
cies) are selected in each data set. 'unusual/busy' class data are composed of one 'unusual' 
landmark and one 'busy' landmark. Abbreviations: LM-Landmark, TP-true positive error rate 
(%), FP-false positive rate (%), FN-false negative rate (%), #-number. 

Class Time Target LMs # TP FP FN Precision Recall 
usual/idle 30 days 60 46 14 14 0.767 0.767 

unusual/idle 30 days 58 43 10 15 0.811 0.741 
usual/busy 30 days 55 41 2 14 0.953 0.745 

unusual/busy 30 days 60 46 8 14 0.852 0.767 
Total 120 days 233 176 34 57 0.838 0.755 

4   Concluding Remarks 

In this paper, we have proposed a landmark inference model for it to be more suitable 
to mobile device environment. We have modularized BN structures for more efficient 
operation in mobile environment and proposed 2-step inference method of applying 
virtual node concept for cooperation of modular BNs. In some experimental results 
with artificial data, the intended landmarks are well extracted. Currently, this research 
is ongoing, and we will validate the performance and utility of the proposed method 
on the expanded real-world domain in the future. 
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Abstract. In this paper, a multi-objective scheduling problem of the multi- and 
mixed-model apparel assembly line (MMAAL) is investigated. A bi-level genetic 
algorithm is developed to solve the scheduling problem, in which a new chromo-
some representation is proposed to represent the flexible operation assignment  
including assigning one operation to multiple workstations as well as assigning 
multiple operations to one workstation. The proposed algorithm is validated using 
real-world production data and the experimental results show that the proposed 
algorithm can solve the proposed scheduling problem effectively. 

1   Introduction 

Scheduling is the allocation of available production resources over time to meet some 
performance criteria. A huge number of papers in this field have been published [1-5]. 
However, the assembly line scheduling problem, especially the multi- and mixed-
model assembly line scheduling problem, has received little attention so far.  

Today’s apparel industry is characterized by unpredictable demand fluctuations, 
tremendous product variety, and long supply process. The multi- and mixed-model 
apparel assembly line (MMAAL) is most commonly adopted in the apparel industry, 
which is a flexible assembly line and has the features of both multi-model assembly 
line and mixed-model assembly line. However, as a traditional labor-intensive assem-
bly form, the MMAAL scheduling mainly relies on managers’ experience. The re-
search in this field has not been reported yet. In this paper, we solve a MMAAL 
scheduling problem by minimizing the total earliness/tardiness (E/T) penalty costs 
and maximizing the smoothness of the production flow. To solve the scheduling prob-
lem, a bi-level genetic algorithm (BiGA) is developed. 

The rest of this paper is organized as follows. In Section 2, the MMAAL schedul-
ing problem is formulated. The BiGA is presented detailedly in Section 3 and experi-
ments are conducted to test the performance of the BiGA in Section 4. Finally, the 
paper is summarized and the further research is suggested. 
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2   Problem Formulation 

The MMAAL is composed of a certain number of sewing workstations. Each work-
station is a physical location that accommodates an operator and a sewing machine. 
Multiple sewing machine types are involved and each type includes one or more ma-
chines. Multiple orders representing different product types can be produced simulta-
neously in the MMAAL. The assembly process of each garment comprises a series of 
manual sewing operations. According to a pre-determined sewing sequence, each 
operation can be processed on any of the workstations with the corresponding ma-
chine type. Moreover, each operator must only operate one machine at any instance of 
time. 

In this paper, we let 
iP  denotes the i th order ( pi ≤≤1 ), 

ilO  denotes the l th op-

eration of order 
iP , 

kjM  denotes the j th machine of the k th machine type, 
iS  de-

notes the starting time of order 
iP , and ilkjA  indicates if operation 

ilO  is assigned to 

machine 
kjM (if so, ilkjA  is equal to 1, otherwise ilkjA  is 0).  

2.1   Objective Function 

In the real-world MMAAL, the whole scheduling process of a scheduling problem 
comprises one or more scheduling statuses each of which represents an operation as-
signment status in the assembly line. For example, the scheduling shown in Fig.1(e) 
involves two scheduling status processing orders 

iP  and 
jP  respectively. The purpose 

of the scheduling problem is to determine the assignment ilkjA  of sewing operation 
ilO  

and the starting time 
iS  of order 

iP  with the consideration of following objectives: 

Objective 1: to minimize the weighted sum Z  of E/T penalties. 

))1()()((),(
1=

−⋅−⋅+⋅−⋅=
p
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where 
iα  is the tardiness weight (the penalty cost per time unit of the delay) of order 

iP  while 
iβ  is the earliness weight (the storage cost per time unit if order 

iP  is com-

pleted before the due date), 
iD  is the due date of order 

iP  which is pre-determined by 

the customer, 
iC  is the actual completion time for order 

iP , and 
iλ  denotes if the 

tardiness of order 
iP  is greater than 0 (if so, 

iλ  is equal to 1, otherwise it is 0).  

Objective 2: to maximize the smoothness of the production flow of the MMAAL, 
which is denoted by the balance index B , 
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where rSPT  is the processing time of the r th scheduling status, and 
rSB  is the bal-

ance index of the r th scheduling status, which is computed as follows,  

   nPBSB
i

ir /=      (3) 

   
)max( ili

l
il

i OPTo

OPT
PB

⋅
=     (4) 

where n  ( 1≥n ) is the number of orders in the r th scheduling status, 
iPB  is the bal-

ance index of order 
iP , io  is the number of operations of order 

iP , and 
ilOPT  is the 

average processing time of operation 
ilO . 

2.2   Assumptions 

The production in the MMAAL satisfied the following assumptions in this paper. 

• Each workstation must process at least one operation. 
• Once an operation is started, it cannot be interrupted.  
• There is no materials shortage, machine breakdown and operator absenteeism. 
• The MMAAL is empty initially (there is no WIP in each workstation). 

3   Bi-level Genetic Algorithm for MMAAL Scheduling 

If a machine is assigned to process different operations frequently in the real-world 
MMAAL, more additional setup times will be needed and the efficiencies of the op-
erator will fluctuate and decrease inevitably. On the basis of switching operations as 
infrequently as possible in each machine, we optimize the scheduling problem pro-
posed in Section 2. As two orders (orders  

iP  and 
jP ) are scheduled, there are five 

possible scheduling modes shown in Fig. 1 based on different production tasks and 
delivery dates. In these modes, 3 different scheduling statuses have been involved, 
including the status of processing order 

iP  solely, the status of processing order 
jP  

solely, and the status of processing both orders 
iP  and 

jP  simultaneously.  

In apparel production, it is commonly practiced that no more than two production 
orders are processed simultaneously in a MMAAL. In this paper, we consider the 
scheduling problem of two orders (2-order scheduling problem) by developing a BiGA 
which is composed of two GAs in different levels where the second-level GA (GA-2) 
is nested in the first-level GA (GA-1). Fig. 2 describes the steps involved in BiGA. 

The following sub-sections describe the GA-1 and the GA-2 in detail.  

3.1   First-Level Genetic Algorithm 

On the basis of the scheduling modes and scheduling statuses shown in Fig. 1, the 
GA-1 can generate the optimal chromosome assigning operations to workstations. 
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3.1.1   Representation 
In this paper, each chromosome in GA-1 represents a feasible solution including op-
eration assignments of all scheduling statuses. A novel chromosome representation is 
developed in GA-1. Each chromosome is composed of 3 sub-chromosomes which 
represent the operation assignments of 3 different scheduling statuses. Each sub-
chromosome is a sequence of genes whose length equals the number of workstations 
on which operations can be assigned. Each gene represents a workstation and the 
value of each gene represents the operation number(s) processed by the corresponding 
workstation. If the number of the machine type is t ( ≥t 1), the genes in each sub-
chromosome will be divided into t  parts in turn. Each part represents a particular 
machine type. Each operation can only be assigned to the workstations which can 
handle it.  

   

Fig. 1. Scheduling modes of processing two 
orders in a MMAAL 

Fig. 2. Bi-level genetic algorithm 

3.1.2   Initialization 
The GA operates on a population of chromosomes. In GA-1, each chromosome is 
composed of 3 sub-chromosomes. Each sub-chromosome represents the operation 
assignment of one scheduling status, which is generated randomly. 

3.1.3   Fitness 
The GA-1 searches for the operation assignment with the highest fitness. In this pa-
per, two objective functions should be optimized. For the second objective, ideally, 
the maximal balance index B  (smoothness) of an assembly system is 100%. Balance 
index less than 100% implies extra production cost involved, i.e. imbalance penalty. 
We set the imbalance penalty as γ  when the balance index decreases 1%. Conse-

quently, the two objectives can be combined as ),( ilkji ASOBJ , 
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)),(1(),(),( ilkjiilkjiilkji ASBASZASOBJ −⋅+= γ    (5) 

Thus, the fitness function fitness  can be defined as  

   
1),(

1

+
=

ilkji ASOBJ
fitness    (6) 

3.1.4   Selection 
The tournament-selection technique [6] is used for the selection of chromosomes to 
survive to the next generation. 

3.1.5   Genetic Operators 
In this research, both genes of different machine types and genes of different  
scheduling statuses are independent. For the genes of each machine type of each  
sub-chromosome, genetic operators should be executed respectively. In GA-1, the 
uniform-order crossover operator and the inversion mutation operator are modified to 
adapt the proposed representation. 

3.1.6   Termination Criterion 
The GA-1 is controlled by a specified number of generations and by using a diversity 
measure to stop the algorithm. The diversity of the algorithm is defined by the stan-
dard deviation of the fitness values of all chromosomes of a population in a certain 
generation. If either of the two termination criteria is satisfied, the mechanism of the 
GA-1 is terminated. 

3.2   Second-Level Genetic Algorithm 

Each chromosome in GA-1 represents the operation assignments of 3 different sched-
uling statuses of the 2-order scheduling problem. Based on each chromosome in  
GA-1, GA-2 will determine the starting time of each scheduling status in each cycle, 
which can be considered as a simple unary first order function optimization problem.  

The problem is easy to be optimized by a canonical real-coded GA. In this re-
search, the BLX-α crossover operator [7], the non-uniform mutation operator [8] and 
the tournament-selection strategy [6] are used in GA-2. The fitness function and the 
termination criterion of GA-2 are the same with those of GA-1. 

4   Experimental Results and Discussion 

An experiment is conducted to demonstrate the performance of the proposed method-
ology using the industrial data from a MMAAL. In this experiment, the transportation 
time of semi-finished products and the setup time of each operation are known in 
advanced and included in the processing time. 

In this experiment, 5 different scheduling scenarios (cases) are conducted respec-
tively. In each scheduling scenario, two production orders with different production 
tasks are scheduled to meet the objectives (1) and (2) in a MMAAL with 7 “lock-
stitch” sewing machines and 7 “overlock” sewing machines. The two types of ma-
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chines are numbered as 1 to 7 and 8 to 14 respectively. Table 1 shows the production 
quantity of garments and the due date of each order in 5 scheduling cases. Further-
more, the earliness weights (dollars/day) of orders 1 and 2 are both 100, while the 
tardiness weights are 5000 and 3000 respectively.  

Table 1. Data for orders of 5 scheduling cases 

Cases
Order No. 1 2 1 2 1 2 1 2 1 2
Order size 2000 2500 2000 1500 2000 600 2000 600 2000 2500
Due date 20 25 22 22 15 10 15 4 20 28

Case 5Case 1 Case 2 Case 3 Case 4

 

The optimized operation assignments and scheduling results of the scheduling 
cases generated by the proposed BiGA are shown in Tables 2 and 3. In Table 2, the 
first row shows the workstation number, and each row of each case describes the 
optimized operation assignment of a scheduling status. The rows 3 to 7 of Table 3 
describe the starting time to process the order(s) of each scheduling status, the proc-
essing time for processing the order(s) of one scheduling status, the completion time 
of each order, the penalty cost of each order and the balance index of each schedule 
respectively.  

Table 2. Optimized operation assignments of 5 scheduling cases 

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Order 1 3,6 3,6 3,4 3 4,6 4 4,6 2,5 5 1 1,5 1 2 1,2
Two orders 8 4 3 9 10 6 13 7 2 12 5 11 7 1

Order 2 8,13 9,10 8 9,13 9,10 8 10 11,12 7,11 12 7,11 7 11,12 7
Order 1 4 3 4,6 4,6 3 6 3 1,5 2 2,5 1 1 2,5 1

Two orders 4 6 8 13 3,9 10 3,13 1 11,12 1,2 5,12 7,11 2,5 7
Order 1 6 3,4 4 4,6 4,6 3 3 2,5 5 1 1,5 1 1,2 2
Order 2 8 4 3 9 10 6 13 7 2 12 5 7 11 1
Order 1 6 3,4 4 4,6 3,4 3 3,6 1 1 1,2 5 2 1,5 2,5
Order 2 9,10 8,13 8 8 10 9 10,13 7,12 11,12 11,12 7,12 7,11 11 7
Order 1 3 4 6 6 4 3 4 1 1 1 2 2 5 5

Two orders 6,9 6 10,13 8 4 3,10 3 7,12 11 1 5 2 1,12 2,7
Order 2 9 8 13 9 8 10 10 12 11 12 7 7 11 12

Workstation No.

Case 
5

Case 
1

Case 
2

Case 
3

Case 
4

 

Table 3. Optimized scheduling results of 5 scheduling cases 

Cases
Order No. 1 1&2 2 1 1&2 2 1 1&2 2 1 2 1 1&2 2

Starting time 0 5.72 20 0 2.6 / 0 4.17 / 0 1.17 0 6.12 20
Processing time 5.72 14.28 4.99 22 19.4 / 9.13 5.83 / 12.1 2.83 20 13.88 8
Completion time 20 / 24.99 22 / 22 14.96 / 10 14.93 4 20 / 28

Penalty cost 0 / 1 0 / 0 4 / 0 7 0 0 / 0
Balance index 94.45% 94.25% 84.17%

Case 3 Case 4 Case 5

90.61%

Case 1 Case 2

86.17%  

As shown in Table 2, the optimized operation assignment is very flexible. For  
example, in the first scheduling status of Case 1, operation 3 is processed on  
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workstations 1 to 4, and workstation 1 processes operations 3 and 6. Moreover, paral-
lel workstations include workstations 1 and 2, workstations 5 and 7, etc.  

As shown in Table 3, the optimized scheduling schemes of the 5 scheduling cases 
correspond to scheduling modes (a), (b), (c), (d) and (a) described in Section 3 respec-
tively. Taking Case 1 for example, the MMAAL processes only order 1 from time 0 
with processing time 5.72 units, then two orders are processed simultaneously with 
14.28 time units, and finally order 2 is processed solely until time 24.99. Based on 
this schedule, order 1 is completed punctually and order 2 is completed by 0.01 time 
units in advance and its earliness penalty is only 1. The balance index is 90.61%.  

In this section, the results of the experiment show that the proposed algorithm can 
schedule not only the processing of one operation on multiple workstations but also 
the processing of multiple operations on one workstation. The experiment also dem-
onstrates the capability of the algorithm proposed for scheduling the real-world 
MMAAL. Each scheduling case is scheduled effectively and the penalty cost of each 
case is very low and negligible. The experiment covers all scheduling modes of two 
orders being processed in a MMAAL. These results show that the proposed BiGA can 
solve effectively the 2-order scheduling problem in the MMAAL.  

5   Conclusions 

This paper deals with a multi-objective scheduling problem in the MMAAL with 
parallel workstations and flexible operation assignment. A genetic optimization proc-
ess called BiGA, has been developed to tackle the MMAAL scheduling problem. In 
the BiGA, a novel chromosome representation is proposed to tackle flexible operation 
assignments in the MMAAL including assigning one operation to multiple worksta-
tions and assigning multiple operations to one workstation. Experiments have been 
conducted to validate the proposed algorithm and the results have shown that the 
algorithm can solve the problem effectively. Further research will focus on the effects 
of various uncertainties in the MMAAL, including unpredictable customer orders, 
machine breakdown and operator absenteeism, etc. 
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Abstract. Formalising nearness has been the subject of extensive work, result-
ing in many membership functions based on absolute distance metrics, relative
distance metrics, and combinations of those. The possible strengths and weak-
nesses of these functions have been discussed and argued at length, but strangely
enough, no experiment seems to have been conducted to assess the merits and
shortcomings of competing approaches. Conducting such experiments can be ex-
pected not only to provide an objective evaluation of the various measures that
have been proposed, but also to suggest new measures that outperform all those
being analysed. This paper fulfills these expectations, and gives further evidence
that fuzzy logic provides fruitful and powerful methods to formalise qualitative
reasoning and capture fundamental qualitative notions. The proposed fuzzy mem-
bership functions can be directly used in qualitative reasoning about spatial prox-
imity in Geographic Information Systems, which are becoming more and more
important in software development for diverse purposes such as Tourist Informa-
tion Systems or property development.

1 Introduction

Love it or loathe it, fuzzy logic is, albeit its unfortunate choice of name, a very practi-
cal Artificial Intelligence technique that is used in applications such as control systems
in washing machines, elevators, cars, etc. It is quite a valuable method that can gen-
erate precise solutions from approximate data, and can be of great use for developing
computational models for vague concepts such as those described by natural language
expressions. In this paper, we propose and evaluate fuzzy membership functions suit-
able to implement the notion of spatial proximity, generally represented by linguistic
terms such as near or close, within Geographic Information Systems (GIS).

After a brief review of previous work, this paper will report on studies conducted to
evaluate proximity membership functions against a data set of a distance network and
predefined nearness information. We will conclude with recommendations for appro-
priate functions in the context of reachability across a distance network.

2 Factors That Influence Spatial Proximity Perception

Several fuzzy approaches have been devised to represent spatial proximity based on dis-
tance. In order to determine what exactly influences the perception of spatial nearness

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 942–949, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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within GIS data, Gahegan [3] conducted psycho-metric experiments. The objective of
his experiments was to examine when or how people decide whether objects are near
a chosen reference object on a GIS map. The pseudo-metric tests were conducted on
a group of 50 subjects, who have all had some practical exposure to Geographic In-
formation Systems. The subjects were asked to rate objects in diagrams representing
geographic features on a map, according to how close they were to a given reference
object. While Gahegan [3] pointed out that his tests were not necessarily conclusive,
he could obtain some interesting results and make several observations that could be
helpful in modelling spatial proximity. A first observation is that if a scene is devoid
of additional objects, namely if only the reference object and the object to be located
inhabit the scene, geometrical reasoning is applied. However, in the presence of other
objects of the same type, proximity is partially defined by relative distance. Another
observation is that proximity perception is impacted by the scale of the scene, which
directly depends on the size of the area being considered. This paper is set out to define
membership functions that address all of these points.

On the basis of his observations, Gahegan [3] suggested a contextual model of near-
ness relations in order to account for different influencing factors. Three kinds of met-
rics are considered in Gahegan’s model: an absolute distance metric, a relative distance
metric, and a combination of both. Using the absolute distance metric amounts to as-
suming that proximity is directly proportional to the Euclidian distance between the
reference object and the object to be localised. As the scale of the area viewed by the
user of a GIS map also seems to have an impact on the perception of proximity, Gahegan
[3] further suggested that the bounding boxes of the area in the GIS can be used as scale
indicator, the opposite corners of the bounding boxes providing the maximum distance.
If the maximum possible distance between objects in the scene is used to normalise the
distance between two objects A and B, it is then possible to represent the proximity be-
tween A and B by a fuzzy value. Similarly, but not exclusively, we will use the maximal
distance between objects on the map of a country or state. This will enable proximity
evaluations across several GIS maps if needed. In this paper, the maximal distance will
be the largest distance between any two places in the country or state being considered.
Absolute distance metrics result in continuous proximity with, for example, very close
> close > far, but relations such as closest or farthest cannot be represented. For this
and other reasons, Gahegan [3] proposed to treat proximity in terms of a relative dis-
tant metrics, in addition to the absolute distance metrics. More precisely, he suggested
an ordinal approach to represent relative distance, by ranking the objects in the scene
with respect to their distance to the reference object and the total number of objects.
He pointed out that this approach could cause objects to be considered close to a given
reference object A, even though such objects might be separated from A by a large dis-
tance. As the objects are ranked on the basis of their distance to A, this approach seems
to be more absolute than relative in nature. Worboys [6] dealt with this problem in a
more efficient way by calculating for each place the mean distance to all other places in
the scene.

Gahegan [3] suggested to combine both the absolute and the relative distance. As
both metrics offer fuzzy representations, he defined the membership function for ab-
solute distance metrics and assumed a distribution function for nearness based on
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relative distance, and then combined these functions with the fuzzy union operator.
This resulted in an object being considered close just in case it is geometrically OR
relatively close.

Motivated by Gahegan’s work, Guesgen and Albrecht [4] suggested to associate spa-
tial binary relations such as far from or close to, or unary relations such as downtown,
with fuzzy membership grades that could be calculated from the Euclidian distance be-
tween objects on a map. They did not test their suggestions against any data and did not
provide any membership function for relative distance metrics. Guesgen [5] proposed
to define proximity without any measure of distance by using the notion of fuzzy sets
previously defined in Guesgen and Albrecht [4]. These fuzzy sets were used to rea-
son about the relationship between proximity notions by means of transitive closure on
ternary proximity relations such as “if B is closer to A than C is to A, and if C is closer
to A than D is to A, then B is closer to A than D is to A.” This is very similar to van
Benthem’s [1] approach in his logic of space.

There is no experimental data to give evidence that Gahegan’s [3] or Guesgen and
Albrecht’s [4] fuzyy membership functions can be of practical use. None of their ap-
proaches bases fuzzy membership functions on truly relative distance. We therefore find
it essential to evaluate Gahegan’s [3] absolute distance metrics and Worboys’ [6] rela-
tive distance metrics before considering whether and how to combine them using fuzzy
logic operators.

Worboys [6] did some interesting studies on the qualitative location of cities and the
relative distances between them. His definition of relative distance is not based on the
comparative concept without Euclidean distance, but it does nonetheless incorporate
the context of all places under consideration. He used the road distances between 48
cities in Great Britain, which he called objective distances, and determined their relative
distances to each other by first calculating for each centre the mean of the distances to
all remaining centres. The relative distance between a centre A and a centre B was
then determined by dividing the objective distance between A and B by A’s mean.
This notion of relative distance is actually asymmetric: this method will most likely
produce a different relative distance between A and B than between B and A. The
relative distance can then be used to calculate fuzzy nearness values using the following
definition: nearness(x, y) = (relative distance(x, y) + 1)−1.

Places having high nearness values are therefore very close and low ones are not
close. The greatest nearness is between a place and itself, with a value of 1. This ap-
proach does not suffer from the same restriction as Gahegan’s approach. The objects
do not need to be fairly evenly distributed. In his more recent work on environmental
space, Worboys [7] used the number of subjects and the number of yes or no votes to
calculate fuzzy membership values for nearness. This is a very interesting approach
given his experimental data. However it is not practically applicable to do such a kind
of data collection for every geographic area that GIS-users might need to work with.

A serious shortcoming of all the approaches that have been described is that none of
them does actually evaluate the membership functions against any real data, in order to
see how useful these functions are. As has been discussed in this section, we have been
conducting experiments with several membership functions and evaluated them against
proximity data. The following section introduces the functions we used.
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3 Various Distance Metrics

As previously mentioned, in order to address all of the observations that Gahegan [3]
made in the context of GIS users perceiving proximity, we will evaluate several spatial
proximity functions based on absolute distance, relative distance, and combinations of
both. Table 1 shows the fuzzy membership functions we evaluated in terms of their
usefulness within GIS settings.

Table 1. Fuzzy Membership Functions

Absolute Distance Metrics: μabs(A,B) = 1 − Dist(A,B)
Max

Relative Distance Metrics: μrel(A,B) = 1
(reldis(A,B)+1)

Fuzzy Union: μcomb u(A, B) = MAX(μabs(A, B), μrel(A, B))

Fuzzy Intersection: μcomb i(A, B) = MIN(μabs(A, B), μrel(A, B))

The fuzzy membership function based on absolute distance metrics is a derivation
of Gahegan’s [3] function with the maximum value Max being the maximum dis-
tance between all of the places in our data set; and Dist being the distance between
places A and B. For the fuzzy membership function based on relative distance met-
rics, we borrowed Worboy’s [6] membership function, as we found that Gahegan’s or-
dinal ranking approach is insufficient. Relative distance is calculated using the mean
of each place A in the data set, calculated from the n places OPi, 1 ≤ i ≤ n,
distinct from A and available in the set: mean(A) = 1

nΣ
n
i=1Dist(A,OPi). The re-

sult of this is then used to calculate the relative distance between each two places:
reldis(A,B) = Dist(A,B) ∗mean(A)−1. While Gahegan [3] only suggested to com-
bine the membership functions based on absolute and relative distance by applying the
fuzzy union, we also investigated the application of the fuzzy intersection operator,
which yielded interesting results. The fuzzy union operator will by definition always
return the maximum membership function value for each data entry. While the fuzzy
intersection operator will by definition always return the minimum membership func-
tion value for each data entry. We applied these functions to the data set described in
the following section.

4 Data Set and Experiments

We encoded 34 places in the Australian state of New South Wales and the distances
between them1. For each of the given places, we define the tourist region, the region
and the regional area they are located in. For Sydney, a list of regions that are easily
accessible for short trips is also supplied, thereby giving some indication of what is
perceived and generally accepted as near to Sydney. This data set was collected from

1 As given by “The Official Road Directory of New South Wales” by the Land Information
Centre in Bathurst, The New South Wales Government.
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the Tourism New South Wales site2. We will be able to use this information to evaluate
our membership functions to see how well they suit the data and “nearness” information
for the given places.

5 Results and Evaluation

The membership function based on absolute distance as illustrated in the left graph in
Figure 1 shows a linear distribution, as expected from the function used. The maximum
distance in the dataset is 1710 km. However, the relative membership function as il-
lustrated in the right graph in Figure 1 shows quite a varied distribution, which is very
different to Gahegan’s more or less linear proposal of ordinal ranking. The issue arising
from his kind of approach, that objects could possibly still be considered close to one
another even when they are separated by a very large distance, is not a problem for the
membership function we used, because ours is a function of the distance between the
two places being considered.

Fig. 1. Fuzzy Distribution Functions for Absolute and Relative Distance Metrics

The two combined membership functions give quite interesting results. On one hand
they do support Gahegan’s [3] suggestion that absolute measures are more appropri-
ate for non-clustered objects, and relative measures for objects within clusters of same
“kinded” objects. On the other hand, the results do contradict Gahegan’s suggestion to
use the union fuzzy operator for an efficient combined function. Because, when com-
bining absolute and relative distance metrics functions by union we do get a linear
distribution for distances until about 800km, where it changes into a more clustered
distribution (see left graph in Figure 3).

This is even contradicting Gahegan’s own terms that absolute distance metrics i.e.,
linear distributions in his case, are more suited for proximity assignments between ob-
jects that are located in virtually devoid areas. Figure 2 shows that the greater the dis-
tances between the places, the fewer places are within the area; which can be explained
by the fairly isolated character of the Australian non-metropolitan areas. In order to
comply with Gahegan’s suggestion to use absolute distance metrics for only lightly and

2 www.visitnsw.com.au
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relative distance metrics for heavily populated areas, the membership function distribu-
tion should be the reverse of the result we obtained for the combined function using the
fuzzy union operator.

When we applied the fuzzy intersection operator to our data set, we attained pre-
cisely such a distribution. The fuzzy intersection changes from a clustered to a linear
distribution between 1000 and 1200 km. The right graph in Figure 3 shows this clearly.
This is even contradicting Gahegan’s own terms that absolute distance metrics i.e., lin-
ear distributions in his case, are more suited for proximity assignments between objects
that are located in virtually devoid areas. Figure 2 shows that the greater the distances

Fig. 2. Distance Distribution in the Data Set

between the places, the fewer places are within the area; which can be explained by the
fairly isolated character of the Australian non-metropolitan areas. In order to comply
with Gahegan’s suggestion to use absolute distance metrics for only lightly and rela-
tive distance metrics for heavily populated areas, the membership function distribution
should be the reverse of the result we obtained for the combined function using the
fuzzy union operator.

When we applied the fuzzy intersection operator to our data set, we attained pre-
cisely such a distribution. The fuzzy intersection changes from a clustered to a linear
distribution between 1000 and 1200 km. The right graph in Figure 3 shows this clearly.
The clustered distribution is more appropriate for smaller distances, as there are more
places within a smaller area, and the linear distribution will suit areas with fewer ob-
jects, which are to be found at greater distances in the given data set. This is perfectly
consistent with Gahegan’s [3] observations, although it is a different combination oper-
ator that gives the desired result.

We evaluated our membership distribution function values against the proximity in-
formation, namely Sydney Surrounds and regions, to appraise the usefulness of the func-
tions and their combinations in the context of reachability within a road network.

For all the places that are within regions which are generally accepted to be in the
Sydney surrounding area, all membership function values were not only well above the
usual crossover point of 0.5, but also above 0.7. We tested the distances between all
places in our dataset that are in the same region using this value as the crossover point.
As geographic regions are generally defined with the perception of “everything” within
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Fig. 3. Combined Fuzzy Distribution Functions using Union and Intersection Operator

a region being close to “everything” within this region. 16 out of 94 matches had two
membership values that were below 0.7. These membership values were always the re-
sult of the membership function based on relative distance metrics and the combined
function that returned the former one. When the threshold was lowered to the normal
crossover point (0.5), all matches complied. This is a good indication that the investi-
gated membership functions are useful in the context of a road distance network and
the associated reachability of the places within it.

6 Conclusions and Future Work

In this paper, we have shown that while the membership functions based on absolute
distance metrics and relative distance metrics, as proposed by Gahegan [3] and Wor-
boys [6] respectively, do evaluate well against distance data, the combined membership
function that proves useful in this context is the fuzzy intersection of the two former,
and not their union as Gahegan [3] suggested. We will implement these proposed mem-
bership functions as part of our already existing qualitative reasoning extension to the
Geographic Information System AccuGlobe, to further assess the benefits of fuzzy logic
as a descriptor for spatial proximity notions.

We also plan to extend our data by including more information about regions and
places within the regions that surround major places in the data set. This will allow to
analyse further membership functions and to get more conclusive results for asymmetric
relative distance relations. Moreover, we will use the expanded data set to automatically
learn appropriate membership functions and then evaluate them against a data collection
of another geographic area, such as another Australian state or a state within another
country of a similar spatial distribution of places.
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Abstract. Setting weights for Open Shortest Path First (OSPF) rout-
ing protocol is an NP-hard problem. Optimizing these weights leads to
less congestion in the network while utilizing link capacities efficiently.
In this paper, Simulated Evolution (SimE), a non-deterministic iterative
heuristic, is engineered to solve this problem. A cost function that de-
pends on the utilization and the extra load caused by congested links
in the network is used. A goodness measure which is a prerequisite of
SimE is designed to solve this problem. The proposed SimE algorithm is
compared with Simulated Annealing. Results show that SimE explores
search space intelligently due to its goodness function feature and reaches
near optimal solutions very quickly.

1 Introduction

Non-deterministic iterative heuristics such as Simulated Annealing, Simulated
Evolution, Genetic Algorithms etc., are stochastic algorithms that have found
applications in myriad complex problems in science and engineering. They are
extensively used for solving combinatorial optimization problems involving large,
multi-modal search spaces, where regular constructive algorithms often fall short.
One such domain that involves such non-convex problems is Routing - a fun-
damental engineering mechanism in computer communication networks. The
optimization objective here is to determine the least expensive or best possi-
ble path between a source and destination. Routing can become increasingly
complex in large networks because of the many potential intermediate nodes a
packet traverses before reaching its destination [1]. To address this, the Internet
is divided into smaller domains i.e., Autonomous Systems (AS). Each AS is a
group of networks and routers under the authority of a single administration. An
Interior Gateway Protocol (IGP) is used within an AS, while Exterior Gateway
Protocols (EGP) are used to route traffic between them [2].

The TCP/IP suite has many routing protocols, one of them is the Open
Shortest Path First (OSPF) Routing Protocol, used in today’s Internet [1,3]. A
computationally complex component related to the OSPF routing protocol is
addressed - the OSPF Weight Setting (OSPFWS) problem. Proven to be NP-
hard [4], it involves setting the OSPF weights on the network links such that the
network is utilized efficiently.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 950–955, 2006.
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2 Related Work

The use of non-deterministic iterative algorithms for solving the OSPFWS prob-
lem has been previously reported. In [4], a cost function based on the utilization
ranges was formulated and Tabu search [5] was used. Dynamic shortest path al-
gorithm was applied to find multiple equidistance shortest paths between source
and destination nodes [6]. Ericsson et al applied genetic algorithm to the same
problem [7]. Other papers on optimizing OSPF weights [8] have either chosen
weights so as to avoid multiple shortest paths from source to destination, or
applied a protocol for breaking ties, thus selecting a unique shortest path for
each source-destination pair. Rodrigues and Ramakrishnan [8] presented a lo-
cal search procedure similar to that of Fortz and Thorup [4]. The input to the
algorithm for this problem is a network topology, capacity of links and a de-
mand matrix. The demand matrix represents the traffic between each pair of
nodes present in the topology. The methodology for deriving traffic demands
from operational networks is described in [9]. For other related work the reader
is referred to the contributions in [10,11].

In this paper SimE algorithm is engineered to solve the OSPFWS. An en-
hanced cost function proposed in our previous work is used for this problem [12].

3 Problem Statement

The OSPF Weight Setting (OSPFWS) problem can be stated as follows: Given
a network topology and predicted traffic demands, find a set of OSPF weights
that optimize network performance. More precisely, given a directed network
G = (N,A), a demand matrix D, and capacity Ca for each arc a ∈ A, it is
required to find a positive integer wa ∈ [1,wmax] such that the cost function
Φ is minimized; wmax is a user-defined upper limit. The chosen arc weights
determine the shortest paths, which in turn completely determine the routing
of traffic flow, the loads on the arcs, and the value of the cost function Φ. The
quality of OSPF routing depends highly on the choice of weights [12]. Figure 1
depicts a topology with assigned weights in the range [1, 20]. A solution for this
topology can be represented as (18, 1, 7, 15, 3, 17, 5, 14, 19, 13, 18, 4, 16, 16). These
elements (i.e., weights) are arranged in a specific order for simplicity. They are
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17

16

16

4

15

13
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18
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Fig. 1. Representation of a topology with assigned weights
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ordered in the following manner: the outgoing links from node A listed first (i.e.,
AB, AF), followed by the outgoing links from node B (i.e., BC, BD), and so on.

Mathematical Model and Cost Function
Fortz and Thorup discussed a cost function based on the utilization ranges in
their paper [4], which here is denoted as FortzCF. Through experimentation
it was found that this cost function does not address the optimization of the
number of congested links. In our previous work, the following new cost function
was proposed [12].

Φ = MU +
∑

a∈SetCA (la − ca)
E

(1)

This new function,denoted as NewCF, contains two terms. The first is the
maximum utilization (MU) in the network. The second term represents the ex-
tra load on the network divided by the number of edges present in the network
to normalize the entire cost function. The motivation behind using such a cost
function is to reduce the number of congested links, if any. Consequently, the
network designer will need to upgrade fewer links in the network to avoid con-
gestion, which in turn means a less expensive upgrade.

The steps to compute the cost function Φ for a given weight setting {wa}a∈A

and a given graph G = (N,A) with capacities {ca}a∈A and demands dst ∈ D
are enumerated in [12]. This procedure is also described in [13].

4 Engineering SimE for OSPFWS

SimE is a general iterative heuristic proposed by Ralph Kling [14]. It falls in
the category of algorithms which emphasize the behavioral link between parents
and offspring, or between reproductive populations, rather than the genetic link.
This scheme combines iterative improvement and constructive perturbation and
saves itself from getting trapped in local minima by following a stochastic per-
turbation approach. It iteratively operates a sequence of evaluation, selection,
and allocation steps on one solution.

The selection and allocation steps constitute a compound move from the cur-
rent solution to another solution of the state space. SimE proceeds as follows
- It starts with a randomly or constructively generated valid initial solution. A
solution is seen as a set of movable elements. Each element ei has an associated
goodness measure gi in the interval [0, 1]. In the evaluation step, the goodness of
each element is estimated. In the consequent selection step, a subset of elements
are selected and removed from the current solution. The lower the goodness of
a particular element, the higher is its selection probability. A bias parameter
B is used to compensate for inaccuracies of the goodness measure. Finally, the
allocation step tries to assign the selected elements to better locations. Other
than these three steps, some input parameters for the algorithm are set in an
earlier step known as initialization.

Evaluation: SimE operates on a single solution termed as the population, which
consists of elements. For the OSPFWS problem, each individual or element is a
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weight on a link. The Evaluation step consists of evaluating the goodness of each
individual of the current solution. The goodness measure must be a number in
the range [0, 1]. The goodness function is a key factor of Simulated Evolution
and should be carefully formulated to handle the target objective of the given
problem. As two cost functions are present two corresponding goodness functions
are defined as follows. For FortzCF, the goodness function is taken as:

gij = 1 − Φi,j/MC (2)

For NewCF, the goodness function proposed is:

gij =
{

1 − uij for MU ≤ 1
1 − uij/MU + uij/MU2 for MU > 1 (3)

Selection: In this stage of the algorithm, for each link i of the network, a random
number RANDOM ∈ [0, 1] is generated and compared with gi + B, where B
is the selection bias. If RANDOM > gi + B, then weight wi is selected for
allocation. Bias B is used to control the size of the set of weights selected. For
FortzCF, a bias value of -0.03 is found to be suitable through experimentation.

For NewCF, when maximum utilization is less than 1, a variable bias method-
ology [15] is used. The variable bias is a function of the quality of the current
solution. When the overall solution quality is poor, a high value of bias is used,
otherwise a low value is employed. The average weight goodness is a measure of
how many “good” weights are present in a solution.

Allocation: During this stage of the algorithm, the selected weights are removed
from the solution one at a time. For each removed weight, new weights are tried
to obtain an overall better solution. For OSPFWS problem, the weight on a link
lies in the range [1,20]. Different allocation schemes were tried for this problem,
but we use the following scheme which provided good results both in quality and
time. For all iterations, a weight window of value 4 is maintained. For example,
if weight 6 is selected to change, then the values {4, 5, 7, 8} are tried. This is
done to moderate the perturbation of the solution state per iteration.

5 Results and Discussion

All the test cases used here are taken from the work by Fortz and Thorup [4].
Details regarding these test cases and their characteristics can be found in [13].

Figures 2 and 3 illustrate the behavior of the proposed SimE algorithm using
NewCF. These figures respectively plot the average goodness and cardinality of
the selection set for test case h50N148a, i.e., 50 nodes and 148 arcs. It is observed
in Figure 2 that the average goodness increases with time. In the initial stages
of the search, this rate of increase is significant and tends to slow down in
later iterations. This slow stage suggests that on average, the weights have been
assigned their values and the point of convergence has been reached. In Figure 3,
the cardinality of the selection set is shown. Here it is observed that the number of
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Fig. 2. Average goodness of weights for
test case h50N148a NewCF

Fig. 3. Selection set size for test case
h50N148a NewCF

selected elements (i.e., weights) decreases as the iterations increase. This suggests
that the algorithm is reaching a level of convergence and therefore fewer number
of weights are selected for perturbation. If the trends in Figures 2 and 3 are
compared, the observation is that the convergence of the SimE algorithm towards
a better solution is correlated with the average goodness of links.

Table 1 show the maximum utilization (MU) and number of congested link
(NOC) values for all test cases with the highest demand values using Simulated
Annealing (SA) [12] and SimE.

Table 1. MU and NOC corresponding to highest demand for all test cases (SA & SimE)

SA SimE

Test case Demand FortzCF NewCF FortzCF NewCF
value MU NOC MU NOC MU NOC MU NOC

h100N280a 4605 1.341 8 1.341 7 1.341 23 1.341 5

h100N360a 12407 1.383 16 1.740 11 1.409 17 1.424 14

h50N148a 4928 1.271 9 1.411 9 1.532 10 1.386 9

h50N212a 3363 1.151 10 1.209 6 1.365 8 1.349 6

r100N403a 70000 1.441 95 1.826 58 1.407 81 1.402 45

r100N503a 100594 1.445 106 1.983 86 1.272 66 1.384 38

r50N228a 42281 1.218 38 1.394 22 1.316 33 1.339 20

r50N245a 53562 1.856 54 2.617 40 2.553 45 2.339 36

w100N391a 48474 1.401 1 1.424 1 1.495 1 1.284 1

w100N476a 63493 1.314 16 1.374 11 1.315 7 1.314 6

w50N169a 25411 1.252 5 1.249 3 1.252 11 1.260 5

w100N230a 39447 1.222 3 1.222 3 1.230 3 1.224 3

Average 1.358 30.083 1.566 21.417 1.457 25.417 1.421 15.667

6 Conclusion

In this paper, Simulated Evolution (SimE) is engineered to solve the the
OSPFWS problem. A new proposed cost function [12] is employed which ad-
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dresses the optimization of the number of congested links, and the required
goodness functions are designed. The results obtained show that the engineered
SimE heuristic is always able to find near-optimal solutions. Comparison with
Simulated Annealing (SA) showed that the search performed by SimE is more
intelligent, i.e., the solutions generated by SimE are of superior quality than that
of SA and are obtained in better time.
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Abstract. Face recognition has lately attracted more research aimed at 
developing intelligent machine recognition which uses information within the 
encoded facial patterns to learn and recognize the objects. This paper 
investigates the efficiency of using Global and Local pattern averaging for 
facial data encoding prior to training a neural network using the averaged 
patterns. Averaging is a simple but efficient method that creates "fuzzy" 
patterns as compared to multiple "crisp" patterns, which provide the neural 
network with meaningful learning while reducing computational expense. A 
real-life application will be presented throughout recognizing the faces of 60 
persons using our database and the ORL face database. Experimental results 
suggest that using pattern averaging; globally or locally, performs well as part 
of a fast and efficient intelligent face recognition system. 

1   Introduction 

Intelligent systems are being increasingly developed aiming to simulate our 
perception of various inputs (patterns) such as images, sounds…etc. Biometrics is an 
example of popular applications for artificial intelligent systems. Face recognition by 
machines can be invaluable and has various important applications in real life, such 
as, electronic and physical access control or security and defense applications. The 
development of an intelligent face recognition system requires providing sufficient 
information and meaningful data during machine learning of a face. 

The use of neural networks for face recognition has been recently addressed [1], 
[2], [3], [4]. Other successful works suggested different methods for face recognition, 
such as Principal Component Analysis (PCA) [5], Linear Discriminant Analysis 
(LDA) [6] and Locality Preserving Projections (LPP) [7]. However, these methods are 
appearance-based or feature-based methods that search for certain global or local 
representation of a face. 

This paper proposes the use of pattern averaging, globally or locally, as an efficient 
method for meaningful facial data preparation prior to training a neural network 
classifier. Pattern averaging creates a "fuzzy" feature vector as compared to multiple 
"crisp" feature vectors, which are used for training and generalizing the neural 
network. Two methods, namely, Global pattern averaging and Local pattern 
averaging, are presented in this work as a first phase of an intelligent face recognition 
system that uses the back propagation algorithm in its second phase. 
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The first method uses global pattern averaging of a face and its background and 
aims at simulating the way we see and recognize faces. This is based on the 
suggestion that a human “glance” of a face can be approximated in machines using 
pattern averaging, whereas, the “familiarity” of a face can be simulated by a trained 
neural network [3]. The second method uses local pattern averaging of essential facial 
features (eyes, nose and mouth). Here, multiple face images of a person with different 
facial expressions are used, where only eyes, nose and mouth patterns are considered. 
These essential features from different facial expressions are averaged and then used 
to train the supervised neural network [4]. A real-life application will be presented 
using both methods throughout recognizing the faces of 60 persons. 

2   Face Image Databases 

The databases used in this work comprise 270 face images of 60 persons, and are 
organized into two sets. The first set; from our face database, is used for 
implementing the Global averaging method and contains face and background images 
of 30 persons looking left, straight and right, thus providing 90 images; examples of 
which are shown in Fig. 1. The second set is used for implementing the Local 
averaging method and contains face images of another 30 persons with six different 
facial impressions (natural, smiley, sad, surprised and two random impressions), thus 
providing 180 images (90 from our databases and 90 from ORL face database [8]) as 
shown in Fig. 2.  

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Each image set is divided into two groups: training and testing images. For Global 
averaging set each face has three different projections, which were captured while 

a-         

b-         

c-          

Fig. 1. Examples of Global pattern averaging faces looking: a- left, b- straight, c- right 

a-         
 

b-         

Fig. 2. Examples of Local pattern averaging faces: a- Own database, b- ORL database [8] 
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looking Left, Straight and Right. The neural network training images will be Left and 
Right looking faces (60 images) whereas the testing images will be Straight looking 
faces (30 images) as shown in Fig. 3a. For Local averaging set each person has six 
different face expressions. Four out of the six expressions for each person (natural, 
smiley, sad and surprised) are locally averaged and then used for training the neural 
network (120 feature images averaged to 30 images). The remaining two face 
expressions for each person are random expressions and will be used together with the 
non-averaged four training face expressions to test the trained neural network (180 
images) as shown in Fig. 3b. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3   Pattern Averaging 

Pattern averaging creates a "fuzzy" feature vector as compared to multiple "crisp" 
feature vectors, which are used for training the neural network. This section describes 
the two averaging methods that are applied prior to training a neural network as part 
of the intelligent face recognition system. 

In Global averaging, a face image of size 100x100 pixels is segmented and the 
values of the pixels within each segment are averaged. The result average values are 
then used as input data for the neural network. Global averaging can be defined as: 

( )
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where k and l are segment coordinates in the x and y directions respectively, i is the 
segment number, Sk and Sl are segment width and height respectively, Pi(k,l) is pixel 
value at coordinates k and l in segment i, PatAvi  is the average value of pattern in 
segment I , that is presented to neural network input layer neuron i. Segment size of 
10x10 pixels (Sk = Sl = 10) has been used and average values representing the image 
were obtained, thus resulting in 100 average values that were used as the input to the 
neural network for both training and testing. 

a- Global Averaging              
     Training Set                   Testing face 

 

b- Local Averaging                 
  Natural    Smiley      Sad     Surprised        Random Expressions 

                                  

 Training Set 

Testing Set  

Fig. 3. Examples of training and testing face images 
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                       a- Global 

 

 

                          b- Local 

In Local averaging, the essential features (eyes, nose and mouth) from four 
expressions (natural, smiley, sad and surprised) are approximated via averaging into 
one single vector that represents the person; this is only applied prior to training. The 
features undergo manual extraction, dimension reduction and then averaging which 
reduces the 120 training images to 30 averaged images. Finally, the averaged features 
((272x1) pixel vectors) are presented to the neural network. Local averaging for each 
feature can be implemented using the following equation: 

=
=

4

14

1

i
ifavgf , (2) 

where favg is the feature average vector and  fi is feature in expression i of one person. 

4   Neural Network Implementation 

The back propagation algorithm is used for the implementation of the intelligent face 
recognition system due to its simplicity and efficiency in solving pattern recognition 
problems. Two different 3-layer neural networks are used for the arbitration of the 
two averaging methods. The outputs of the averaging methods are used for training 
and/or testing the neural network as its input data. 

The neural arbitration of globally averaged faces uses a network with 100 neurons 
in the input layer, each receiving an averaged value of the face image segments. The 
hidden layer consists of 99 neurons, whereas the output layer has 30 neurons 
according to the number of persons. Fig. 4a shows the topology of this neural network 
and global data presentation to the input layer. 

The neural arbitration of locally averaged faces uses a network with 272 neurons in 
the input layer which carry the values of the averaged features, a hidden layer with 65 
neurons and an output layer with 30 neurons which is the number of persons. Fig. 4b 
shows this neural network design. 

 
 
 
 
 
 
 
 
 
 
 
 
   
  

Fig. 4. Global and Local averaging neural networks 
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5   Results and Analysis 

The implementation of Global or Local pattern averaging of face images as part of an 
intelligent face recognition system are carried out prior to training a neural network 
that  uses the averaged representations of the face. Different neural networks were 
designed for each averaging method. The following results were obtained using a 2.4 
GHz PC with 256 MB of RAM, Windows XP OS and Borland C++ compiler. 

The Global averaging neural network learnt and converged after 4314 iterations 
and within 390 seconds, whereas the running time for the generalized neural network 
after training and using one forward pass was 0.21 seconds. The Local averaging 
neural network learnt and converged after 3188 iterations and within 265 seconds, 
whereas the running time for the generalized neural network after training and using 
one forward pass was 0.032 seconds. Table 1 shows the final parameters of the 
successfully trained neural networks. 

Table 1. Global and Local averaging trained neural networks final parameters 

 Input
nodes

Hidden 
nodes 

Output 
nodes 

Learning
rate 

Momentum
rate 

Error Iterations
Training time 

(seconds) 
Run time 
(seconds) 

Global 100 99 30 0.008 0.32 0.002 4314 390 0.21 

Local 272 65 30 0.0495 0.41 0.001 3188 265  0.032 

The Global average neural network implementation yielded 100% recognition rate 
of all training images (60 face images- looking left and right) as would be expected. 
Testing this neural network using test images (30 face images – looking straight) 
yielded a successful 96.67% recognition rate. Thus, the overall recognition rate for the 
Global average method is 98.89%. The Local average neural network implementation 
also yielded 100% recognition rate when using the 30 locally averaged face images in 
the training set. Testing was carried out using 180 face images which contain different 
face expressions that were not exposed to the neural network before. Here, 174 out of 
the 180 test images were correctly identified yielding 96.7% recognition rate. Thus, 
the overall recognition rate for the Local average method is 97.14%. Table 2 
summarizes the above results for both methods. 

Table 2. Face recognition results for 30 persons using Global and Local averaging 

 Global Averaging Local Averaging 

Image Set Training Testing Total Training Testing Total 

Recognition 
Rate 

(60/60) 
100% 

(29/30)  
96.67% 

(89/90)  
98.89% 

(30/30) 
100% 

(174/180) 
96.70% 

(204/210) 
97.14% 

6   Conclusions 

This paper investigated the use of pattern averaging as a pre-processing phase in an 
intelligent face recognition system. The system uses a back propagation neural 
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network classifier which receives at its input an averaged representation of a face 
image. Pattern averaging provides the neural network with a small fuzzy pattern 
reflecting the original larger crisp pattern, thus achieving two aims: reduction of 
computational and time cost and maintaining meaningful machine learning of faces 
that may have different expressions, orientations and backgrounds. 

Two pattern averaging methods were investigated: Global averaging and Local 
averaging. Both methods have shown successful results which suggests they can be 
used as part of a robust intelligent face recognition system. 

Global averaging can be successfully applied in real life where the faces are at 
different orientations and the image contains non-facial features such as hats, hair, 
eyeglasses and background. 

Local averaging can also be applied successfully to identify faces with different 
expressions. Here, the image databases contain only the faces as the method uses 
essential facial features such as eyes, nose and mouth; therefore the existence of 
background and occlusions is irrelevant. Features from different face images of a 
person with different facial expression are averaged prior to training the neural 
network. Although the feature pattern values (pixel values) may change with the 
change of facial expression, the use of Local averaging of a face provides the neural 
network with an approximated understanding of the identity and is found to be 
sufficient for training a neural network to recognize that face with any expression. 

Future work includes using larger face databases and investigating the use of 
averaging with images that contain more than one face. Additionally, work will be 
carried out on developing a single neural network that can be used with both Global 
and Local averaging for the purpose of face recognition. 
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Abstract. Existing ore processing plant designs are often conservative
and so the opportunity to achieve full value is lost. Even for well-designed
plants, the usage and profitability of mineral processing circuits can
change over time, due to a variety of factors from geological variation
through processing characteristics to changing market forces.

Consequently, existing plant designs often require optimisation in re-
lation to numerous objectives. To facilitate this task, a multi-objective
evolutionary algorithm has been developed to optimise existing plants,
as evaluated by simulation, against multiple competing process drivers.
A case study involving primary through to quaternary crushing is pre-
sented, in which the evolutionary algorithm explores a selection of flow-
sheet configurations, in addition to local machine setting optimisations.
Results suggest that significant improvements can be achieved over the
existing design, promising substantial financial benefits.

1 Introduction

Design in any sphere means the specification of a system that satisfies a given set
of requirements whilst optimising performance parameters. In most industries,
the principal parameter is profit, usually by some combination of minimising
capital investment and operating costs, and maximising return on investment,
throughput, and efficiency.

Usually, good designs cannot be derived analytically, and the design process
will involve at least some aspect of trial-and-error or expert judgement. This has
led many people to suggest that the process should be automated. Automation
has often taken the form of a search, and in recent years this search has often
utilised various artificial intelligence techniques.

The major contribution of this paper is the description of a case study that
applies multi-objective evolutionary algorithms (EAs) to optimise the design of a
comminution plant. The flexibility of the multi-objective evolutionary approach
is illustrated by the ease with we are able to deal with two real-world compli-
cations: risk management, and complex feasibility conditions. The initial results
from this study are promising.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 962–969, 2006.
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2 Previous Applications of EAs to Plant Design

Ventner et al. [1] proposed an approach for plant design using learning classifier
systems. Intelligent objects bid against each other for a position in the circuit.
The simple flowsheets examined in the study demonstrated the concept, but most
of the intelligence was in the form of subjective heuristics or empirical data. The
strength of the work was that it showed that circuits could be assembled with
the evolutionary approach, however full process optimisation of the assembled
circuit remained elusive.

While et al. [2] used an evolution strategy to optimise the performance of a
simple comminution circuit with a single cone crusher and a recirculating load.
They allowed the algorithm to vary the shape of the crusher’s liners and vari-
ous operating parameters, trying to simultaneously maximise the quality of the
product and the capacity of the circuit. Relative to an existing design, they
reported an improvement of up to 12% in P80 (a product quality measure),
or up to 224% in capacity, or simultaneous improvements of 7% in P80 and
192% in capacity. In [3], a multi-objective algorithm was used to optimise prod-
uct quality and circuit cost, examining options for make, size, and number of
processing units at various points in the circuit, as well as their operational
settings.

Subsequently, other researchers have begun to report similar work in the min-
erals engineering literature: [4], [5], [6].

3 Case Study Problem

The processing circuit used in this study is a comminution circuit, the default
version of which is shown in Fig. 1.

The term comminution is used to describe a collection of physical processes
that can be applied to a stream of ore to reduce the sizes of the particles in
the stream. The purpose of comminution is to transform raw ore into a more
usable or more saleable product or to prepare it for further processing. A com-
minution circuit consists of a collection of processing units connected together
(typically by conveyor belts), and may contain loops, typically re-cycling large
particles through crushers until they reach the desired size. One or more streams
of ore form the feed stream, entering the circuit typically from some preprocess-
ing stage. One or more streams of transformed material exit the circuit as the
product stream of the comminution process. More detailed information about
comminution is available from [7].

In the circuit under study here, run of mine material is fed into a primary
crusher, and the output is screened. Screen undersize goes directly into the fine
ore bins, and the oversize is stacked in a coarse ore stockpile.

Reclaimed coarse ore is fed into a crushing plant consisting of an open circuit
secondary crusher and a tertiary crusher in closed circuit with two single-deck
screens. The screens are fed with the combined output of the secondary and
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Secondary 
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Fig. 1. The basic comminution circuit used in this study

tertiary crushers. Screen oversize is (re-)processed by the tertiary crusher and
the undersize forms the crushing plant product and is taken to the fine ore bins.

The fine ore bins feed two parallel milling circuits and their combined product
is treated in a leaching process. Each milling line has a selected target P80 value
(the 80th percentile of particle size) which determines the capacity of that line.
The milling lines have a pre-defined order in which they are utilised: material is
fed into the preferred line until that line reaches capacity, then excess material
is fed into the subsequent line(s).

The fundamental design goal of the circuit is to maximise the profit of the
operating company. Circuit performance depends on the prevailing operating
conditions, which are typically unknown or uncertain in advance. As such, a
circuit that can perform well in response to changing circumstances is desirable;
i.e., some risk management is required. This makes the problem well-suited to
a multi-objective approach, which can return a population of designs offering a
range of trade-offs between multiple objectives. In this study we use one objec-
tive that represents the profit of a circuit given the expected feed, and another
objective that represents the profit given a harder feed that is more difficult to
process. This enables us to evolve more robust circuits.
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4 Design of the EA

In this study, we derived our initial population randomly and ran the algorithm
for a fixed number of generations. This section examines the remaining algorithm
design issues, with particular reference to the problem under discussion.

4.1 Representation of a Design

We vary the following design parameters:

– The percentage of product mineral in the feed.
– Independently, the closed-side settings of the secondary and tertiary crush-

ers, i.e. the gap between the liners at their closest approach.
– Whether the design re-circulates the product of the tertiary crusher, or

whether this crusher processes the material only once.
– The apertures of the decks in the primary screen, the type of this screen

(either conventional inclined, or multi-slope), and its custom load factor.
– The aperture of each unit in the secondary screen-pair, and the type of these

screens (either conventional inclined, or multi-slope).
– Independently, the charge level of each mill, i.e. the proportion of the interior

volume that is occupied by balls or rods as appropriate.
– Independently, the target P80 of each milling line.
– The placement and types of the mills: either two milling lines with one ball

mill each; or three lines with one ball mill each; or one line with one ball mill
and another line with one rod mill followed by a ball mill (as in Figure 1).

– The feed order of the milling lines.

4.2 Evaluation of a Design

Designs are evaluated independently according to four objectives.

1. Maximise plant value when applied to “hard” material.
This value takes into account set-up costs for the design, interest on the
set-up costs, and summed daily net income over the design’s lifetime.

2. Maximise plant value when applied to “soft” material.
This objective considers the performance of the design when applied to soft
material, characterised by both a lower P80 and lowered ore hardness values.

3. Minimise overflow in crusher feeds.
A poor design might require a crushing machine to process material at a
greater rate than its capacity. Excess material then overflows the mouth
of the crusher and is lost. Obviously we want to minimise the amount of
overflowing material: in fact we consider a design to be successful only if
there is no overflowing material.

4. Minimise oversize material in crusher feeds.
A poor design might present material to a crusher that is larger than it can
accept. The amount of this material is to be minimised, and we consider a
design to be successful only if there is no oversize material.
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4.3 Treatment of Infeasible Designs

Some designs perform so poorly that they must be considered “infeasible”. But
such designs might have some useful features, so we do not discard them immedi-
ately. Instead, we quantify their “degree of infeasibility” and then select against
them for future generations. For this we use the third and fourth objectives listed
in Section 4.2, in a selection process (similar to the “constraint-domination”
principle introduced in [8]) that is discussed in Section 4.4.

4.4 Selection of Designs

To select which designs become the parents of the next generation, we rank them
according to their fitness values. We sort the population according to the fourth
objective; then break ties according to the third objective; then break remaining
ties by a Pareto ranking on the first and second objectives.

4.5 Mutation and Crossover

We used a uniform crossover variant with probability 0.8. Each design parameter
was mutated with probability 0.5. Mutation varies depending on the nature of
the parameter:

– Crusher identifiers: switch to one of the “neighbouring ” crusher variants (a
crusher variant which is different in only one attribute).

– Real-valued machine settings: NSGA-II’s polynomial mutation variant [9]
with distribution index 50, constrained to the machine’s operating range.

– Integer unit counts: NSGA-II’s polynomial mutation variant with distribu-
tion index 10, constrained to the range 1–20.

5 Experiments, Results, and Discussion

We ran the algorithm with a population of 100 for 500 generations. We performed
five runs, each taking 12-18 hours on a modern PC.

Fig. 2 shows attainment surfaces that plot the increase through time of the
performance of the population from each run. A 50% attainment surface shows
the level of performance attained by half of the runs after a specified number of
generations. The 0% attainment surface shows the level of performance attained
by the best designs derived at the end of the runs. The plant value objectives
are normalised relative to the existing design, therefore the performance of the
existing design is (1, 1) by definition. We plot only feasible designs, so the two
error objectives are 0 for all designs and need not be plotted.

Table 1 shows selected designs produced by the five runs, along with perfor-
mance figures. The algorithm returns a set of designs, so we have chosen four
interesting ones to compare with the existing design. We list the designs with
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Fig. 2. Increase in normalised performance through time from five runs of the EA

Table 1. Details of the best designs from five runs of the evolutionary algorithm, and
their normalised performance values

Best Matched Matched Best
Existing soft hard soft hard

value value value value
Normalised soft value 1.0000 1.0096 1.0047 1.0002 0.9932
Normalised hard value 1.0000 0.7319 1.0021 1.0387 1.0624
Normalised % mineral in feed 100.00% 99.83% 99.91% 100.44% 101.01%
Screen-Prim-Config CI CI CI CI CI
Screen-Prim-AppTop (mm) 65.0 50.7 66.0 67.7 47.7
Screen-Prim-AppBottom (mm) 17.0 28.5 26.8 29.0 20.7
Screen-Prim-CustomLoadFactor 160% 220% 201% 169% 164%
Crusher-Second-CSS (mm) 24.0 20.4 19.7 32.9 20.0
Screen-Second-App (mm) 19.0 14.7 18.1 18.4 22.0
Screen-Second-Config CI CI CI CI CI
Closed Circuit True True True True True
Crusher-Tert-CSS (mm) 12.0 12.0 12.0 12.0 12.0
RodMill Retained Retained Retained Discarded Converted
FeedOrder 1,2 1,2 2,1 1,2 2,1,3
RodMill-Charge 40% 30% 32%
BallMill-1-Charge 45% 27% 29% 38% 36%
BallMill-2-Charge 36% 30% 35% 38% 35%
BallMill-3-Charge 44%
Line-1-TargetP80 (μm) 298 351 315 370 324
Line-2-TargetP80 (μm) 306 267 284 327 332
Line-3-TargetP80 (μm) 480

the highest soft value, and the highest hard value. Both of these sacrifice one
objective to maximise the other, so we also list two interesting designs that
dominate the existing design: the design with the highest soft value that also
beats the existing design in hard, and the design with the highest hard value
that also beats the existing design in soft.

The algorithm has identified a number of realistic operational changes that
could add significantly to the total earnings over the life of the project with-
out any additional investment. Perhaps more importantly, examination of the
optimised solutions shows great potential as a process diagnostic:
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– All solutions fully utilise available crushing plant hours. This clearly identifies
a bottle-neck that could be removed by simply improving the current low
levels of availability without a costly capital investment;

– The gains in overall project value achieved are relatively modest. This sug-
gests that the existing process may not contain any significant “hidden”
values, and that capital upgrades must now be considered to provide the
required improvements in operational performance.

6 Conclusions and Future Work

We have described the application of an EA to the problem of optimising the
performance of a comminution plant, by fine-tuning the settings of individual
machines, by tuning machines in the circuit to work well in tandem, and by
making (minor) structural changes to the circuit. The performance of the plant
is optimised independently for two different types of feed, and the algorithm
returns a range of designs offering different trade-offs between them.

The results indicate that the algorithm is able to find designs that offer useful
improvements in performance, particularly when applied to hard material, and
that it is able to find designs that beat the existing design in both objectives. A
full investigation promises significant financial benefits. We will allow the algo-
rithm more scope to vary aspects of the design in the search for improvements,
in particular we will allow a wider range of structural changes. We also plan to
modify the definitions of our value objectives to more-closely mirror the usual
metric of NPV (net present value).

Acknowledgments. This work was supported by Rio Tinto OTX and Aus-
tralian Research Council Linkage Grant LP0347915.
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Abstract. In this study, Gaussian white noise and color noise of speech signal 
are reduced by using adaptive filter and soft computing algorithms. Since the 
main target is noise reduction of speech signal in a car, ambient noise recorded 
in a BMW750i is used as color noise in the applications. Signal Noise Ratios 
(SNR) are selected as +5, 0 and -5 dB for white and color noise. Normalized 
Least Mean Square (NLMS), Recursive Least Square (RLS) and Genetic Algo-
rithms (GA), Multilayer Perceptron Artificial Neural Network (MLP ANN), 
Adaptive Neuro-Fuzzy Inference System (ANFIS) are used as adaptive filter 
and soft computing algorithms, respectively. 5 female and 5 male speakers have 
been chosen as Speech data from database of Center for Spoken Language Un-
derstanding (CSLU) Speaker Verification version 1.1. Noise cancellation per-
formances of the algorithms have been compared by means of Mean Squared 
Error (MSE). Also processing durations (second) of the algorithms are deter-
mined for evaluating possibility of real time implementation. While, the best re-
sult is obtained by GA for noise cancellation performance, RLS is the fastest 
algorithm for real time implementation. 

1   Introduction 

The most important effect which has influence on speech and speaker recognition 
systems is noise. The more noise causes the less intelligibility and recognition per-
formance. When comparing with human ear, the modern speech recognition devices 
performance is comparatively low in noisy ambient [1].  

Many methods have been improved to cancel ambient noise from speech signal. 
One of the best fundamental methods is adaptive filtering. The system has two inputs; 
one of them is speech signal and the other is noise signal used as reference signal. In 
this study, two kinds: white or color noise has been applied to the system as reference 
noise. White noise is Gaussian noise and color noise is a car ambient noise recorded 
in a BMW750i car. +5, 0 and -5 dB signal noise ratios (SNRs) have been chosen for 
both white and color noise. 

5 female and 5 male speakers have been chosen as Speech data from database of 
Center for Spoken Language Understanding (CSLU) Speaker Verification version 
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1.1. Chosen 10 speakers utter theirs name-surname and living state during 2-5 sec. 
Each utterance has 8000 Hz sample rate and is 16 bit mono channel and “.wav” 
files. The female and male speakers have been labeled as F1,…,F5 and M1,…,M5, 
respectively. 

The studies have been performed on a computer which has P4 2.0GHz microproc-
essor and 512 MBytes memory and using MATLAB version 6.5 (R13). First, speech 
data have been added two kinds of noise explained above in different simulations. 
Then, the signal has been tried to cancel the noise using adaptive filtering algorithms 
as NLMS, RLS and soft computing methods as GA, MLP ANN, and ANFIS. The 
algorithms have been compared according to their noise cancellation performance by 
means of Mean Squared Error (MSE) and processing durations to be able to deter-
mine their applicable possibility of real time implementation. 

In the literature, there are many studies about noise cancellation [2-8]. Liberti et al. 
performed a study about evaluation of adaptive noise cancellation algorithms includ-
ing Least Mean Squares (LMS), RLS and a Fast Transversal Filter (FTF) implementa-
tion of RLS. They compared their performances based on various criteria [2]. Shozaki 
et al. used word utterances added color noise 10 dB, 20 dB SNRs. they firstly tried to 
suppress the noise by using NLMS algorithm and then evaluated recognition perform-
ance of their developed system [3]. Ortega et al. have realized car cabin noise cancel-
lation studies by using adaptive FIR filter [4]. Goubran et al. studied about noise  
cancellation in car for various driving conditions. End of the studies, they observed 
using a conventional adaptive FIR filter with the stochastic gradient adaptation algo-
rithm leads to up to 12 dB of noise cancellation in the low end of the noise spectrum 
[5]. On the other hand we have tried to determine robust noise cancellation perform-
ance of the algorithms for high SNR values. In the literature, there are many soft 
computing studies about noise cancellation. Dhanjal explained the neural network 
studies about noise cancellation in his “Artificial Neural Networks in Speech Process-
ing: Problems and Challenges” named paper [6]. Juang and Lin performed noise can-
cellation using adaptive fuzzy filters [7]. Besides, Thevaril and Kwan implemented an 
ANFIS for speech enhancement [8]. 

Adaptive filtering methods: NLMS and RLS are explained exhaustively by 
Haykin [9]. Soft computing algorithms: GA, MLP ANN, ANFIS are used in our 
study. Their details can be achieved by given references [10-14]. Experiments of 
noise cancellation algorithms and discussions about the results are given in the fol-
lowing section.  

2   Experiments of Noise Cancellation Algorithms and Discussions 

In this study, FIR filter has been used as transversal filter. NLMS algorithm has been 
used on noise cancellation studies. End of the experimentations, adaptation constant 
of NLMS explained by Haykin [9] has been taken as 0.01 for comparison of the algo-
rithms as shown in Fig. 1 and in Fig.2.  

Another adaptive algorithm using renewal of FIR weights is RLS algorithm. For 
RLS algorithm; regularization parameter and forgetting factor explained by Haykin 
[9] are taken as 100 and 0.8, respectively.  
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Table 1. GA Initial Parameters and Operations 

Number of Generation N=100, 150, 200, 500 
Population size 100 

Chromosome length 10 

Chromosome type Real-coded 

Mutation probability pm = 0.1 

Crossover probability pc = 0.8 

Selection type Roulette well 

Mutation type Chromosome y chromosome 

Crossover type One cut point 

Elitism Simple 

 
Genetic Algorithms (GA) parameter settings and operations are tabulated in Ta-

ble 1. Because of speech signal values are floating points, chromosome type is chosen 
real coded. While the other parameters are chosen constant, the number of generation 
has been changed in the simulations for obtaining optimum performance. The studies 
on GA have been performed for four generations, 100, 150, 200 and 500. The simula-
tion results of MSEs and process durations of GA have been compared. The most 
suitable generation number has been determined as 100 by considering especially 
long process durations and adequate MSE values. So generation number of GA is 
used as 100 for comparison of the algorithms as shown in Fig. 1 and in Fig. 2.  

In the study, MLP ANN is also used for noise cancellation. The Levenberg-
Marquard Backpropagation learning algorithm is used in training MLP [15]. Struc-
tural and operational properties of MLP ANN can be summarized as follow: 

− Noisy speech signal is the one input of the MLP.   
− There is one output as the noise removed speech signal. Output layer of the neu-

ron’s activation function is chosen linearly. 
− The activation functions of 10 neurons in the hidden layer are chosen hyperbolic 

tangent. In addition to the hybrid structures of ANNs network optimization pro-
posed by Lagaros et al. [16], architectures of ANNs are generally determined em-
pirically. 

− All the initial weights of the network are determined using Nguyen-Widrow algo-
rithm [17].   

− The training of the MLP ANN was previously performed between 100 and 2000 
epochs for different speakers and SNRs. The optimum performance has been taken 
for 1000 epochs by considering MSEs and processing durations. 

Noisy speech data have been tried to remove noise by means of ANFIS. The features 
of ANFIS are given in Table 2 and their details can be achieved by given references [13, 
14]. In ANFIS studies, the training of network was performed for 100, 250, 500, 750, 
1000 epochs. The optimum performance has been reached by 500 epochs according 
MSEs and processing durations. So the network’s training result performed for 500 ep-
ochs to compare with other algorithms by means of MSEs is given in Fig. 1 and in Fig. 2. 
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Table 2. Features of ANFIS 

Input number 1 
Output number 1 
Rule number 10 
Type Sugeno 
andMethod Prod 
orMethod Max 
defuzzMethod Wtaver 
impMethod Prod 
aggMethod Max 

 

MSE values of ten speakers to compare the algorithm’s performance of noise  
cancellation have been computed for each SNR value (+5, 0 and -5 dB) in each algo-
rithm. Then ten speaker’s MSE values have been averaged for each algorithm. Aver-
aged MSE values of NLMS, RLS, GA, MLP ANN and ANFIS algorithms to compare 
the algorithm’s performance of white and color noise cancellation are given in Fig. 1 
and in Fig. 2, respectively. 

 

Fig. 1. Comparison of the algorithms for white noise 

As seen in Fig. 1, GA gives the least mean square error value at +5 dB SNR. At 0 
dB and -5 dB SNR values, the least mean square error values are taken by ANFIS and 
MLP ANN for white noise. 

As seen in Fig. 2, GA is the algorithm which gives the least mean square error val-
ues at all SNRs for color noise.  

Averaged processing durations of NLMS, RLS, GA, MLP ANN and ANFIS algo-
rithms are given in Fig. 3 to compare processing time of the algorithms for white and 
color noise cancellation at various SNRs. The time axis of Fig. 3 is given logarithmic 
due to big differences between processing durations. RLS algorithm is the fastest 
algorithm for both two kinds of noise and all level SNRs as shown in Fig. 3. 
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Fig. 2. Comparison of the algorithms for color noise 

 

Fig. 3. Comparison of processing durations of the algorithms for white and color noise 

3   Conclusion 

Gaussian white noise and color noise which is recorded as ambient noise in 
BMW750i of speech signal are filtered by using adaptive filters and soft computing 
algorithms. Signal Noise Ratios (SNR) are selected as +5, 0 and -5 dB for both white 
and color noise. Clean speech data are constituted by 5 female and 5 male speakers 
from CSLU. Various experiments are performed for investigating the optimum result 
of the best algorithm by means of MSEs and processing durations. Although GA 
gives the best performance to filter color noise with the best minimum error values, it 
is the slowest algorithm by considering processing durations for our main target 
which is noise reduction of speech signal in car. So it does not seem possible to use 
GA in real time implementations. The best optimum noise reduction algorithm which 
can be used in real time implementations is determined by RLS algorithm considering 
its processing durations and performance of noise reduction. 
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Abstract. As of the remarkable increasing of internet users, there have
been some demands of analyzing the users web accessing patterns. In-
ternet related companies want to know the internet users web accessing
patterns to promote their own products to the users. For analyzing cus-
tomer’s time-of-day pattern for using internet as response vector that
can be thought of as a discretized function, fitting ordinary decision
trees may be unsuccessful because of their dimensionality. In this pa-
per, we shall propose factor tree which would be more interpretable and
competitive. Furthermore, using Korean internet company data, we will
analyze time-of-day patterns for internet user.

1 Introduction

The landmark work of decision tree is the methodology of Breiman, Friedman,
Olshen, and Stone (1984), who introduced classification tree for a univariate
discrete/continuous response. There are various competing approaches to the
work of Breiman et al. (1984), such as that of Hawkins and Kass (1982) and
Quinlan (1992). These approaches are focused on the single response.

Recently, some decision trees for multiple responses have been constructed by
Segal (1992) and Zhang (1998). Segal (1992) suggested a tree that can analyze
continuous longitudinal response using Mahalanobis distance for within node
homogeneity measures. Zhang (1998) suggested a tree that can analyze multi-
ple binary response using generalized entropy criterion which is proportional to
maximum likelihood of joint distribution of multiple binary responses. Further-
more, in real world application, responses which have many variables can be
often observed such as functional data. However, naively applying multivariate
decision trees to ”long vector responses” is not successful.

The examples of multivariate decision trees that give unreasonable results to
analyst are shown in the research of Yu and Lambert (1999). Yu and Lambert
proposed new tree methodologies, spline tree and principal component tree for
analyzing high dimensional response, applying two step procedures that reduce
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the dimension of the responses and then constructing a tree to lower dimensional
responses. Spline tree represents each response vector as a linear combination of
spline basis functions and then fits a multivariate tree to the estimated coefficient
vectors. Principal component tree uses the first several principal component
scores as the response vector.

In this paper, factor analysis will be used to reduce the high dimension re-
sponses to low dimensions that have several independent explainable factors by
using factor rotation. So, we shall propose a factor tree that has advantages in
the view of interpretation. Finally, using a Korean internet company data set
which consists of internet site member’s demographic profiles and internet using
pattern, we will investigate and compare the performance and results of the two
step tree procedures, i.e., spline tree, principal component tree, factor tree.

2 Time-of-Day Patterns for Internet User

2.1 Data

The problem we face is to predict a customer’s time-of-day internet usage pat-
tern. For example, business customers who use internet in daytime are more
frequent, while students use internet more frequently at night time. Therefore
classification of the time of day patterns would give useful information, such
as the optimal time bands of shaver/cosmetic banner advertisements in a web
page. So, it is a good strategy to advertise goods in the internet by considering
customer’s profiles and their surfing time patterns.

The data which is used in the application consist of internet usage records
of some internet site composed of 771 members. Table 1 and Table 2 show the
data profile that have high dimension response vectors. Response variables are
partitioned by 30 minutes, so they consist of 48 time intervals as responses.
Explanatory variables consist of 5 categorical and 6 continuous variables, such
as gender, age, job, etc. As we can see, naively applying multivariate decision
trees to ”long vector responses” like Table 1 may not be successful. So, dimension
reduction techniques mentioned above should be used at first and then, we will
construct and compare the tree results.

Table 1. Response variables Variable

Variable Descriptions

y1 monthly � of visit to the Internet site between 0:00 a.m ∼ 0:30 a.m.
y2 monthly � of visit to the Internet site between 0:30 a.m ∼ 1:00 a.m.
...

...
y48 monthly � of visit to the Internet site between 11:30 a.m ∼ 0:00 a.m.

2.2 Factor Tree

We use iterative principal factor analysis to reduce the dimension of responses.
As a result, we get eight factors that easily interpret the meaning by using
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Table 2. Explanatory variables

Variable Descriptions

� of connecting internet/month � of count of using internet per month
Gender Male, Female
Birth Year Year of birth

Job Student, General office worker, Financial worker, government of-
ficer,..., etc

Marital status Married, Unmarried
Salary/month 0 Won ∼ 10 million Won

Education Under middle school, Under high school, Under college, Graduate
school

Connecting Place Usual place of using internet : Home, Company, Internet cafe,
School, etc

Period of using internet under 1 year, 1∼2 years, 2∼3years, 3∼4 years, 4∼5 years, over 5
years

Surfing time of internet/week Under 0.5 hour, 0.5∼1 hour, 1∼2 hours, 2∼3 hours, ..., over 50
hours

City Living province : Seoul, Incheon, Busan, Daegu, ..., Jeju

Fig. 1. Iterative principal factor loading (first eight factors)

varimax rotation method. Full tree has 45 terminal nodes and after the pruning
procedure, the final tree has 9 terminal nodes, like Fig.2.

Seeing the factor loading, in Fig.1, factor profiles are more easily interpreted
than principal component. Fig.1 represents that each factor has from 4 hour to
6 hour intervals which have higher factor loading. For example, the first factor,
right upper side in Fig.1, has an interval which has higher loading between 2
a.m. and 7 a.m. So, the first factor could distinguish the customers who usually
use internet during midnight.

Factor tree has more similar tree results to that of principal component tree
than that of spline tree. The first split variable at the root node is also ”connect-
ing place”, i.e., same as that of principal component tree. Many split variables
which are chosen in principal tree are also chosen in factor tree, but they appear
in different level of tree depth. Fig.3 represents the factor mean score at each
terminal node of the factor tree. It is difficult to explain the meaning of principal
component and spline coefficients, but factor can be easily explained by factor
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Fig. 2. Factor Tree

Fig. 3. mean factor score at terminal node

Fig. 4. Average internet using-time profiles at terminal node
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rotation. Therefore, using the factor mean score at each terminal node is helpful
for understanding results.

Fig.2, factor tree, suggests that customers in terminal node 56 and 58, who
were born before 1980 and use internet more than the average using time, would
connect to the internet similarly with the pattern of average of over-all customers.
This is because most of the factor means in the terminal nodes are close to 0.
Therefore they usually use internet at daytime and evening.

3 Conclusions

Multivariate decision trees using spline method and dimension reduction tech-
niques, such as principal component analysis and factor analysis to analyze
high dimensional responses were introduced and suggested.In the view of inter-
pretability, factor tree is the best. It can be said that factor tree is competitive.
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Abstract. Engineering data contains the experiences and know-how of experts. 
Data mining technique is useful to extract knowledge or information from the 
accumulated existing data. This paper deals with generating optimal polynomials 
using genetic programming (GP) as the module of Data Miner. The Data Miner 
for the ship design based on polynomial genetic programming is presented.  

1   Introduction 

Although Korean shipyards have accumulated a great amount of data, they do not 
have appropriate tools to utilize the data in practical works. Engineering data contains 
the experiences and know-how of experts. Data mining technique is useful to extract 
knowledge or information from the accumulated existing data. This paper presents a 
machine learning method based on genetic programming (GP), which can be one of 
the components for the realization of data mining [7]. The paper deals with 
polynomial GP for regression or approximation problems when the given learning 
samples are not sufficient. Polynomials are widely used in many engineering 
applications such as response surface modeling [1-4,6]. The purpose of this paper is to 
develop the data utilization tool to generate an empirical formula from the 
accumulated existing data for ship design with GP. 

2   Polynomial Genetic Programming for Data Mining 

Function Set for PGP 
Our idea for easily generating a high order polynomial is to use Taylor series of 
mathematic functions in the function set. If high order series are taken, the GP tree 
produces a very complex polynomial. So, we determine to take only two or third order 
polynomials from whole Taylor series. We use the following function and terminal set. 

)}18,...,1(,*,,{ =−+= igF i     )},...,1(,,{ nixrandoneT i ==  

ig  is a low order Taylor series. Its description will not be given in this paper due to 

the space limitation. “one”  return 1, and “rand” a random number, whose size is less 

than 1. ix  represents a variable. All functions and terminals have their weights.  
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Overfitting Avoidance 
Without considering overfitting, the fitness function can be defined by (1). 

MSEϑϑ =                                                                     (1) 

where 
=

−=
m

i
iiGPMSE yXfm

1

2])([1ϑ . 

The learning set takes the form of 
niiii yyXL ,...,1}10),,{( =≤≤ .  

Here, )10,,...,( ,,1, ≤≤ jiniii xxxX  is an n-dimensional vector, and iy  is a desired 

output of the GP tree(
GPf ) at iX . Since m is very small, the GP tree is overfitted if 

only 
MSEϑϑ =  is used. The EDS method[8] can be included in the fitness function for 

smooth fitting.  

 
MSEMSEE ϑλϑϑ ˆ+=                                                       (2) 

where 
=

−=
p

i

E
i

E
iGPMSE yXfp

1

2])([1ϑ̂ , and λ  is a constant that determines the 

contribution of 
MSEϑ̂ . 

The extended data set pi
E
i

E
i

E yXL ,..,1)},{( =  can be constructed by simple linear 

interpolations of closest learning samples. For the detailed description, see the 
literature[8]. To alleviate overfitting, we introduced the FNS method. If the GP tree 
contains several function nodes )( Tg i

, where T  is the subtree, and if the value of 

)( Tg i
 is very large compared with others, then a  slight change of T ’s value might 

cause a very large change of the GP tree’s output. As shown in (3), the FNS method 
penalizes the GP tree if the tree contains such nodes.  

FNSMSEMSEEF ϑϑϑϑ ++= ˆ1.0                                                     (3) 

where 
FNSϑ = 0 if for all 

ig  in the GP tree are 

δ≤− |)()(| TfTg ii
, otherwise 

FNSϑ = α . 

if  is a mathematic function corresponding to 
ig , α is very large positive number 

such as 1.0E10, and δ (0.1) is a tolerance. If )( Tg i
 is large, then )( Tg i

 is very 

different from 
if , and 

FNSϑ  becomes α .  

3   Validation for PGP with Small Learning Data 

The function below shows the Goldstein-price function typically used as a benchmark 
problem for testing the performance of the optimization algorithms. 
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The learning set is prepared as only 5x5 grid type, and in the same manner the test 
set is made by 200x200 grid type. Fig.1.(b) shows the results of GP when previous (1) 
is used for the fitness function. The GP tree is severely overfitted. On the other hand, 
Fig.1.(c), when (3) used as the fitness function, the results give the smooth surface. 
Fig.2 shows the transformed polynomial form. 
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(a) Original function.         (b) Results of GP using (1) as a fitness function. 

The MSE of learning and test set are 3.386E-6  
and 0.0712, respectively. 
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(c) Results of GP using (3) as a fitness function. The MSE of learning and test set are 
3.645E-3 and 4.365E-3, respectively. 

Fig. 1. The logarithm-scaled Goldstein-price function 

 

Fig. 2. The polynomial obtained by GP 
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4   Development of Data Miner for Ship Design 

In this section, Data Miner for data utilization by using polynomial genetic 
programming (PGP) and other modules is presented [9]. That is, the tool is contrived 
to apply to ship design under the case that the accumulated data is not enough to make 
learning process. The system is applied to real ship design problem in a Korean 
shipyard. Fig.3 shows the developed Data Miner by using GP. The data miner can 
make fitting functions with 3 types of GP such as GP with high order polynomial, 
linear model GP with polynomial (PLM-GP), and linear model GP with math 
functions (LM-GP). Users can make the process of function approximation by 
selecting arbitrary functions that they want to use. And the generated function tree can 
be converted to C code in order to integrate with other program. The system is 
implemented by using Microsoft Visual Studio .Net C# programming. 

5   Case Study 

In order to adapt the developed system to real ship design problem, model test for the 
estimation of the performance of propulsion system (KT) is applied. Unfortunately,  

 

 

Fig. 3. Data Miner for Ship Design by using GP 

 

Fig. 4. Estimated value for KT 
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the experiment data for the KT is secret. So we generate 1000 data by using empirical 
formula. It means that the data contains some noise. The system automatically uses 
800 data for training, and 200 data for test among 1000 learning data. Fig.4 shows the 
test result for 200 test data. The solid line means the expected location of target 
values. The dotted points are estimated results. The reasonable range of KT is between 
0.15 and 0.35, in which this system can estimate the KT value very well. 

6   Conclusions 

In this paper, Data Miner as a data approximation/prediction tool to assist the ship 
designing process with insufficient learning samples is developed. First of all, 
Polynomial genetic programming technique is presented to make approximated 
function from the accumulated existing data. And also the Data Miner as a data 
miming tool based on the PGP is presented. The system can give consistent results 
with limited amount of learning samples, regardless of whether or not samples contain 
noise. The Data Miner is used in real preliminary ship design process to generate new 
empirical formula for new concept ships, such as LNG carrier, FPSO, and so on. 
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Abstract. This paper presents the use of Bayesian Networks (BN) in a new 
area, the detection of solar flares. The paper describes how to learn a Bayesian 
Network (BN) using a set of variables representing sunspots parameters such 
that the BN can detect and classify solar flares. Giant solar flares happen in the 
Sun’s atmosphere quite frequently and as a consequence they can affect Earth.  
The work described here shows the relationship between the learned networks 
and the causality expected by solar physicists. The data used for learning and 
cross validation experiments show that the network substructures are easy to 
learn and robust enough to predict solar flares. The systems presented here are 
capable of detecting the flares within 72 hours, while the current method used 
today does the same work within 24 hours in advance only. It is also shown that 
sunspot parameters change over time, so different networks can be learned and 
perhaps combined in order to build a robust forecast system.  

Keywords: Bayesian networks, fusion of information, forecast systems, 
sunspot, solar flares. 

1   Introduction 

Sunspots are the basic manifestation of solar activity since the Sun is not a static star 
[1]. The total number of sunspots and the related activities vary periodically [2] from 
a maximum to a minimum and so forth in a cycle of 11 years.  

Sunspots are observed as dark regions on the Sun’s surface and each sunspot group 
evolves in time. After a certain number of days, which is not fixed, the sunspot can 
either disappear or host an explosion. This explosion, or flare, is classified according 
to its X-ray flux as C, M or X, according to the magnitude of the peak burst intensity 
measured close to Earth in the 0,1 to 0,8 nm wavelength band [3]. A solar flare is the 
result of a sudden and intense release of the magnetic energy concentrated on the 
magnetic field located above sunspots [1]. During a solar flare radiation is emitted 
throughout all the electromagnetic spectrum (from gamma to radio wavelengths).  

The material ejected from an X-class flare can reach the Earth, where it can affect 
its magnetic field. When this happens it can cause many problems such as damages to 
satellites, electrical networks, errors in navigation systems such as GPS systems, 
among others. Thus, the prediction of when a large flare will occur in the Sun with a 
few days notice is desired in order to take some precautions to avoid or minimize 
possible harmful consequences here on Earth. 
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Fusion of information is an important reasoning process. The Bayesian Network 
approach was chosen because it has been proved to be a very successful technique for 
fusion of information [4, 5, 6]. However, the design of the structure and probability 
tables of BNs is a time consuming process [4]. This task can be reduced using 
existing tools to learn the network automatically.  

The work presented here is a first step to build a robust forecast system based on a 
set of Bayesian Network. The data used in this work was obtained from the Solar 
Monitor [7] from 1996 to 2006 including all the X-class flares that have occurred 
during this period. This work shows that Bayesian Network (BN) can be used to 
detect when X-class explosions will occur a few days in advance, based on the 
sunspot configuration and will answer the questions listed below: 

1) Is the set of variables normally used by solar physicists good enough to model 
electromagnetic explosions in the Sun’s atmosphere? 

2) Is it possible to use BN as a model for the phenomenon described in question 1?  
3) Can the BNs be learned from this set of variables? 

2   Modeling 

Bayesian Network is a technique used to search for a solution in situations where the 
information related to the problem is uncertain. A BN is a directed acyclic graph 
(DAG) [8] representing causality, where each variable in the problem is represented 
by a node and the arcs represent causality. Each node has an associated probability 
table. For more details in Bayesian Networks see Jensen [9].  

One of the main criticisms to the Bayesian Network approach is the definition of 
the Bayesian Network structure and its probability tables. Fortunately it is possible to 
use training data and learn both the network structure and the probability tables. There 
are several tools (BN PowerConstructor, Hugin, BayesiaLab [10], MSBNx [11] 
among others) that can be used to learn the networks, in this work, because of 
previous experience, it was used the Bayesian Network PowerConstructor [12] to 
learn both the structure and the probability tables. The Hugin system [13] was used 
for Bayesian inference when testing the networks learned by BN PowerConstructor. 

The BN PowerConstructor tool assumes that the variables have discrete and 
mutually exclusive values; also, the training data has to have a value for each 
variable. Thus, it is required to discretize the range for each variable used in this 
work. The BN PowerConstructor implements two different algorithms: one that 
requires node ordering and one that does not. For this work no ordering was provided. 
The intention was to obtain a BN structure completely based on the data collected.  

The data set from the Solar Monitor site [7] presents sunspots parameters for each 
day. These parameters are listed bellow together with a brief description: 

Number – denomination of a particular sunspot group 
Date – date when the sunspot was observed 
Location –sunspot’s location on the Sun (heliocentric – latitude and longitude) 
Hale – Magnetic classification of the sunspot 
McIntosh – it classifies the sunspot group as a three letter code. The first letter 

describes the group configuration. The second letter describes the penumbra type of 
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the largest spot of the group, and the last letter describes the compactness 
(distribution) of the spots in the group 

Area – total area of the sunspot (measured in millionth of solar disc area)  
Nspots – number of spots inside a particular sunspot 
Events – a solar flare is classified according to the magnitude of the peak burst 

intensity measured close to the Earth in the 0,1 to 0,8 nm wavelength band [3]. The 
classifications of the more intense flares are: C-class, M-class, and X-class.  

The data collected from the Solar Monitor web site were used to create a database 
for sunspots. This database contains all sunspots that ended up producing a flare 
classified as larger than M5, which includes all the X-class flares, some sunspots from 
the M-class (index less than 5.0), some from the C-class, and some with no flares. The 
records were selected such that there were data for at least 5 days prior to the 
explosion. The data was divided into six groups, according to the day it was collected 
(D0, D-1, D-2, D-3, D-4, and D-5), where D0 is the data group at the day when the 
flare happened, and D-5 is the data group 5 days before the burst happened.   

In order to determine the class of the flares within 72 hours of their explosion, the 
D-2 group of data was selected, that is, data from two days before the explosions. 
Each variable range in the data was discretized in groups based on physical meaning. 
For instance, the discretization criteria used for the Date, LocA, LocB, Area1 and 
Nspots1 variables considered ranges such that the data was split uniformly in each 
bucket. The date was grouped based on periods of activity’s intensity: one group for 
the 2001 and 2002 period, one group for before 2001 and another for after 2002. 

The algorithm used in the BN PowerConstructor software is able to construct a BN 
structure without any node ordering, however it is not always able to return all the 
arcs orientation (to learn how the algorithm treats these problems see [8]). In the work 
presented here, as expected, the arcs were not always oriented in the resulting BNs. 
Thus, it was necessary to do an extra study to detect the correct orientation for the 
arcs in the BN. Therefore to conclude the modeling step it was required to perform 
around fifty tests to check the correct arc orientation. The BN given by the software 
offered some possibilities for arcs directions. The tests performed respected the arcs 
created (showing the relation between the variables) and simulated all other 
combinations for the arcs direction. After the first network was created it was tested 
and the resultant possibilities were written down. The next step was to change an arc 
direction and then perform new tests also making notes of the possibilities. This step 
was repeated for every BN created when an arc direction was changed. After the 
completion of these tests a comparison between the results was performed and the 
arcs directions that resulted in the higher possibilities were selected. 

At last some solar physicists were asked to define how the variables used in this 
work related to each other and, using this information a Bayesian Network showing 
the possible causality among the variables was constructed, as presented in Figure 1. 
This network will be used for comparisons with the networks learned from data.  

3   Experiments 

For the experiments, a database with 75 sunspots was created. These sunspots were 
divided into two groups: one with 57 sunspots used for learning the BN and one group 
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with 18 sunspots used to test the BN. To validate the robustness of the network 
learned, three crosses-over were performed exchanging sunspots as detailed bellow: 

• 18 sunspots from the test group with 18 sunspots from the training group.  
• 9 sunspots from the test group with 9 sunspots from the training group.  
• 9 sunspots from the test group with 9 sunspots from the training group. Three 

sunspots were maintained from the previous cross-over (2). 

These four networks were learned and oriented, when required, as defined on the 
modeling section, and then they were tested with the sunspots on the test group. The 
first two networks are presented in Figure 2 and Figure 3. Figure 2 shows the first 
network learned and Figure 3 shows the network learned after the first cross-over.  

The classification results of the testing data for each network and the average result 
are presented in Table 1.  Table 1 shows three possible outcomes for each network: 
correct (C), undefined (U), and wrong (W). The correct label was assigned when the 
probability for the correct flare class was at least 10.01% larger than the second 
higher, the wrong label was assigned when the flare class classification was wrong at 
the end, and the undefined label was assigned when the system gives the correct 
classification, however the probability does not reach the 10% threshold.  

 

Fig. 1. BN manually designed 

 

Fig. 2. Network one – the first D-2 learned 
network 

 

Fig. 3. Network two – the D-2 network 
learned after the first cross-over 

Fig. 4. Network five – the first D-4 network 
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A second experiment was performed to understand the difference between the 
networks using data from different days. For this experiment data from the D-4 group 
were used. The 75 records for the same sunspots were used and, again, they were 
divided into a training group of 57 sunspots and a testing group with 18 sunspots. 
This time only one cross-over was performed, changing 9 sunspots from the testing 
group with other 9 from the training group. Figure 4 shows the first network learned 
using the D-4 data. The results are also shown on table 1. 

Table 1. The percentage of flares classification using both, training data and testing data 

Training data Testing data  
C U W C U W 

Network 1 77% 0% 23% 83% 0% 17% 
Network 2 82% 11% 7% 78% 0% 22% 
Network 3 77% 12% 11% 61% 17% 22% 
Network 4 79% 0% 21% 78% 0% 22% 

D-2 
 

Average  79% 6% 15% 75% 4% 21% 
Network 5 88% 0% 12% 83% 0% 17% 
Network 6 88% 0% 12% 78% 22% 0% D-4 
Average 88% 0% 12% 81% 11% 8% 

4   Conclusions and Future Work 

The first thing to notice in this work was that when comparing the learned networks 
from the D-2 data group and from the D-4 data group with the Bayesian Network 
manually defined one can see that there are some substructures that are very similar. 
For instance, Hale 1 causes the Class, either directly or through some other variables, 
Data seems to cause Area either directly or through some other variable, LocA that 
depends on Data (except in one learned network), McIntosh11 and McIntosh13 which 
are always related to Hale1 (although in a different direction). 

Table 1 shows that the Bayesian Network learned from D-2 data can determine the 
correct class for a flare about 80% of the time, which is a good indication that this 
approach can be used to predict giant flares using a sequence of data groups. 

On the introduction section we listed three questions to be answered by this work. 
After these experiments the results obtained showed that these sets of variables are 
good enough to model a system that can detect solar flares (question 1). Moreover the 
set of variables and their discretization were good enough to be used as input in the 
BN PowerConstructor tool to learn Bayesian Networks with consistent sub-structures 
(question 3). These results indicate that the Bayesian Network is a good method to 
model the solar flares in order to detect them and perhaps to predict the occurrence of 
large solar flares (question 2). 

The combination of these results obtained for the D-2 with the other days will be 
used to create a temporal network chain that is expected to be capable of predicting 
the flares with a better accuracy and more time before it happens. Previous work [14] 
have already pointed out the association between  spots and large flares, however no 
quantitative estimate has been done so far. Moreover, the desired prediction is when a 
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solar flare will occur, as opposed to where it happens. For solar physics standards, 
80% probability of occurrence is a very good estimate. 
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Abstract. This paper presents a virtual reality brain computer interface (BCI) 
system which allows the user to interact physical objects in the ubiquitous 
home. The system is designed for motion disabled people to control real home 
facilities by a simple motor imagery and minimal physical body movements. 
While BCI research has mostly focused on improving classification algorithm, 
our BCI system uses a simple BCI classification method and the additional 
locking mechanism to compensate the BCI classification error. This paper de-
scribes the design, implementation, and user evaluation of our virtual reality 
BCI system for ubiquitous home control. The user study results showed the 
locking mechanism helped to improve user controllability which made the sys-
tem more feasible and reduced user undesired BCI decision error rates. 

1   Introduction 

In the ubiquitous computing environment, the objects are intelligent and can be con-
trolled remotely via a network. With the advent of ubiquitous computing technolo-
gies, it is possible to realize an affordable environment that allows motion disabled 
people to control the surrounding objects. Motion disabled people usually have a lot 
of psychological disorders such as depression due to their uncontrollable body. They 
also feel charging a burden on their family at home. Our research aim is to enable mo-
tion disabled people to feel as if they enjoy a real life. We believe that virtual reality 
(VR) can give them psychological compensates since it provides the sense of actually 
being there in the physical environment where the spatiality of the virtual objects 
matched with the position of real objects. However, motion disabled people need a 
specially designed VR system that will not require a lot of physical body movements 
for the system operation. 

Recent research efforts show the feasibility of brain computer interface (BCI) used 
for motion disabled people [1, 2, 3]. They have achieved a mean classification rate of 
above 80%. However, BCI is not easily used for application domains due to 10~20% 
error rate. The random BCI classification errors will create a cyber sickness problem 
in the virtual environment when user navigation is mismatched with their will. Even-
tually, this problem will result in loosing user control. It is one of the serious obstacles 
of using virtual reality BCI system. 
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Fig. 1. The overview of the virtual reality brain-computer interface system for controlling a 
ubiquitous home environment 

In this paper, we present a virtual reality BCI system for ubiquitous home network 
control. The system allows the user to control the objects in the virtual environment 
using user’s motor-imagery, and this event triggers the control of objects in the ubiq-
uitous computing environment for real executions. It uses motor-imagery Event-
Related De-synchronization (ERD) brain signals of the EEG device for moving left or 
right direction and an auxiliary control device for moving forward in the virtual envi-
ronment. We also provide the locking mechanism for enhancing system robustness 
and usability under high BCI classification error rates. The feasibility of this approach 
is confirmed through a user study. The result showed that the locking mechanism im-
proved user controllability thereby enhancing system usability.  

2   BCI-Based VR Interface for Ubiquitous Home Control 

Fig. 1 shows the overview of our virtual reality BCI system for ubiquitous home con-
trol. The middle and the right image of Fig. 1 show a virtual world and a physical 
miniature mockup model replicated a real home. The system detects human motor-
imagery brain signals (i.e., one’s imagination about left or right hand moving) by 
measuring -rhythm from the EEG device. When a user imagines left or right hand 
moving, he/she can incrementally change the orientation viewpoint to left or right  
direction in the virtual environment. In this system, a user can freely navigate and 
trigger actions in the virtual environment using the additional direction device. In ad-
dition, the action events (in the virtual environment) trigger the events in the real 
ubiquitous home environment. 

From our experiences with the early prototype of this system, users seemed to feel 
fatigue or cyber sickness induced by their unwilling wander in the virtual environ-
ment. This happened in association with a wrong BCI direction decision. To solve this 
cyber sickness problem, we provided a direction locking mechanism. That is, a user 
could lock the direction when he/she decided the correct direction which way he/she 
wanted to go. Then, the user could unlock (i.e., release the direction locking) so that 
he/she could change left or right direction (i.e., rotation in the virtual environment) 
using this BCI. We have developed two direction locking devices: a pedal-like device 
and a simple eye-blink detector (shown in Fig 3). 
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Fig. 2. The system architecture, describing the events triggering among modules 

Fig. 2 shows the system architecture of our virtual reality BCI system for the 
ubiquitous computing environment controls. The system consists of three main mod-
ules: the signal analysis unit, the virtual environment, and the ubiquitous computing 
environment control unit. The signal analysis unit contains of three functional mod-
ules: the physical control signal input module, the EEG measurement equipment, and 
the brain signal analysis unit. We sampled brain wave with 256 Hz to make the clas-
sification every second. The virtual environment was implemented using YGdrasil 
(YG) [4].  

3   User Evaluations 

We conducted an experiment of participants using our virtual reality BCI system to 
evaluate the effect of the direction locking mechanism (i.e., with or without the di-
rection locking for BCI uses in the virtual environment). Eight graduate and under-
graduate male students volunteered as participants in this study. The range of the 
participants’ age was 20 to 35 years old. They had high level computer experience 
and their typical computer usage time was more than three hours a day. However, 
none of them had prior experience with EEG equipments, BCI, and VR system. That 
is, all participants were novice users to our BCI and the virtual environment. 

Fig. 3 shows a participant of our BCI system performing the VR navigation task. In 
this task, each participant was asked to navigate in the virtual environment to visit 
three object control regions (i.e., bed lamp, a curtain, and a table lamp) and trigger the 
operation (i.e., turning on/off the light and moving the curtain up/down). We exam-
ined participants with or without the direction locking mechanism that was provided 
as a foot pedal controller.  



 The Virtual Reality Brain-Computer Interface System for Ubiquitous Home Control 995 

   

Fig. 3. A participant performed the VR navigation task visiting three object control regions 
such as a bed lamp, a curtain, and a table lamp(on the left). The participant performed the VR 
navigation task with or without the direction locking mechanism given as a foot pedal control-
ler(on the center) or eye blink detector(on the right). 

   

Fig. 4. The left image is the navigation path given to the participants in the virtual environ-
ment. The middle and the right image show one participant’s actual navigation trails with and 
without the direction locking mechanism respectively. 

The experiment result showed that our system had low BCI classification rate with 
novice users. In the past, an informal user evaluation with trained participants showed 
70% on average and up to 90% correct classification rate. We suspect that there might 
have been a problem with the brain signal gathering or an inappropriate EEG elec-
trode placement on the participant’s head because the experiment was done by novice 
helpers to check the robustness of our system. 

With this low BCI classification rate, we however, could confirm the effectiveness 
of this direction locking mechanism for VR navigation and interaction. The results 
showed it helped our participants were easily navigating in the virtual environment. 
The average completion time with direction locking was 147 seconds (35% faster) 
while the average completion time without locking was 414 seconds. In particular, 
two participants lost their controls in the virtual environment without locking which 
was never happened with locking. Fig. 4 shows the participant 5’s actual navigation 
traces in the virtual environment with and without the direction locking mechanism. 
In Fig. 4, the colored areas indicate the object control regions.  

4   Conclusions and Future Work 

This paper presents a virtual reality brain computer interface (BCI) system designed 
for motion disabled people to control the ubiquitous home environment. In this  
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system, users can change left or right direction turns by motor imagery (i.e., human 
imagination of a left or right hand movement) to navigate in the virtual environment 
and move forward by an auxiliary control device. Such user interactions in the virtual 
environment trigger the control of ubiquitous objects in the real home environment. In 
this paper, we also presented the additional direction locking mechanism to compen-
sate the random BCI decision errors. The goal of this research was to develop a cheap 
and simple practical BCI system. Through the user evaluation, we found that this 
locking mechanism was imperative to user navigation and interaction in the virtual 
environment which also helped reduce the cyber sickness problem. The results also 
showed that user’s navigation trails in the virtual environment was much shorter with 
the locking mechanism than without locking. We believe the locking mechanism can 
be used for the dynamic complex brain signal processing. We will also continue to 
develop other types of direction locking and forward input device, such as other brain 
signals, sound or jaw movements. We will envision expanding this system to support 
home or town for wider social interaction for motion disabled people. 
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Abstract. This study proposes and develops a novel Augmentative & 
Alternative Communication (AAC) system which improves the verbal 
communication of speech disordered people. The success of AAC systems is 
largely determined by two factors: the selection of vocabularies appropriate to 
the occasions and the efficient utilization of limited display space in AAC 
systems. To meet the two vital requirements, vocabulary databases are built and 
embedded into our AAC system, thus the context-aware predicate prediction 
and the particle use in generated sentences even in a limited display space are 
feasible. We construct the databases by collecting utterances in everyday life 
dialogues by recording, sorting frequently used vocabularies, and applying 
semantic and lexical interpretation. 

1   Introduction 

Augmentative & Alternative Communication (AAC) systems, which help the 
communication of speech disordered people, are recently drawing more attention 
because it becomes more necessary that the speech disordered people should be 
provided with more chances to participate in education, social activities, religion, 
leisure, occupation, etc. 

The core function of the AAC systems is about how to select the first vocabulary 
[1]. It is because, if wrong or improper vocabularies are selected by the AAC systems, 
it will dismay or frustrate the AAC system users [2]. Various prediction methods are 
used to enhance the user convenience of the AAC systems. In this study, we construct 
a vocabulary database through the following steps. Firstly we collect and analyze 
actual utterances, and then select frequently used vocabularies, finally decide the 
vocabularies to be included by referring to a lexical thesaurus and a sub-
categorization dictionary. It was intended to develop a system to predict and recover 
the grammatical morphemes such as auxiliary words or endings of words, 
complements, annexed words and conjunctions to present a relevant sentence by 
assuming that they will be omitted at the time entry.  
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2   Vocabulary Selection and Symbols  

The vocabulary database construction is the first step when developing an AAC 
system. We target spontaneous utterances during break times in schools and in daily 
life environments to collect frequently used vocabularies from ordinary people. The 
collection places are home, restaurants, various transportation stations, schools, 
hospitals and shopping centers. In this study, we collected vocabularies by recording 
and analyzed a total of 9,559 vocabularies from the situational utterances of 24 
schoolchildren and 20 adults at schools, and others. We also measured the frequency 
of each vocabulary, and calculated the ratio of the high frequency vocabularies to the 
entire vocabularies.  

We analyze the relationship between vocabularies and symbols, design proper 
symbols representing the corresponding vocabulary database, and efficiently arrange 
the symbols in each area.  We dealt also in actual sentence taking the mother change 
of the predicate part into account to the prototype, and an example to become a 
sentence generation in the symbol user interface is as follows. 

3   Sentence Generation Through Predicate Prediction  

The objective of our study is to help the speech disordered people to communicate 
more easily by providing them with visual symbols (each symbol has its 
corresponding Korean meaning), and having them choose appropriate symbols when 
they want to convey their intention to others. However, the visual symbolization of 
many words has to overcome the spatial limit when the symbols are shown in users’ 
display panels.  

We propose a predicate prediction method to resolve the spatial restriction of 
visual symbols. The predicate prediction is feasible in Korean language because the 
predicates locate at the end of sentences, which is quite different from the English 
sentence structure. Therefore, if a noun is given, the predicate can be predicted by 
particularizing the category of the noun by referring to a noun thesaurus and the sub-
categorization of verbs. For this, we build a new thesaurus which is suitable for our 
AAC system rather than using established thesaurus for natural language processing. 
Our thesaurus has a hierarchical structure in which there are several upper domains 
and each upper domain contains multiple lower domains in it. In this structure, we 
firstly divide the words into upper domains such as transportation, shopping, home, 
school, hospital and restaurant, and then further sub-divide them into lower domains 
such as place, things, vehicle, event, action, quantity, food, person, time and others. 
To represent the upper and the lower domains of each word, we use logical ‘right’ and 
‘wrong,’ namely, bit ‘1’ and ‘0’, respectively.  In a sentence, the words are separated 
into an input part and a predicted predicate, and one-to-one meaning symbolization is 
performed for the nouns. In addition, a meaning marker is assigned to each noun by 
using the thesaurus. Through this process, a concept-based database is constructed: 
e.g. shoes belong to upper domains ‘shopping,’ ‘home’ and ‘school’ and a lower 
domain ‘things’, and a new product belongs to an upper domain ‘shopping’ and a 
lower domain ‘things’. We use another database, which is a predicate database 
containing verb variations (declarative, interrogative and propositive) as well as 
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upper-lower domains like the noun database. Because the predicate decides the 
particle, frequently used predicates are marked with ‘1’ in upper domains, and instead 
of ‘1’ particles used are put in lower domains.  

With the constructed vocabulary database, we are able to predict the predicate by 
deriving meanings through combining the noun thesaurus specifying dependent 
relations with the meanings of vocabulary and a pattern dictionary containing 
situation information according to predicate with the results of dependent relation 
analysis. For this process, we use the sub-categorization dictionary. It is called 
selection limitation to derive meanings by combining the noun thesaurus specifying 
dependent relations with the meanings of vocabulary and a pattern dictionary 
containing situation information according to predicate with the results of dependent 
relation analysis and, through selection limitation, we can predict the predicate. 
Figure 3.1 shows the predicate prediction process by the selection limitation in which 
the thesaurus and the sub-categorization dictionary are used. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.1. The process of predicate prediction 
by the selection limitation 

Fig. 4.1. The sentence generation process of 
the proposed system 

4   Use of Particles 

Our system also processes the particle after the predicate prediction is finished in order to 
endow constructed sentences with more syntactical completeness. Since the particle is 
determined after the predicate selection, frequent verbs are marked with ‘1’ in upper domains 
and the particles are put in lower domains instead of ‘1’. The particle takes a form of either 
‘ / ’ or ‘ / ’ depending on whether the preceding noun has a final consonant or not, thus 
only the basic form of the particle is put in. We can tell from Unicode whether the final 
consonant exists or not. Depending on whether the final consonant is ‘ ’ or not, it is possible 
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to transform the basic form of the particle into one of its variations. Figure 4.1 shows how our 
system generates a sentence when a user presses a symbol button. It firstly retrieves relevant 
meanings from the noun database and predicts the predicate in the predicate database. Then it 
transforms the selected predicate into a desired variation and also assigns an appropriate 
particle. 

5   Results 

The analysis result about the ratio of high frequency vocabularies to the entire ones is 
shown in Fig.5.1. It shows that top 10 high frequency vocabularies occupy 20% of the 
entire vocabularies; top 25 ones have 34%, and top 50 ones have 58%, respectively. 
Fig.5.2. shows the analysis of the utterance frequencies per part of speech. Verbs are 
used 1,378 times, nouns 790 times, pronouns 676 times, adverbs 582 times and 
adjectives 289 times; thus it is observed that verbs  are most frequently used.  It is a 
clear proof that prediction of verbs is more useful than that of other parts of speech in 
the AAC systems. The result of a database construction through such semantic 
analysis of vocabularies and the verb prediction in our AAC system is shown in Fig. 
5.2. To generate the sentence, “Please, Show me the shoes.”, the following stages are 
needed 

Stage1: Choose shopping domain in initialization monitor. 

Stage2:  Select shoes icon vocabulary (refer to Fig. 5.3) 

Stage3: Specify the prediction result of suitable predicates about an icon noun vocabulary (refer 
to Fig. 5.4) 

Stage4: Select one from the possible predicate application forms for correct communication.  

Stage5: A final sentence is generated and sent to TTS.  
 

 

 

 

 

 

 

 

 

Fig. 5.1. Ratio of vocabularies of higher 
Frequencies to the entire vocabularies 

Fig. 5.2. The freguencies of utterances parts 
of speech 
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Fig. 5.3. Vocabulary icon selection 

 

Fig. 5.4. Application forms selection from 
predicted predicates 

6   Conclusions 

We visited schools and other sites to record spontaneous dialogues for the study. As one of the 
analysis results of our study, we presented a list of high frequency vocabularies and each 
frequency of respective parts of speech. It is reportedly known from other researches that a 
small number of vocabularies with high frequencies can cover most domains of the 
communication even if the entire vocabulary size is large. Our analysis results also showed that 
the verbs are more frequently used than other parts of speech. It provides a clear proof to our 
suggestion; the AAC systems equipped with the verb prediction method are more effective in 
the sentence generation. Our verb prediction required us to build a machine-readable lexical 
database and various electric dictionaries like a sub-categorization dictionary. Our system also 
processes the particle in order to improve the syntactical completeness of sentences. However, 
our AAC system may not be effective for all the speech disordered people. Also, we would like 
to note that various types of AAC systems might be needed depending on the level of disorders.  
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Abstract. Many terrorist attacks are accomplished by bringing explo-
sive devices hidden in ordinary-looking objects to public places. In such
case, it is almost impossible to distinguish a terrorist from ordinary peo-
ple just from the isolated appearance. However, valuable clues might
be discovered through analyzing a series of actions of the same person.
Abnormal behaviors of object fetching, deposit, or exchange in public
places might indicate potential attacks. Based on the widely equipped
CCTV surveillance systems at the entrance of many public places, this
paper proposes an algorithm to detect such abnormal behaviors for early
warning of terrorist attack.

1 Introduction

After September 11, the global “War on Terrorism” has become one of the main
challenges of our time. Although great efforts have been taken all over the world
to protect innocent people from terrorist attacks, it still appears to be, as the
US President George W. Bush appropriately labeled, “a long war against a
determined enemy”. Besides the political and military actions, new technologies
in various areas are urgently demanded to ensure the victory in this war.

One of the most common terrorist attack patterns is to bring explosive devices
hidden in ordinary-looking objects to public places. Recent examples are the
London bombings (7 July 2005) and the Bali bombings (1 October 2005), both
resulting in massive casualty. The early warning of such attacks is extremely
difficult since a terrorist carrying a camouflaged bomb is not evidently different
in appearance from an ordinary people. Thus it is almost impossible to detect
in advance the potential danger of such attacks through conventional CCTV
surveillance systems mounted in public places.

Although the isolated appearance is insufficient to distinguish terrorists from
ordinary people, clues of abnormal behaviors could be discovered by considering
the combination of a sequence of actions. During the procedure of explosive de-
vice preparation, delivery and the final attack, the members of terrorist group
� Corresponding Author.
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Fig. 2. Flow Chart of ROSY

Table 1. Combination of the Enter/Exit Actions and the Indicated Behaviors

Enter Exit Behavior Code

Without Object Without Object Normal N1
With Object With the Same Object Normal N2
Without Object With Object Abnormal (Fetch) A1
With Object Without Object Abnormal (Deposit) A2
With Object With the Different Object Abnormal (Exchange) A3

need to fetch, exchange and deposit objects of certain size. These behaviors are
very rare in many public places, but are not easy to be discovered by security
officers because it is almost impossible for human officers to remember every
passing individual and the object he/she is carrying. In this paper, a surveil-
lance algorithm named ROSY (RObust SYmmetry) is proposed to automati-
cally detect such abnormal behaviors and warn people before potential terrorist
attacks.

The rest of this paper is organized as follows. In Section 2, the ROSY al-
gorithm is explained in detail. Then the experimental results are reported and
analyzed in Section 3. Finally conclusions are drawn in Section 4.

2 The ROSY Algorithm

The application environment of ROSY is illustrated in Fig. 1. The algorithm
is designed to work with monochromatic stationary video sources, either visible
or infrared. Camera 1 is used to image the entering person, and Camera 2 is
used to image the exiting person. Images from both cameras are sent to the
processor installed with ROSY. Each entering person is registered in a database,
and each exiting person is checked with the database. If any abnormal behavior
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is detected, the system will send a warning message to the security officer and
display the suspicious behavior on the monitor.

The possible combinations of the entering and exiting actions, together with
the indicated behaviors are tabulated in Table 1. Three of the five situations
indicate abnormal behaviors, corresponding to object fetching, deposit and ex-
change, respectively. The behaviors are coded as N1, N2, A1, A2, and A3.

The flow chart of the ROSY algorithm is show in Fig. 2. The algorithm as-
sumes that the background is relatively steady. Thus motion detection can be
achieved through training a Gaussian model for each background pixel over a
short period and comparing the background pixel probability to that of an uni-
form foreground model. The result of motion detection is the silhouette map of
the foreground, see Fig. 3(b) as an example. If significant motion is detected,
which means a person is passing the entrance, the foreground image is sent to
Robust Symmetry Analysis (RSA) to determine whether the person is carrying
an object and segment the human body and the object. The details of RSA
will be described in Section 2.1. If the person is entering (captured by Cam-
era 1 in Fig. 1), then the person and the object (if any) are registered into
the database. If the person is exiting (captured by Camera 2), then the per-
son is recognized and the object (if any) is verified. If any abnormal behavior
(A1, A2, A3) is detected, the algorithm will raise a warning message. Other-
wise, it will remove the record of the person from the database. The registration
and recognition/verification of persons and objects will be further discussed in
Section 2.2.

2.1 Robust Symmetry Analysis

The basic idea of ROSY is from the observation that the frontal view of the
human body is approximately symmetric, and such symmetry will be violated
if people carries an object. The problem is that, in many cases, body motion
will also cause some body parts to violate the symmetry. Take Fig. 3(a) as
an example, except for the object, the arms and legs are also not symmetric
about the middle line of the body. So the algorithm must be able to distinguish
whether the asymmetry is caused by an object or body motion. Backpack [1]
did this through shape periodicity analysis. Unfortunately there are no sufficient
periodic images in the scenarios of this paper. On the one hand, while people
pass an entrance, they often do something, such as slow down walking speed,
stop to identify themselves, and open the door, all of which will violate their
usual walking periodicity. On the other hand, the entrance is often located at
relatively narrow places, such like the entrance of a subway train, or a door by
the corridor, where no periodicity can be detected since the person appears in
the scene for only a short time. Thus Backpack is not suitable for the application
here. Instead, ROSY achieves this by Robust Symmetry Analysis (RSA), based
on as few as one image. There are mainly two steps in RSA. The first step is
to analyze the symmetry of the silhouette, which narrows down the interested
region for the second step, appearance symmetry analysis.
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(a) (b) (c) (d) (e)

Fig. 3. Robust Symmetry Analysis. (a) Original image;(b) Symmetric axis and non-
symmetric region;(c) SIFT key points;(d) Key points classification;(e) Segmentation.

Silhouette Symmetry Analysis. Fist of all, the symmetric axis of the human
body is estimated. Suppose the height of the silhouette is h, the algorithm only
consider the highest h/10 and the lowest h/10. The horizontal middle point of
the upper h/10 silhouette m1 is regarded as one end of the symmetric axis.
The lower h/10 silhouette might consist of several disconnected regions. The
horizontal distance from m1 to the horizontal middle point of each region is
calculated, and the mean of those middle points within a certain distance to m1
is regarded as the other end of the symmetric axis m2. The estimated symmetric
axis of the silhouette is shown as a red line in Fig. 3(b).

Suppose the estimated symmetric axis is [m1,m2], pl and pr are a pair of
pixels on the silhouette boundary such that the line segment between them
perpendicularly intersects with [m1,m2] at ps. Let d(p1, p2) denote the distance
between p1 and p2. Then the symmetry of a pixel px on the line segment [pl, pr]
is determined by

sym(px) =
{
false if d(px, ps) > min(d(pl, ps), d(ps, pr)) + ε
true otherwise, (1)

where sym(px) = false means px is a nonsymmetric pixel, and ε is a predefined
small number. As an example, the nonsymmetric region in Fig. 3(b) is denoted
by green. In order to make the algorithm more robust against image noise and
the slightly asymmetry of human body, only those nonsymmetric region larger
than a certain size (predefined minimum width, height and area) is considered.

Appearance Symmetry Analysis. In order to segment the object and the
human body, the appearance of both the symmetric and nonsymmetric regions
are compared with the other side of the symmetric axis. ROSY extracts the
SIFT features [2] for image matching purpose. The SIFT feature positions of the
foreground in Fig. 3(a) are shown in Fig. 3(c). Each SIFT key point is modeled
by its position, scale and orientation so that scale and rotation invariance can
be achieved. Experimental results [2] have shown that reliable recognition is
possible with as few as 3 SIFT features. Thus even when a large portion of the
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object is occluded by other objects, it is still possible to be recognized. All of
these advantages of SIFT make it suitable for body part matching, where scaling,
rotation, and partial occlusion are all possible.

The SIFT matching is performed in a batch way, i.e. not only the single
feature is matched to each other, but also those groups of features that agree
to the same object pose are examined. Thus before matching, the SIFT features
in both the symmetric and nonsymmetric regions should first be clustered into
groups. In ROSY, the clustering is based on the positions of the SIFT key points
and the texture of a small patch around the key point. In detail, each key point
is represented by a triplet

t =< x, y,E > (2)

where (x, y) is the 2D coordinate of the key point and E is the entropy of the
9-by-9 neighborhood around the key point.

E = −
L−1∑
i=0

p(zi) log2 p(zi), (3)

where zi is a random variable indicating intensity, p(z) is the histogram of the
intensity levels in the 9-by-9 neighborhood, L is the number of possible intensity
levels. Then the elements of t are normalized so that they have zero mean and
unity standard deviation. Clustering is done by applying a graph based method
called Normalized Cuts [3] on the normalized t. The clusters in both the sym-
metric and nonsymmetric regions are matched to the other side of the symmetric
axis. For each cluster, if at least 3 key points match with the other side, and
they agree on the same pose, then it is regarded as part of the human body, oth-
erwise of the object. An example is shown in Fig. 3(d), where the nonsymmetric
region is green, the examined symmetric region is yellow, the positions of the
key points classified as from body part are marked by circles, and those classi-
fied as from object are marked by triangles. It can be seen that most key points
are correctly classified. Finally all SIFT key points outside the colored region is
classified as from the human body. The result of RSA is shown in Fig. 3(e). If
no key point is classified as from the object, then the person is not carrying an
object.

2.2 Abnormal Behavior Detection

ROSY maintains a database to remember whoever entered the entrance, and
whatever they are carrying with them. Each entry consists of four fields: img,
withObject, bodySIFT , and objectSIFT , which respectively store the image,
whether the person is carrying an object, the SIFT key points from the body,
and the SIFT key points from the object.

When Camera 2 in Fig. 1 images somebody, i.e. somebody is exiting the
entrance, ROSY first recognizes the person from the records in the database.
This is achieved through matching the bodySIFT of the current image to those
stored in the database. The record with the maximum number of matching key
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Fig. 5. Confusion matrices. (a) Trial 1; (b) Trial 2; (c) Trial 3; (d) Average

points that agree on the same pose is regarded as from the same person. Then
the entering and exiting profiles of the same person are compared with each
other. Based on the field withObject, three behaviors (N1, A1, A2) in Table 1
is decidable. If the person entered and is exiting both with an object, then the
object is further verified to see whether it is the same one that the person brought
in. This is achieved by matching the objectSIFT of the two images, if there are
more than 3 matching key points agree on the same pose, then the objects are
the same (behavior N2), otherwise they are different (behavior A3).

3 Experiment

We have collected video clips from 20 different persons. Each person entered and
exited a room in 6 different states respectively, among which 4 states are with
an object (each time a different one), and 2 states are without object (one is
walking normally, the other is walking with some variation). There are totally 4
different objects: a backpack, a handbag, a luggage, and a box. The real scenario
at the entrance of public place is simulated by creating a random sequence of
the video clips. Part of the sequence is shown in the second line of Fig. 4 (labeled
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Table 2. Abnormal Behavior Detection Rate (DR) and False Alarm Rate (FAR)

Trial 1 2 3 avg. std.

DR (%) 88.16 90.06 89.26 89.16 0.95

FAR (%) 5.30 3.65 4.90 4.62 0.86

with ‘image’). Three such random video sequences of length 1000 is generated
to test the ROSY algorithm.

Part of the behavior detection results are shown in Fig. 4. The silhouettes of
the corresponding images with non-symmetric regions marked by green are show
in the line labeled ‘silhouette’. Note that only when the image is captured by
camera 2 does the algorithm detect a behavior listed in Table 1. Otherwise the
behavior is ‘enter’.

The performance of ROSY is illustrated as confusion matrices shown in Fig. 5,
where rows represent the real behavior labels and columns represent the labels
classified by ROSY. The intensity of each square indicates the probability of the
behavior corresponding to the row being classified as the behavior corresponding
to the column. The darker the square, the higher the probability. It can be seen
that most behaviors in the three random sequences are correctly classified. The
confusion mainly occurs between N2 and A3. This is because that there might
be large difference in the view angle from the camera to the object and the
object might be remarkably deformed. In such cases, automatic verification of
the object is extremely hard. One way to solve this problem is to display any
amphibolous behaviors between N2 and A3 on the monitor and let the security
officer make the final decision.

As for abnormal behavior detection (A1, A2, A3), the detection rate (DR) and
false alarm rate (FAR) of the 3 trials are tabulated in Table 2. It reveals that high
detection rate and low false alarm rate can be achieved by ROSY. The average
detection rate over all three trials is 89.16%, while the average false alarm rate
is 4.62%. Moreover, the small standard deviation indicates the relatively steady
performance of ROSY in different situations.

4 Conclusions

This paper proposes an abnormal behavior detection algorithm named ROSY
for early warning of potential terrorist attack. Unlike previous work on abnormal
behavior detection, ROSY aims to discover the abnormality concealed in a series
of sub-behaviors, each of which alone is normal. This endows ROSY with the
ability to detect behaviors like object fetching, deposit, and exchange, which is
very rare in many public places and indicates potential danger of terrorist attack.
Moreover, by using a novel technique called Robust Symmetry Analysis, ROSY
can work on as few as one image, which makes it suitable to apply to the widely
equipped CCTV systems at the entrance of many public places.
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Abstract. Aneffective Content-Based Image Retrieval (CBIR) approach
is proposed in this paper. In contrast with existing systems, the re-
trieval process is divided into two stages. Images are firstly classified into
categories based on their semi-global features automatically using the
Fuzzy C-Means (FCM) clustering algorithm, and the K Nearest Neigh-
bor (KNN) algorithm is used to assign the query image into a proper
category to get a candidate image set. As a consequence, most irrelevant
images are pruned. For the second stage, a novel segmentation algorithm
is applied to segment both the query image and the candidate images into
regions approximately according to objects. Color and texture features
are extracted from each region for finer level retrieval. The region-based
features utilize local properties of objects in image, and it is suitable for
complicated scenes. Finally, distance measure is applied to evaluate the
image-level similarity. This coarse-to-fine mechanism provides an effec-
tive and efficient performance for our system, which is demonstrated in
the experiments on the image database from COREL.

1 Introduction

With the rapid advancement of image acquisition and processing technology,
a huge amount of digital images are generated at every moment. Traditional
text-based management is not adequate to manipulate this enormous number
of digital data. It is inefficient to index, annotate and retrieve images based on
keywords, because human language cannot describe image contents accurately.
Hence, it is necessary to develop an effective image retrieval methodology to
solve this problem.

We propose a region-based image retrieval method which split the whole query
process into two stages, classification and finer query (as shown in Fig. 1). This
mechanism provides a high performance of accuracy
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The rest of this paper is organized as follows: Section 2 describes semi-global
feature extraction and clustering-based classification. Section 3 presents an image
segmentation method and region-based feature extraction. Similarity measure
between images is illustrated in Section 4. Section 5 provides experimental results
of the proposed method. Finally, conclusions are drawn in Section 6.

2 Semi-global Features and Image Classification

CBIR is a time-consuming task. We set the images in the database into classes
according to their features beforehand. When users propose a query by an ex-
ample image, it is assigned into a proper class, and within that class finer query
is to be carried out. We employ semi-global features for classification to achieve
high performance of efficiency without losing spatial information.

2.1 Feature Extraction

For extracting semi-global features, we split the image into five connected blocks
(sub-images)[9]. Color and texture features are extracted from each sub-image:

Color:The mean values of the three coordinates of the L*a*b color space.
Texture: Based on the edge histogram descriptor (EHD) for MPEG-7, we pro-
pose a modified EHD (MEHD) which can capture more texture information by
employing the four direction Sobel edge detectors [9] instead of the five filters
used in EHD.

Fig. 1. Block diagram of proposed system

2.2 Image Classification

We apply the Fuzzy C-Means (FCM) and the the K Nearest Neighbor (KNN)
algorithm in our method to address the image classification problem.

When users post a query sample, the system should decide which class the
image belongs to, i.e. classify the test sample into the training samples it is
closest to in the feature space.
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3 Image Segmentation and Finer Retrieval

We propose a clustering-based segmentation method suitable for CBIR that uses
both color and texture features, and it’s fully automatic. This method divides an
image into several homogenous regions coarsely according to objects. It is good
enough for the retrieval task since an accurate segmentation is not necessary.

3.1 Image Segmentation Using FCM Clustering

The FCM algorithm is used to cluster the combined color and texture features
extracted from an image into several groups, where each group in the feature
space coarsely corresponds to one spatial region in the image space. Fig. 2 shows
the segmentation results of two sample images from our test database.

Fig. 2. Results of image segmentation based on combined color and texture features.
Left column: original images. Right column: segmentation results where each color
represents a coherent region in the original image.

3.2 Region-Based Features Extraction

After segmentation, a set of regions will be obtained. For representing regions in
the image, two sets of features including color and texture properties are used
as under-lying primitives to represent the regions.
Color: The color feature for each region is the cluster center of the region.
Texture: The texture features for each region is a set of statistic properties of
that region, namely, mean, standard deviation and uniformity (energy).

4 Similarity Measure on Image Level

In this paper, we propose a new distance measure suitable for region match-
ing, called Region-based quadratic distance (R-quadratic distance), which is an
extension of quadratic distance [10]. It achieves the effect of evaluating the image-
level similarity by comparing regions of two images. The R-quadratic distance
is defined as following:

d(r1, r2) = (r1 − r2)TA(r1 − r2), (1)
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where r1 and r2 are the distributions of region properties of two images, respec-
tively, in the form of feature vectors. A = [aij ] is a matrix and the weight aij

denotes the similarity between regions i and j.

5 Experimental Results

We have tested our retrieval algorithm on a general-purpose image data-base
with 1000 images from COREL[11].

Table 1 numerically lists the average retrieval precision of 7 image categories
by applying the proposed approach and Qi’s approach[6]. It shows that the
proposed method obtains a higher average retrieval precision.

Table 1. Comparison of the average precision of 7 image categories by using our
proposed approach and Qi’s approach

Image category Proposed Qi’s

Beach 0.4386 0.2800
Building 0.4259 0.5467
Dinosaur 0.9705 0.7567
Flower 0.5804 0.8233
Food 0.5944 0.5067
Horse 0.8055 0.8900
Vehicle 0.7335 0.5600

Average 0.6498 0.6259

Fig.3. compares the overall average retrieval precision and recall of the chosen
10 image categories from top 10 to 100 returned images. It shows that our
proposed method obtains high overall retrieval effectiveness.
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6 Conclusions

An effective content-based image retrieval system is proposed in this paper. In
this approach, the retrieval process is divided into two stages. Images are firstly
classified into categories based on their semi-global features automatically. For
the second stage, the query image is assigned into a proper category before the
finer query is carried out. Experimental results show that the mechanism above
provides an effective and efficient performance for our system.
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Abstract. Different evaluation measures assess different characteristics of ma-
chine learning algorithms. The empirical evaluation of algorithms and classifiers
is a matter of on-going debate among researchers. Most measures in use today
focus on a classifier’s ability to identify classes correctly. We note other use-
ful properties, such as failure avoidance or class discrimination, and we suggest
measures to evaluate such properties. These measures – Youden’s index, likeli-
hood, Discriminant power – are used in medical diagnosis. We show that they
are interrelated, and we apply them to a case study from the field of electronic
negotiations. We also list other learning problems which may benefit from the
application of these measures.

1 Introduction

Supervised Machine Learning (ML) has several ways of evaluating the performance of
learning algorithms and the classifiers they produce. Measures of the quality of clas-
sification are built from a confusion matrix which records correctly and incorrectly
recognized examples for each class. Table 1 presents a confusion matrix for binary
classification, where tp are true positive, fp – false positive, fn – false negative, and
tn – true negative counts.

Table 1. A confusion matrix for binary classification

Class \ Recognized as Positive as Negative
Positive tp fn
Negative fp tn

This paper argues that the measures commonly used now (accuracy, precision, recall,
F-Score and ROC Analysis) do not fully meet the needs of learning problems in which
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the classes are equally important and where several algorithms are compared. Our find-
ings agree with those of [1] who surveys the comparison of algorithms on multiple data
sets. His survey, based on the papers published at the International Conferences on ML
2003–2004, notes that algorithms are mainly compared on accuracy.

2 Commonly-accepted Performance Evaluation Measures

The vast majority of ML research focus on the settings where the examples are assumed
to be identically and independently distributed (IID). This is the case we focus on in this
study. Classification performance without focussing on a class is the most general way
of comparing algorithms. It does not favour any particular application. The introduction
of a new learning problem inevitably concentrates on its domain but omits a detailed
analysis. Thus, the most used empirical measure, accuracy, does not distinguish be-
tween the number of correct labels of different classes:

accuracy =
tp + tn

tp + fp + fn + tn
(1)

Conversely, two measures that separately estimate a classifier’s performance on differ-
ent classes are sensitivity and specificity (often employed in biomedical and medical
applications, and in studies which involve image and visual data):

sensitivity =
tp

tp + fn
; specificity =

tn

fp + tn
(2)

Focus on one class prevails in text classification, information extraction, natural lan-
guage processing and bioinformatics, where the number of examples belonging to one
class is often substantially lower than the overall number of examples. The experimen-
tal setting is as follows: within a set of classes there is a class of special interest (usually
positive). Other classes are either left as is – multi-class classification – or combined into
one – binary classification. The measures of choice calculated on the positive class1 are:

precision =
tp

tp + fp
; recall =

tp

tp + fn
= sensitivity (3)

F −measure =
(β2 + 1) ∗ precision ∗ recall

β2 ∗ precision + recall
(4)

All three measures distinguish the correct classification of labels within different classes.
They concentrate on one class (positive examples). Recall is a function of its correctly
classified examples (true positives) and its misclassified examples (false negatives). Pre-
cision is a function of true positives and examples misclassified as positives (false pos-
itives). The F-score is evenly balanced when β = 1. It favours precision when β > 1,
and recall otherwise.

A comprehensive evaluation of classifier performance can be obtained by the ROC:

ROC =
P (x|positive)
P (x|negative) (5)

1 The same measures can be calculated for a negative class, but they are not reported.
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P (x|C) denotes the conditional probability that a data entry has the class label C. An
ROC curve plots the classification results from the most positive to the most negative
classification. Due to the wide use in cost/benefit decision analysis, ROC and the Area
under the Curve (AUC) apply to learning with asymmetric cost functions and imbal-
anced data sets [2]. To get the full range of true positives and false negatives, we want
easy access to data with different class balances. That is why ROC is used in experi-
mental sciences, where it is feasible to generate much data. The study of radio signals,
biomedical and medical science are a steady source of learning problems. Another pos-
sibility of building the ROC is to change the decision threshold of an algorithm. The
AUC defined by one run is widely known as balanced accuracy:

AUCb = (sensitivity + specificity)/2. (6)

3 Critique of the Traditional ML Measures

We argue that performance measures other than accuracy, F-score, precision, recall or
ROC do apply and can be beneficial. As a preamble, let us remind the reader that ML
borrowed those measures from the assessment of medical trials [3] and from behav-
ioural research [4], where they are intensively used. Our argument focusses on the fact
that the last four measures are suitable for applications where one data class is of more
interest than others, for example, search engines, information extraction, medical di-
agnoses. They may be not suitable if all classes are of interest and yet must be distin-
guished. For example, consider negotiations (success and failure of a negotiation are
equally important) or opinion identification (markets need to know what exactly trig-
gers positive and negative opinions).

In such applications, complications arise when a researcher must choose between
two or more algorithms [5,6]. It is easy to ask but rather difficult to answer what algo-
rithm we should choose if one performs better on one class and the other – on the other
class. Here we present the empirical evidence of a case where such a choice is neces-
sary. We studied the data gathered during person-to-person electronic negotiations (e-
negotiations); for an overview of machine learning results refer to [6]. E-negotiations
occur in various domains (for example, labour or business) and involve various users
(for example, negotiators or facilitators).

The Inspire data [7] is the largest collection gathered through e-negotiations (held
between people who learn to negotiate and may exchange short free-form messages).
Negotiation between a buyer and a seller is successful if the virtual purchase has oc-
curred within the designated time, and is unsuccessful otherwise. The system registers
the outcome. The overall task was to find methods better suited to automatic learning of
the negotiation outcomes – success and failure. Both classes were equally important for
training and research in negotiations: the results on the positive class can reinforce posi-
tive traits in new negotiations; the results on the negative class can improve (or prevent)
potentially weak negotiations. The amount of data was limited to 2557 entries, each
of them a record of one bilateral e-negotiation. Successful negotiations were labelled
as positive, unsuccessful – as negative. The data are almost balanced, 55% positive
and 45% negative examples. The ML experiments ran Weka’s Support Vector Machine
(SVM) and Naive Bayes (NB) [8] with tenfold cross-validation; see Table 2.
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Table 2. Traditional
classification results

Measure SVM NB
Accuracy 77.4 76.8
F-score 81.2 78.9

Sensitivity 86.8 77.5
Specificity 65.4 75.9

AUC 76.1 76.7

Table 3. Classifier capabilities shown by traditional measures

Classifier Overall Predictive Class
effectiveness power effectiveness

SVM superior superior on superior on
positive examples positive examples

NB inferior superior on superior
negative examples on negative examples

4 Search for Measures

In this study, we concentrate on the choice of comparison measures. In particular, we
suggest evaluating the performance of classifiers using measures other than accuracy,
F-score and ROC. As suggested by Bayes’s theory [9,10], the measures listed in the
survey section have the following effect:

accuracy approximates how effective the algorithm is by showing the probability of the
true value of the class label (assesses the overall effectiveness of the algorithm);
precision estimates the predictive value of a label, either positive or negative, depending
on the class for which it is calculated (assesses the predictive power of the algorithm);
sensitivity/specificity approximates the probability of the positive/negative label being
true (assesses the effectiveness of the algorithm on a single class);
ROC shows a relation between the sensitivity and the specificity of the algorithm;
F-score is a composite measure which favours algorithms with higher sensitivity and
challenges those with higher specificity. See Table 3 for a summary.

Based on these considerations, we can conclude that SVM is preferable to NB. But
will it always be the case? We will now show that the superiority of an algorithm (such
as SVM) with respect to another algorithm largely depends on the applied evaluation
measures. Our main requirement for possible measures is to bring in new characteristics
for the algorithm’s performance. We also want the measures to be easily comparable.
We are interested in two characteristics of an algorithm:

– the confirmation capability with respect to classes, that is, the estimation of the
probability of the correct predictions of positive and negative labels;

– the ability to avoid failure, namely, the estimation of the complement of the proba-
bility of failure.

Three measures that caught our attention have been used in medical diagnosis to ana-
lyze tests [3]. The measures are Youden’s index [11], likelihood [12], and Discriminant
power [13]. They combine sensitivity and specificity and their complements.

Youden’s index. The avoidance of failure complements accuracy, or the ability to cor-
rectly label examples. Youden’s index γ [11] evaluates the algorithm’s ability to avoid
failure – equally weights its performance on positive and negative examples:

γ = sensitivity− (1 − specificity) (7)
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Youden’s index has been traditionally used to compare diagnostic abilities of two tests
[12]. It summarizes sensitivity and specificity and has linear correspondence balanced
accuracy (a higher value of γ means better ability to avoid failure):

γ = 2AUCb − 1. (8)

Likelihoods. If a measure accommodates both sensitivity and specificity, but treats
them separately, then we can evaluate the classifier’s performance to finer degree with
respect to both classes. The following measure combining positive and negative likeli-
hoods allows us to do just that:

ρ+ =
sensitivity

1 − specificity
; ρ− =

1 − sensitivity

specificity
(9)

A higher positive and a lower negative likelihood mean better performance on positive
and negative classes respectively. The relation between the likelihood of two algorithms
A and B establishes which algorithm is preferable and in which situation [12]. Figure
1 lists the relations for algorithms with ρ+ ≥ 1. If an algorithm does not satisfy this
condition, then “positive” and “negative” likelihood values should be swapped.

- ρA
+ > ρB

+ and ρA
− < ρB

− implies A is superior overall;
- ρA

+ < ρB
+ and ρA

− < ρB
− implies A is superior for confirmation of negative examples;

- ρA
+ > ρB

+ and ρA
− > ρB

− implies A is superior for confirmation of positive examples;
- ρA

+ < ρB
+ and ρA

− > ρB
− implies A is inferior overall;

Fig. 1. Likelihoods and algorithm performance

Relations depicted in Figure 1 show that the likelihoods are an easy-to-understand
measure that gives a comprehensive evaluation of the algorithm’s performance.

Discriminant power. Another measure that summarizes sensitivity and specificity is
discriminant power (DP ) [13]:

DP =
√

3
π

(logX + logY ), (10)

X = sensitivity/(1− sensitivity), Y = specificity/(1− specificity). (11)

DP does exactly what its name implies: it evaluates how well an algorithm distin-
guishes between positive and negative examples. To the best of our knowledge, until
now DP has been mostly used in ML for feature selection. The algorithm is a poor
discriminant if DP < 1, limited if DP < 2, fair if DP < 3, good – in other cases.

Experiments. We applied Youden’s index, positive and negative likelihood and DP
to the results of learning from the data of e-negotiations. We calculate the proposed
measures to evaluate the algorithms’ performance – see Table 4.

Youden’s index and likelihood values favour NB’s performance. NB’s γ is always
higher than SVM’s. This differs from the accuracy values (higher for SVM in two
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Table 4. New classification
results

Measure SVM NB
γ 0.522 0.534
ρ+ 2.51 3.22
ρ− 0.20 0.30
DP 1.39 1.31

Table 5. Comparison of the classifiers’ abilities by new
measures

Classifier Avoidance Confirmation Discrimination
of failure of classes of classes

SVM inferior superior for limited
negatives

NB superior superior for limited
positives

experimental settings) and the F-score (higher in all the three settings). The higher
values of γ indicate that NB is better at avoiding failure. Further observation shows
that the positive and negative likelihood favour classifiers with more balanced perfor-
mance over classifiers with high achievement on one class and poor results on the other.
When a classifier performs poorly, the likelihood values support the class labels of the
under-performing classifier. DP ’ values are rather low2. Its results are similar to those
of accuracy, of F-score which prefer SVM to NB. We attribute this correspondence to a)
positive correlation of all the three measures with sensitivity; b) close values of speci-
ficity and sensitivity in our case study. As expected, Youden’s index values correspond
to those of the AUC. Youden’s index is the most complex measure and its results (NB
consistently superior to SVM) do not correlate with the standard measures. This con-
firms that the ability to avoid failure differs from the ability of successful identification
of the classification labels. Based on these results and relations given by the scheme
from Figure 1, we summarize SVM’s and NB’s abilities in Table 5.

NB is marginally superior to SVM: we confirm our hypothesis that the superiority of
an algorithm is related to how evaluation is measured.

The results reported in Tables 2, 3, 4 and 5 show that higher accuracy does not
guarantee overall better performance of an algorithm. The same conclusion applies to
every performance measure if it is considered separately from others. On the other hand,
a combination of measures gives a balanced evaluation of the algorithm’s performance.

5 Conclusion

We have proposed a new approach to the evaluation of learning algorithms. It is based
on measuring the algorithm’s ability to distinguish classes and thus to avoid failure in
classification. We have argued this has not yet been done in ML. The measures which
originate in medical diagnosis are Youden’s index γ, the likelihood values ρ−, ρ+ , and
Discriminant Power DP . Our case study of the classification of electronic negotiations
has shown that there exist ML applications which benefit from the use of these mea-
sures. We also gave a general description of the learning problems which may employ
γ, ρ−, ρ+ and DP . These problems are characterized by a restricted access to data, the
need to compare several classifiers, and equally-weighted classes.

Such learning problems arise when researchers work with data gathered during social
activities of certain group. We have presented some results at conferences with a focus

2 Discriminant power is strong when it is close to 3.
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more general than ML. We note that the particularly apt problems include knowledge-
based non-topic text classification (mood classification [14], classification of the out-
comes of person-to-person e-negotiations [6], opinion and sentiment analysis [15], and
so on) and classification of email conversations [16]. All these studies involve data sets
gathered with specific purposes in a well-defined environment: researchers discussing
the time and venue of a meeting [16], bloggers labelling with their moods blogs posted
on a Web site [14], participants of e-negotiations held by a negotiation support sys-
tem [6]. All cited papers employ commonly used ML measures. For example, [6] and
[15] report accuracy, precision, recall and F-score; other papers, especially on sentiment
analysis, report only accuracy, for example [5].

Our future work will follow several interconnected avenues: find new characteristics
of the algorithms which must be evaluated, consider new measures of algorithm per-
formance, and search for ML applications which require measures other than standard
accuracy, F-score and ROC.
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Abstract. We propose a natural neighbor inspired O(n
√

n) hybrid clus-
tering algorithm that combines medoid-based partitioning and agglomer-
ative hierarchial clustering. This algorithm works efficiently by inheriting
partitioning clustering strategy and operates effectively by following hier-
archial clustering. More importantly, the algorithm is designed by taking
into account the specific features of sequential data modeled in metric
space. Experimental results demonstrate the virtue of our approach.

1 Introduction

This paper presents a medoid-based hybrid agglomerative clustering approach
that combines partitioning clustering and hierarchical clustering. The proposed
method overcomes the ineffectiveness of the former and the inefficiency of the
latter while inheriting the efficiency of the former and the effectiveness of the
latter. It initially partitions a set of data sequences into a number of temporary
micro-clusters and then merges them into final clusters based on natural neigh-
bour topological information derived from the Voronoi diagram. Our proposed
method is able to identify quality clusters in O(n

√
n) time. Experimental results

confirm the effectiveness and efficiency of our approach.

2 Clustering of Sequential Data

Partitioning clustering and hierarchical clustering are two distinctive types of
methods used to group sequential data in arbitrary metric spaces. Clustering al-
gorithms should be fairly designed to address the characteristics of sequences and
specific requirements in the context of sequential data clustering. For instance,
the discrete nature and similarity measures of transaction sequences remove
vector-based operations, like averages (means). Inability of treating numerically
attribute vectors rules out centroid-based partitioning clustering algorithms like
k-Means. Moreover, the continuous center of mass of a cluster may not rep-
resent a prototypical object in that cluster. With sequential data, the vectorial
mean is less meaningful to be a statistical indicator as used in STING.

Sequential data favor medoid-based partitioning approach. Medoids remove
the concern of discrete nature of sequences and make clustering better suited
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for metric space. While medoids are more robust estimators of location than
means [1], they are computationally less tractable. The best interchange hill-
climber is the Teitz and Bart heuristic [2] that requires quadratic time. One other
example is CLARANS that is based on a sampling interchange hill-climbing. It
requires Ω(n2) time complexity and does not guarantee local optimality. Re-
cently, a variant of medoid-based clustering for optimizing clustering criteria in
absolute error has been proposed and applied to Web usage mining [3]. Differ-
ent from the sampling approach, this randomized algorithm uses all the data
available. The randomized interchange approach achieves O(n

√
n) time.

Hierarchical clustering is inefficient for large data sets since it typically re-
quires quadratic time in the size of the input [4]. An algorithm from this family
for sequential clustering tends to require CPU-time three orders of magnitude
more than any other [5]. Matrix-based clustering approach [5,6] maintains a
similarity matrix of each pair of sequences, and faces the problem of infeasible
computational resources. The computation of the similarity matrix makes this
method far from scalable. Recently, a scalable agglomerative hierarchical clus-
tering method for visitation paths has been proposed [7]. This pattern-oriented
algorithm introduces strong assumptions that restrict the similarity measure be-
tween sequences and groups of sequences. Its time complexity suffers from the
cube of the number m of frequent patterns and the clustering quality degrades
as m becomes smaller.

3 Hybrid Agglomerative Clustering

3.1 Observation on Partitioning Clustering Result

Let V = {v1, · · · , vt} be a set of literals, called events. An eventset S = {s1, s2,
· · · , sr} is a multiset of events, where sj ∈ V is an event. A sequence u =<
S1S2 · · ·Sm > is an ordered list of eventsets, where Si is an eventset. Clustering
of sequential data is to partition a set U = {u1, · · · , un} of sequences into groups
by some natural similarity measure. While several similarity measures between
sequences are widely adopted in the literature [8], partitioning clustering using
those similarity measures suffers from a difficulty to group ‘orphan’ sequences.

Let us consider an artificially generated dataset with two clusters shown
in Fig. 1(a). This dataset consists of 15 sequences: u1 :< {1} {2} {3} >,
u2 :< {3} {4} {5} >, u3 :< {6} {7} {8} >, u4 :< {8} {9} {10} >, u5 :<
{11} {12} {13} >, u6 :< {13} {14} {15} >, u7 :< {1} {10} {11} >, u8 :<
{2} {9} {12} >, u9 :< {3} {8} {13} >, u10 :< {4} {7} {14} >, u11 :<
{5} {6} {15} >, u12 :< {19} {24} {23} >, u13 :< {18} {24} {22} >, u14 :<
{17} {24} {21} >, and u15 :< {16} {24} {20} >. Fig. 1(b) shows a cluster-
ing result from a medoid-based partitioning clustering approach [3]. Note that
the clustering does not reveal the true pattern in the dataset by missing out
sequences u7, u8, u10 and u11. This is because the similarity between two se-
quences will be 0 if they have no common events at all. In partitioning clustering,
this indicates a data sequence without a direct link to any cluster representative
will be classified as an ‘orphan’ item. Treating such orphan sequences as ‘noise’
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(a) (b)

Fig. 1. Traditional partitioning clustering for sequential data: (a) A dataset with 15
sequences; (b) A partitioning clustering result (k = 2)

is one of the main causes to the ineffectiveness of partitioning clustering in se-
quence data mining. It should be noted that these orphan sequences do possess
links to other non-representative sequences even though they do not have direct
links to cluster representatives. They are not outliers. Yet the drawback of parti-
tioning clustering can be mitigated when a large number k of partitions is used.
This motivates us to start partitioning clustering with a larger number k′ > k of
initial micro-clusters, and then merge neighbored similar micro-clusters together
to form final k clusters.

3.2 Interactivity for Hierarchical Clustering

The merge process is a major computational bottleneck in agglomerative hi-
erarchical clustering. The merge phase in our approach utilizes the “natural
neighbor” concept from the Voronoi diagram to reduce the space and time re-
quirement. The Voronoi diagram defines topologically meaningful near-by natu-
ral neighbours and contain many robust mathematical properties. These natural
neighbours exhibit geometrically and topologically strong associations, they are
indicative of the next desirable merge in hierarchical clustering. The merge in
our approach is based on the total interactivity between natural neighbours as
defined below.

Definition 1. Total interactivity between clusters Ci and Cj, denoted by
Stiact(Ci, Cj), is measured by

Simtiact(Ci, Cj) =
nij

|Ci|
· nji

|Cj |
, (1)

where nij is the number of sequences in Ci satisfying Sim(u, Cj)−Sim(u, Ck)≥ ε
for ∀Ck ∈ C\Ci, and nji is the number of sequences in Cj satisfying Sim(u, Ci)−
Sim(u, Ck) ≥ ε for ∀Ck ∈ C\Cj, ε is a similarity threshold introduced.

4 Experimental Results of Web Usage Mining

In our experiments, we adopt the conventional assumption for converting entries
in an access log to visitation paths [5,6,9]. To make the experimental results
more comparable, we recreate benchmark test datasets based on the generation
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method suggested by [6] and also used by [3]. We generate k random walks of
length ρ = 8. These nucleus paths are the representatives. The generation is also
controlled by another parameter branching factor br ∈ (0, 1). This encodes the
probability that a user represented by a given nucleus path will choose a different
link than the prototypical nucleus path. The datasets generated exhibit various
error rates, different levels of noise, and diverse degree of compactness.

4.1 On the Scalability of the Methods

The randomized medoid-based implementation [3] requires O(n
√
n) time. The

construction of matrix for merging needs O(k̂k′) time where k̂ is the average
number of neighboring clusters. Note that, k̂ 4 k′ 4 n in data-rich environ-
ments. The cluster merging process takes the same time as matrix construction,
thus HCS requires O(n

√
n) time in total. Our experiments show HCS has only

a tiny overhead on the top of the randomized medoid-based clustering. This con-
firms the merge phase using the natural neighbor concept is fast and scalable.

4.2 On the Quality of Clustering

From the cluster validity point of view, the error rate in a cluster structure
detected can be an indication of the quality of a clustering method. Two quality
indices, Jaccard Coefficient (JC) and Fowlkes-Mallows (FM) indices are widely
used for external quality evaluation where the ground fact is known [10]. The
two quality indices range from 0 to 1; methods with higher value of those indices
are considered higher quality methods.

(a) (b)

Fig. 2. Jaccard Coefficient and Fowlkes-Mallows Index: (a) Jaccard Coefficient; (b)
Fowlkes-Mallows Index

Fig. 2 shows Jaccard Coefficient and Fowlkes-Mallows indices of HCS and the
crisp version of randomized medoid-based algorithm with respect to various lev-
els of branching factors and different sizes of data sequences generated around
nucleus paths. Again we ran each of them 5 times and report confidence intervals
with 95% accuracy. For both clustering algorithms, quality was much more af-
fected by the level of branching factor than by the size of the dataset. This figure
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confirms that our hybrid approach not only outperforms the randomized medoid-
based approach, but slowly decays as br grows. The partitioning-only method
drops 17% of accuracy in Jaccard Coefficient as br grows from 0.05 to 0.15, while
our approach declines 8%. Similar effects are observed with Fowlkes-Mallows In-
dex. The partitioning-only approach drops 10% while our hybrid method declines
only 4%.

5 Final Remarks

We have presented a hybrid clustering methods, HCS, which combines a medoid-
based partitioning process with a hierarchical merging process. The proposed
hybrid approach employs the topological neighborhood information among the
pre-partitioned clusters for efficient merging process. Such topological informa-
tion is naturally modeled by an underlying hypergraph corresponding to the
Voronoi tessellation. Its O(n

√
n) time makes it more scalable to spotting dis-

crete sequential patterns in high-dimensional pseudo-metric spaces.
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Abstract. The article describes two new clustering algorithms for DNA nucleo-
tide sequences, summarizes the results of experimental analysis of performance 
of these algorithms for an ITS-sequence data set, and compares the results with 
known biologically significant clusters of this data set. It is shown that both al-
gorithms are efficient and can be used in practice. 

1   Introduction 

The investigation of DNA data sets has broad applications in medical and health in-
formatics and many branches of biology. Data mining and machine learning have 
been crucial in the development of these research areas (let us refer, for example, to 
Gedeon and Fung [3], Kang, Hoffman, Yamaguchi and Yeap [6], Li, Yang and Tan 
[10], Webb and Yu [13], Zhang, Guesgen and Yeap [17], Zhang and Jarvis [18]). 

The present paper describes and investigates two clustering algorithms that can be 
used to group a data set of DNA sequences into clusters. In order to achieve signifi-
cant correlation between clusterings produced by these machine learning algorithms 
and biological classifications, we have relied on measures of strong similarity be-
tween sequences. Such measures have not been considered for these algorithms be-
fore. Here we present the results of an experimental analysis of the performance of 
our new algorithms using a data set derived from the internal transcribed spacer (ITS) 
regions of the nuclear ribosomal DNA in Eucalyptus, and compare the results with 
clusterings published by Steane et al. [12]. 

For preliminaries on DNA molecules we refer to the monographs Baldi and Brunak 
[1], Durbin, Eddy, Krogh and Mitchison [2], Jones and Pevzner [5] and Mount [11]. 
Background information on clustering algorithms can be found in Witten and 
Frank [15].  
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2   Clusters of the k-Means Algorithm with Alignment Metrics 

Both our algorithms use highly biologically significant alignment scores as a metric 
and obtain significant results. The novel character of our method is in using a sophis-
ticated and highly informative distance metric based on alignment scores well known 
in bioinformatics. Every alignment produces an alignment score that measures the 
similarity of the nucleotide or amino acid sequences. 

The alignment scores in our algorithms provide an accurate measure of similarity 
that is more significant biologically. Alignment scores have properties that differ from 
those of the Euclidean metrics and their simple modifications discussed, for example, 
by Witten and Frank [15] (Section 6.4). Hence our algorithms have to be designed 
differently. First, it is impossible to do simple calculations for the alignment score 
metric involved in various Euclidean clustering algorithms. For example, it is impos-
sible to find a DNA sequence that is the “midpoint” or “mean” of two DNA se-
quences. Secondly, it is important to minimize the number of distance calculations, 
because each of them is time consuming. 

Our first algorithm is a new version of the k-means clustering algorithm. The tradi-
tional k-means algorithm implemented in WEKA environment uses standard Euclid-
ean distances (Witten and Frank [15], Section 4.8). Our algorithm uses the metric of 
alignment scores to establish similarity between sequences. The unusual character of 
this metric prohibits direct computation of the mean of a set of sequences in a cluster. 

In order to make the algorithm faster, it is desirable to minimize the number of 
times the alignment scores have to be found. This is why the algorithm operates on 
the set of given sequences only and does not create any new sequences as means of 
the given ones. Every alignment score between each pair of the given sequences is 
found once during a pre-processing stage of the algorithms, and then these scores are 
looked up in a table during the process of looking for clusters. 

The initialization stage proceeds as usual: k sequences are randomly chosen as cen-
troids of clusters, and every other sequence is assigned to the cluster of its nearest 
centroid. Every iteration of the algorithm looks at each current cluster in turn. It then 
analyses all sequences of the cluster trying to determine which of them would be the 
best centroid for this particular cluster. Suppose that the algorithm is considering a 
cluster C. As a new centroid for this cluster our algorithm is going to choose the  
sequence s in C with the property that the sum of all distances from s to all other se-
quences in C is minimal. This is in fact precisely the property of the standard Euclid-
ean means that is essential for the operation of the traditional k-means algorithm.  

The average success rates of this method in comparison with five clusters obtained 
and published by Steane  et  al. [12] are represented in Figure 1. The diagram demon-
strates how the success rates depend on the choice of the local alignment metric. 

3   Nearest Neighbour Clustering Algorithm with Alignment Metrics 

The second algorithm we implemented is an analog of the nearest neighbour cluster-
ing algorithm (Witten and Frank [15], Section 4.7). The standard nearest neighbour 
clustering algorithm implemented in WEKA could not be applied directly to the ITS 
dataset, because it handles data represented as points in an n-dimensional Euclidean 
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space. Thus we had to encode a new version of the nearest neighbour algorithm based 
on optimal local alignments of the given sequences. 
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Fig. 1. Experimental data on success rates of clustering algorithms for several distance metrics 

Given the number k of clusters, the algorithm computes all local alignment scores 
between all pairs of DNA sequences in the data set. It chooses random k sequences as 
representatives of the k clusters. For every other sequence s in the data set, it looks at 
all sequences which have been considered and allocated to the clusters and finds the 
nearest neighbour of s among these sequences. The algorithm then allocates s to the 
cluster of its nearest neighbour. This is repeated until all sequences have been as-
signed to clusters. 

The average success rates of this method using various alignment metrics com-
pared with the clusters obtained and published by Steane  et  al.  [12] are represented 
in Figure 1. 

4   Experimental Results 

We investigated the groupings of an ITS dataset, displayed in Figures 2, 3 and 5 of 
Steane  et  al.  [12]: The dataset includes many of different species from all subgenera 
and sections of Eucalyptus, as well as some other genera that are closely related to 
Eucalyptus. For a detailed description of the dataset we refer to  [12]. 
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Figure 1 summarizes the results of comparison between classifications obtained by 
our two algorithms and known classifications considered in the biological literature 
(see Steane et al. [12]). Our clustering algorithms use the strong similarity measures 
and have achieved high accuracy rates compared to other algorithms considered in 
other similar situations previously (see [14]). 
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Fig. 2. Tenfold cross validation for the accuracy of allocating new sequences 

We investigated the efficiency of the clusters produced by our algorithms for clas-
sifying new sequences (Figure 2), and established that both algorithms are accurate. 
The choice of algorithm is a trade-off between speed and accuracy. The nearest 
neighbor clustering algorithm is more accurate but is slower. 

This research has been supported by the IRGS grant K14313 of the University of 
Tasmania. 
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Abstract. In this paper, we suggest a pruning technique to discover weighted 
support affinity patterns in which an objective measure, sequential ws-
confidence is developed to detect correlated sequential patterns with weighted 
support affinity patterns. Based on the pruning technique, we develop a 
weighted support affinity pattern mining algorithm (WSMiner). Our perform-
ance study shows that WSMiner is efficient and scalable for mining weighted 
support affinity patterns.  

Keywords: data mining, sequential pattern mining, weighted support affinity. 

1   Introduction 

Large growth of data gives the motivation to find useful patterns among the huge data 
according to the requirement of real applications. Most sequential pattern mining 
algorithms use a support threshold to prune the search space. The previous sequential 
pattern mining algorithms may reduce the number of patterns but the approaches can 
not handle the issue to detect correlated sequential patterns containing items with 
similar levels of weighted support (total profits or total expenses of patterns) in retail 
databases. In this paper, we propose a pruning method to discover correlated sequen-
tial patterns with the weighted support affinity called WSMiner. We define the con-
cept of a sequential weighted support affinity pattern that uses an objective measure, 
called sequential ws-confidence. The sequential ws-confidence measure considers 
both support and weight affinity simultaneously and prevents the generation of se-
quential patterns with substantially different weighted support levels, so more mean-
ingful sequential patterns can be detected. The sequential weighted support affinity 
patterns can be applied in analysis of sequential patterns in retail databases.  

The remainder of the paper is organized as follows. In section 2, we describe the 
problem statement and related work. In Section 3, we develop WSMiner (Weighted 
Support affinity Sequential pattern mining). Section 4 shows extensive experimental 
results. Finally, our conclusion is presented in section 5.  

2   Problem Definition and Related Work  

Let I = {i1, i2... in} be a unique set of items. A sequence S is an ordered list of itemsets, 
denoted as s1, s2, .., sm , where sj is an itemset which is also called an element of the 
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sequence, and sj ⊆ I. That is, S = s1, s2, …, sm  and sj is (xj1xj2…xjk), where xit is an 
item in the itemset si. An item can occur at most one time in an itemset of a sequence 
but it can occur multiple times in different itemsets of a sequence. The size |S| of a 
sequence is the number of itemsets in the sequence. The length, l(s), is the total number 
of items in the sequence. A sequence with length l is called an l-sequence. A sequence 
database, D = {S1, S2, .., Sn}, is a set of tuples sid, s , where sid is a sequence identifier 
and Sk is an input sequence. The support of a sequence α  in a sequence database SDB 
(supportS (α) = | {<sid, s>| (<sid, s> ∈ S)  (α  s)} | is the number of sequences in 
SDB that contain the sequence α. Given a support threshold, min_sup, a sequence α  is 
called a frequent sequential pattern in the sequence database if the support of the se-
quence α is no less than the minimum support threshold (Supports(α)   min_sup).  

The problem of sequential pattern mining is to find the complete set of frequent se-
quential patterns satisfying a minimum support in the sequence database. As related 
works, efficient sequential pattern mining algorithms [2, 3, 6, 8, 12] have been re-
cently developed such as constraint-based sequential pattern mining [8], sequential 
pattern mining without using support thresholds [10] and closed sequential pattern 
mining [11]. These approaches may reduce the number of patterns but weak weighted 
support affinity patterns are still mined because they did not consider weights or pri-
orities of the patterns. Recently, weighted sequential pattern mining [12] has been 
suggested to mine more important sequential patterns. This approach may reduce the 
number of patterns but weak affinity patterns are still found in the result sets. Before 
SPAM [2], SPADE [13] and PrefixSpan [7, 9] were two of the fastest algorithms in 
general sequential pattern mining. According to performance evaluations [2], SPAM 
outperforms SPADE on most datasets and PrefixSpan outperforms SPAM only 
slightly on very small datasets. Except for this case, SPAM outperforms PrefixSpan.  

3   A Pruning Technique to Discover Correlated Sequential 
Patterns with the Weighted Support Affinity 

In this section, we suggest a pruning technique to discover sequential weighted support 
affinity patterns. The sequential ws-confidence measure and the concept of the weighted 
support affinity pattern by the ws-confidence are suggested to answer the comparative 
analysis queries in market basket analysis which are not handled by the previous se-
quential pattern mining approaches. Specifically, the weak affinity patterns are effi-
ciently eliminated with the sequential ws-confidence measure.  

Table 1. Example of a sequence database 

Sequence ID Sequence 

10 a (abc) (ac) d (cf)  
20 (ad) abc (bcd) (ae) bcde  
30 a(ef) b (ab) c (df) ac  
40 ac (bc) eg (af) acb (ch) (ef)
50 ba (ab) (cd) eg (hf)  

60 a (abd) bc (he)  
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3.1   The Sequential ws-Confidence 

In retail databases, attribute values such as prices (profits) of items are used as a weight 
factor and the prices of items can be normalized within a specific weight range.  

Definition 3.1 Sequential ws-confidence 
A weighted support confidence of a sequential pattern S = {s1, s2, …, sm}, si is 
(xi1xi2…xik), where xit is an item in the itemset si, denoted as sequential ws-
confidence, is a measure that reflects the overall weighted support affinity among 
items within the sequence. It is defined as the ratio of the minimum weighted support 
of the items within the sequential pattern to the maximum weighted support of the 
items within the pattern. That is, this measure is defined as  

m'

m' '

m' k' m' m' k' m'

m' '  k' ' m' ' m' '  k' ' m' '

1  m'  m, 1  k'  (s )

1  m' '  m, 1  k' '  (s )

Min support weight
ws-conf (S) =

Max support weight

 {  ({x s }) *  ({x s })}
 

{  ({x s }) *  ({x s }

legnth

legnth

≤ ≤ ≤ ≤

≤ ≤ ≤ ≤

⊆ ⊆

⊆ ⊆ )}
 

It may be other ways to examine the weighted support affinity levels. More complex 
definitions may detect more exact affinity levels. However, based on the definition of 
the ws-confidence, the ws-confidence satisfies the anti-monotone property for identi-
fying strong weighted support affinity patterns.  

Definition 3.2 Weighted support affinity sequential patterns  
A sequential pattern S is defined as a Weighted support affinity sequential patterns if 
and if only (1) the support of the pattern is no less than a minimum support (Support 
(S)   min_sup), and (2) the sequential ws-confidence of the pattern is no less than a 
minimum ws-confidence (wsconf (S)   min_wsconf).  

3.2   WSMiner Algorithm 
 

                                     Procedure WSMiner (WSP, , L, S| ) 

Parameter:  
(1)  is a sequential pattern.  
(2) L is the length of ,  
(3) S |  is the sequence database, SDB if  is null, otherwise, it is the -projected 

database. 
1. Scan S |  once, count the support of items, and find frequent items,  in se-

quences:  is a weighted support affinity patterns if the following pruning condi-
tions are satisfied.  

Condition 1: (support   min_sup)  
Condition 2: (ws-confidence   min_wsconf)  
(a)  can be assembled to the last itemset of  to form a weighted support se-
quential affinity pattern or  (b) < > can be appended to  to form a weighted 
support sequential affinity pattern.  

2. For each frequent item ,  
Add it to  to form a sequential pattern `, and output `. 

3. For each `,  
Construct `-projected database S| `; 
Call WSMiner ( `, L+1, S | `) 

   End for 
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4   Performance Evaluation 

In this section, we present our performance study over real and synthetic datasets. We 
report our experimental results on the performance of WSMiner in comparison with a 
recently developed algorithm, SPAM [2] and WSpan [12].  

The IBM dataset generator is used to generate sequence datasets. It accepts essen-
tial parameters such as the number (D) of sequences (customers), the average number 
(C) of itemsets (transactions) in each sequence, the average number (T) of items 
(products) in each itemset, the average length (S) of maximal sequences, the average 
length (I) of transactions within the maximal sequences, and the number (N) of differ-
ent items in the dataset. More detail information can be found in [1]. WSMiner was 
written in C++ and experiments were performed on a sparcv9 processor operating at 
1062 MHz, with 2048MB of memory on a Unix machine. In our experiments, a ran-
dom generation function was used to generate weights of items. 

4.1   Performance Results 

From Fig. 1 to Fig. 2, we report the evaluation results for D7C7T7S7I7 dataset with 
weights of items from 0.1 to 0.3. The main performance difference between WSMiner 
and other algorithms such as SPAM and WSpan results from using sequential ws-
confidence. By increasing the sequential ws-confidence threshold, fewer patterns with 
a higher weighted support affinity can be found. SPAM mines a huge number of se-
quential patterns in this test so we could not show the number of patterns of SPAM in 
Fig. 1. For instance, the numbers of patterns of SPAM are 170,965 with a minimum 
support of 4%, 439,953 with a minimum support of 3%, and 1, 646,818 with a mini-
mum support of 2%.  
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          Fig. 1. Effectiveness of ws-confidence                       Fig. 2. Processing time 

5   Conclusion  

In this paper, we presented the problem of mining correlated sequential patterns with 
the weighted support affinity. To detect the sequential patterns, we defined the  
sequential ws-confidence measure and the concept of weighted sequential affinity 
patterns. Using the measure, WSMiner algorithm is developed to detect correlated 
patterns with the weighted support affinity by pushing the sequential ws-confidence 
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into sequential pattern mining. The performance analysis shows that WSMiner is 
efficient and scalable for mining weighted support affinity patterns.  
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Abstract. ROCK is a robust, categorical attribute oriented clustering algorithm. 
The main contribution of ROCK is the introduction of a novel concept called 
links as a measure of similarity between a pair of data points. Compared with 
traditional distance-based approaches, links capture global information over the 
whole data set rather than local information between two data points. Despite its 
success in clustering some categorical databases, there are still some underlying 
weaknesses. This paper investigates the problems deeply and proposes a novel 
algorithm QNNS using Qualified Nearest Neighbors Selection model, which 
improves clustering quality with an appropriate selection of nearest neighbors. 
We also discuss a cohesion measure to control the clustering process. Our 
methods reduce the dependence of the clustering quality on the pre-specified 
parameters and enhance the convenience for end users. Experiment results 
demonstrate that QNNS outperforms ROCK and VBACC.  

1   Introduction 

Clustering has become one of the major areas of investigation in data mining as a useful 
technique for discovery of data distribution and patterns in the underlying data. Many 
traditional clustering algorithms, such as k-means [1] and centraloid-based [2] are 
designed mostly for numeric data, using some distance matrix to measure the similarity 
between two data points. While the use of the distance-based measurement could yield 
satisfactory results for numeric attributes, it is not appropriate for data sets with 
categorical attributes.  

ROCK [3] proposes the notion of link and measured the similarity between pairs of 
data objects based on the number of links in common. Compared with distance-based 
approaches, links capture global information over the whole data set rather than local 
information between two data points. Despite ROCK’s good performance in clustering 
standard databases such as Mushroom, there are still some shortcomings (See section 
2). Some papers have proposed algorithms based on ROCK’s idea such as VBACC [4] 
and QROCK [7]. But the improvements of these two algorithms are conducted under 
certain given conditions. For example, VBACC assumes the clustering algorithm can 
omit θ when the target dataset has high dimensionality. QROCK believes that θ and k 
                                                           
* This work was sponsored by Natural Science Foundation of China (NSFC) under Grant No. 

60373099. 
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are relevant and an appropriate selection of θ can make the two parameters equivalent. 
Because QROCK aims to reduce the time complexity other than improve the clustering 
quality, we compare our proposed algorithm with ROCK and VBACC in section 4. 

In this paper we propose a new categorical clustering algorithm called QNNS using 
Qualified Nearest Neighbors Selection model. QNNS can select appropriate neighbors 
automatically without pre-specifyingθ. We also manage to control the clustering 
process by introducing a cohesion measure, which eliminates the need for the 
parameter k. Our study shows that QNNS generates better quality clusters than ROCK 
and VBACC on standard datasets. 

2   The ROCK Algorithm 

In this section we will have an in-depth discussion on ROCK’s weaknesses. For the 
length limitation, we do not list the basic notions of ROCK such as neighbor, link and 
goodness measure. You can refer to [3] for more details. 

The main shortcomings of ROCK lie in three aspects: (1) The similarity threshold θ 
requires to be given by the user and the clustering quality is sensitive to θ. If θ is 
overestimated then the number of neighbors considered will be reduced, which will 
produce more isolated objects. If θ is underestimated then some irrelevant points are 
included in the neighbor lists, making the purity of the clusters poorer. Therefore it is 
important for ROCK to initiate with a proper θ . However, it is hard to do so without 
sufficient prior-knowledge. (2) The degree of similarity is only used to decide whether 
two objects are neighbors and the information is actually valuable to guide the iterative 
clustering process. ROCK makes a polarization of the similarity information with θ. 
Two objects pi and pj are considered to be similar when sim(pi,pj)≥θ and sim(pi,pj) is set 
to be 1. Otherwise sim(pi,pj) is set to be 0. This polarization makes the clustering results 
more sensitive to θ. (3) The number of desired clusters k need to be designated in 
advance and it acts as a critical condition to terminate the clustering process. However, 
it is also difficult to decide k reasonably.  

3   The QNNS Algorithm 

3.1   Qualified Nearest Neighbors Selection Model 

Definition 1. Unqualified nearest neighbors 
Suppose p1,…,pk are all the neighbors of i and they are arranged by sim(pj , i) in 
descending order, given a separator r and a percent ρ, if they satisfy the following 
condition, 

then pr+1,…,pk are called unqualified nearest neighbors. 
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Definition 2. Qualified Nearest Neighbor Selection model 
Qualified Nearest Neighbor Selection model is to choose r and ρ dynamically and 
reasonably select all qualified nearest neighbors and exclude any unqualified neighbor. 
To make the algorithm parameter-free, we choose the average similarity of neighbors 
as the criterion. Let ave_sim(i) such as  

be the average similarity between i and its nearest neighbors, then all the neighbors 
which meet sim(pj,i)≥ave_sim(i) are qualified nearest neighbors. Therefore an efficient 
computation of connectivity matrix can be achieved as follows. 

Algorithm 1. Compute_connectivity(S)  
1.  Compute nbrlist[i](list of neighbors of i) for every 

point i in S and the corresponding vallist[i](list of 
sim(pj,pi) where p nbrlist[i]); 
2.  select all qualified neighbors for each i and adjust 

nbrlist[i] and vallist[i]; 
3.     For i=1 To |S| Do{ 
4.       A=nbrlist[i];V=vallist[i]; 
5.       For j=1 To |A|-1 Do  
6.           For l=j+1 To |A| Do{ 
7.               y=v[j]×v[l] ×(sj+1-posji) ×(sl+1-posli) 

×(max_neighbor_number2)/(sj×sl); 
8.               Mc[A[j],A[l]]=Mc[A[j],A[l]]+y; } 

We can see from Algorithm 1 that it is not necessary to pre-specify θ in the 
computation of connectivity matrix. The goodness measure in our algorithm is: 

3.2   Cohesion Measure 

We here introduce a criterion )(CE′ which is often used in the clustering algorithms for 
documents [5] as the cohesion measure.  

This criterion tries to maximize the sum of the average similarity among all objects in 
each cluster and make a penalty against a big value of k. Experimental results show that 

)(CE′  is effective and the quality of clustering results at its extremum is also 
satisfactory. The whole clustering algorithm is as follows. 
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Algorithm 2. QNNS(S) 
1. Mc=Compute_connectivity(S); max_quality=0; 
2. For each s∈S Do 
3.   q[s]=build_local_heap(Mc,s);   
4.   Q=build_global_heap(s,q);   
5. Do { u=extract_max(Q); v=extract_max(q[u]); 
6.       delete(Q,v);      w=merge(u,v);   
7.       cur_quality= )(CE′ ; Δ=cur_quality-max_quality;   
8.       If (Δ<0 && |Δ|>(max_quality/4)) {  //If the 
merging makes )(CE′  drop drastically 
9.           unmerge(u,v); break; } 
10.       If (Δ>0) { 
11.           update(m_clusters);   
12.           max_quality=cur_quality; } 
13.       For each x∈(q[u]∪q[v]) Do { 
14.           Mc[x,w]=Mc[x,u]+Mc[x,v]; 
15.           delete(q[x],u); delete(q[x],v); 
16.           insert(q[x],w,g(x,w)); 
17.           insert(q[w],x,g(x,w)); 
18.           update(Q,x,q[x]); } 
19.       insert(Q,w,q[w]);  
20.       deallocate(q[u]); deallocate(q[v]); 
21. }While(∃i, q[i]≠∅) 

4   Experimental Results 

In this section, we compare the performance of QNNS with ROCK and VBACC.  
Table 1 describes the results of running on the standard VOTE and ZOO datasets. 

Table 1. Experimental results on the VOTE and ZOO datasets 

VOTE ZOO Algorithm Pre-specified 
Parameter clusters# f0.5 clusters# f0.5 

ROCK θ , k 63 0.85925 9 0.93000 

VBACC k 6 0.87297 8 0.87437 
QNNS null 7 0.90762 9 0.93000 

Here we use f0.5 [6], which is a useful evaluation metrics to measure the clustering 
quality. In general, the bigger the value of f0.5, the better is the clustering quality. In 
some papers, f0.5 is also delineated as f1. We can draw the following conclusions: (1) On 
the ZOO dataset, the values of f0.5 are the same for QNNS and ROCK. They are much 
better than those of VBACC. (2) On the VOTE dataset, the decreasing order of f0.5 is 
QNNS, VBACC and ROCK. Therefore the quality of the clustering results obtained by 
QNNS is the best and ROCK is the poorest.  
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Because the main difference among ROCK, VBACC and QNNS lies in the selection 
of nearest neighbors, we hereby give the uniform representation of the time and space 
complexity. The worst-case time complexity is O(n2+nmmma+n2log n) and the space 
complexity is O(min{n2,nmmma}), where mm is the maximum number of neighbors, ma 

is the average number of neighbors. We conclude that in general, VBACC is the 
slowest one for it takes almost all neighbors into consideration. If θ and k can be 
pre-specified properly, ROCK would be the fastest one. However, it is difficult to 
accomplish this without sufficient prior-knowledge. 

5   Conclusion 

In this paper we conduct a thorough study of the ROCK algorithm and point out its 
shortcomings. Accordingly, we propose a new clustering algorithm QNNS using 
Qualified Nearest Neighbors model, which improves the quality of neighbors and 
incorporate similarity as weight into the iterative clustering process. We also introduce 
a cohesion measure to guide the clustering process and make QNNS able to find the 
optimal clustering results automatically without pre-specifying parameter k.  

Our future work is to apply QNNS to the clustering tasks for high dimensional 
datasets such as web documents with proper dimension-reducing methods.  
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Abstract. A system applicable in electronic commerce environments that 
combines the strengths of both collaborative filtering and data mining for 
providing better recommendations is presented. It captures the item-to-item 
relationship through association rule mining and then uses purchase behaviour 
of collaborative users for generating the recommendations. It was implemented 
and evaluated on a set of real datasets. Our methodology results in improved 
quality of recommendations measured in terms of recall and coverage metrics. 

1   Introduction 

Several recommendation systems for electronic commerce have been deployed for 
overcoming the information overload problem to identify and recommend products in 
order to assist the customer in making the selection [1]. Various techniques such as 
Collaborative Filtering, Data Mining and Information Retrieval for processing the 
input information are used. Pure CF approach suffers from the two major problems; 
sparse availability of customers’ rating information for products compared to the total 
number of items and scalability as the similarity of target user has to be computed 
with all other users [1]. Data mining techniques include association rule mining and 
web usage mining [2]. The methods based on data mining produce a small number of 
poor quality rules, especially for sparse datasets and it suffers from performance 
bottlenecks when there are a large number of products.  

In order to overcome some of the limitations, combining methods of Collaborative 
Filtering and Data Mining approaches are proposed [4-5]. A faster association rule 
mining algorithm was used and reducing the size of database transactions to be mined 
by generating the rules using the transactions done by the collaborative users only. 
The approach suffers from a lower coverage as it loses the item-to-item relationships 
present in the large pool of transactions. The problem is more to be pronounced in the 
basket-to-purchase phase [3] where purchase transaction data rather than the click 
history are used. 

In this paper, we suggest a methodology that offers better quality recommendations 
in the online retailing environment. The primary contributions of this paper include i) 
a methodology that combine the strengths of both data mining and collaborative 
                                                           
* Corresponding author. 
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filtering, ii) Better-personalized recommendations using buying behaviour of 
collaborative consumers for product rankings, and iii) evaluation of the proposed 
recommender system on three real-life datasets to show that the proposed system 
offers better quality of recommendation.  

2   Cross-Sell Recommendation Methodology 

In the final checkout phase, the recommendations should be strongly associated with 
the content of the shopping cart and it can be achieved by capturing the Item-to-Item 
association in the purchase history database. The entire purchase history provides us 
the rich data for mining the associations amongst items. The mining is likely to result 
in a large number of rules based on the consumer preferences of a large pool of users. 
Thus, it becomes important to rank the rules, as we would like to limit the number of 
recommendations to the top N items. Ranking the recommendations based solely on 
the support and confidence, as done quite often in association rule mining may not 
serve the purpose as it does not yield personalized product rankings. 

In the proposed methodology, we handle the issue of top-N recommendation by 
identifying the set of users that have preferences similar to the target user and then 
using their purchase history for evaluating the interestingness. In order to present the 
recommendation procedure the following notation is used. 

Let C={C1,C2…Cm}, P={P1,P2…Pn} be the sets of customers and products offered 
respectively and TgtC, TgtP denote the customers for whom recommendations are to 
be generated and the products that have been placed in the shopping cart respectively. 
Customer Database, denoted as CustomerDB, consists of the details of customer 
purchase for all the products in P. More specifically, the database has data of the form 
<Ck, P> for each customer Ck in C.  

The recommendation strategy adopted by the proposed system is outlined as 
follows. First, Check to see if the shopping cart is not empty and is submitted for 
checkout, then we determine that the customer is in Basket-to-purchase phase of 
shopping cycle. Let TgtPc = (pc1, pc2, .. pck) be the items that are in shopping cart 
submitted by the target customer (TgtC). Then mine association rules from 
CustomerDB with following constraints. i) Items in the rules antecedent are subset of 
TgtPc. ii) Rule consequent has single item. iii) The minimum support, DynSup, used 
for the association rule mining is determined dynamically. Count the support for 
1-itemsets in TgtPc. The DynSup is taken as x% of the lowest frequent 1-item support 
in TgtP. This approach of dynamic determination of support ensures that  customer’s 
implicit interest is captured effectively and the need for ad hoc support specification is 
avoided. The value of x chosen in this paper is 50%, although the choice can be made 
flexibly, iv) To avoid performance bottlenecks limit the maximum number of rules to 
be mined to a predefined number MaxRules. v) Then select the rules with minimum 
confidence of 50% by default. 

Next, examine all the consequents and make a list of potential recommendations. 
Identify collaborative users based on target customer’s history, i.e.; use purchases stored 
in CustomerDB, to identify users with the similar buying preferences using Cosine/ 
Pearson similarity measure. Then extract purchase transactions of collaborative users. 
These transactions are used for calculating the interestingness of a rule.  
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For each rule, Ri (A B), Compute the interest, often referred to as the lift (IRi), 
using the extracted purchase transaction history where, IRi=(P(A,B)/P(A)P(B)),  Then, 
remove the rule from the set if the value of IRi < 1, as it implies negative correlation 
between the antecedent and consequent items. The candidates for recommendations 
are consequents of the discovered association rules. Some candidates may be 
consequent of several association rules. The recommendation score (rank) of the all 
such candidates is computed by combining the interestingness of all the rules. 
Remove all those products that have a negative feedback given by the target customer 
and Recommend top-N products to the target customer. 

Table 1. The Purchase Transactions Dataset 

tid cid Items tid cid Items tid cid Items 
t1 c1 i1,i3,i5,i7,i9 t11 c4 i1,i3,i6,i8,i10 t21 c2 i9,i8 
t2 c2 i1,i2,i3,i5,i7,i9 t12 c6 i1,i3,i5,i7,i9 t22 c3 i1,i3,i5 
t3 c3 i1,i3,i4.i6,i7,i9 t13 c2 i2,i5,i7,i9 t23 c4 i1,i4,i6 
t4 c4 i1,i2,i4,i5,i6,i7,i10 t14 c3 i1,i3,i5,i7,i10 t24 c5 i9,i10 
t5 c5 i1,i2,i4,i5,i6,i8 t15 c4 i4,i5,i8,i10 t25 c5 i1,i2,i5,i7 
t6 c6 i1,i3,i4,i5,i7,i10 t16 c5 i2,i5,i8 t26 c2 i4,i5,i6,i7 
t7 c7 i1,i2,i4,i6 t17 c6 i1,i4,i7,i9 t27 c6 i2,i3,i5,i6 
t8 c1 i2,i4,i5,i7,i10 t18 c3 i2,i5 t28 c4 i1,i3,i5,i7 
t9 c4 i4,i6,i7,i9 t19 c4 i1,i3,i5,i8 t29 c2 i1,i3,i7 
t10 c3 i1,i5,i8,i10 t20 c1 i1,i4 t30 c7 i1,i3,i4,i6 

In order to illustrate the procedure, the customer purchase database shown in  
Table 1 is used. Let us assume the customer C3 with items i1, i3 in shopping cart is 
ready to checkout. The algorithm in that case will mine the association rules having 
combination of i1 and i3 as the antecedents. We assume the minimum support of 8 for 
illustration.  

Using the Maximum Frequent Set Mining algorithm (MFS) [5], the algorithm 
mines (i1,i3,i5): 8, (i1,i3,i7):9, (i1,i5,i7):8, (i1,i4): 9, (i2,i5): 9, and (i4,i6): 8 as MFS. 
Consequently, the following association rules based on the components of the 
shopping cart are generated. i1, i3 i5, i1, i3 i7, i1 i4, i1 i5, i1 i7, i3 i5, 
i3 i7 We identify the collaborative users of C3. Using 0.49 as cut-off for similarity 
value shown in Table 2, C1, C4 and C6 are the collaborative users for C3.   

Table 2. Similarity with C3 (Pearson’s correlation coefficient) 

Customer Similarity  Customer Similarity  Customer Similarity  
c1 0.6681 c2 0.3368 c5 0.0909 
c3 1 c4 0.4975 c6 0.7662 

We extract the purchase history for C3 and all the collaborative users of C3 and 
determine the interestingness as per the procedure a sample computation is as, I(i1, i3 

i5)=P(i1,i3,i5)/P(i1,i3).P(i5)=(6/19)/(8/19).(12/19)=1.18. Similarly, the interestingness 



 Product Recommendations for Cross-Selling in Electronic Business 1045 

of all other rules is computed and is as, I(i1 i5)=.974, I((i3 i5)=1.23,  I(i1,i3 i7) = 
1.425,  I(i1 i7) = 1.169, I(i3 i7)=1.266, I(i1 i4) = .974. 

As per our recommendation strategy, all the rules whose interestingness value is 1 
or lower are removed. In the final set of rules, the item i5 is recommended by rules 
with interestingness of I(i1,i3 i5)=1.18, I((i3 i5)=1.23 and item i7 is 
recommended by rules with interestingness of I(i1,i3 i7)=1.425, I(i1 i7)=1.169, 
I(i3  i7) = 1.266. The score for items i5 and i7 are computed as summation of the 
interestingness and are 2.41 and 3.86 respectively. The recommendation procedure 
here will recommend the items i7 followed by i5. 

Table 3. Purchase Transactions of Collaborative Users of C3 

Tid cid Items tid cid Items tid cid items 
t1 C1 i1,i3,i5,i7,i9 t10 c3 i1,i5,i8,i10 t18 c3 i2,i5 
t3 C3 i1,i3,i4.i6,i7,i9 t11 c4 i1,i3,i6,i8,i10 t20 c1 i1,i4 
t4 C4 i1,i2,i4,i5,i6,i7,i10 t12 c6 i1,i3,i5,i7,i9 t22 c3 i1,i3,i5 
t6 C6 i1,i3,i4,i5,i7,i10 t14 c3 i1,i3,i5,i7,i10 t23 c4 i1,i4,i6 
t8 C1 i2,i4,i5,i7,i10 t15 c4 i4,i5,i8,i10 t27 c6 i2,i3,i5,i6 
t9 C4 i4,i6,i7,i9 t17 c6 i1,i4,i7,i9 t28 c4 i1,i3,i5,i7 

As seen from the presentation and illustration of the algorithm, our approach 
combines Association Rule Mining and collaborative filtering for personalizing the 
product rankings. Thus, our approach is quite distinct compared to existing methods 
on the following aspects: i) We offer recommendation for the final, i.e., Checkout 
phase and use complete purchase history for preserving the Item-to-Item relationship 
for better coverage. ii) In order to speed-up the process, this MFS are computed in 
advance. At the time of recommendations, the computed list of MFS is filtered to find 
the ones with minimum support and contain the products in the shopping cart. For 
association rule mining, we use MFS-Miner. iii) Recommendations generated from 
the entire purchase history are then ranked using the purchase transactions of 
collaborative users in our methodology.  

3   Performance Results 

For evaluation of the quality of recommendations, Recall and Coverage are used  and 
three different real-life datasets and the characteristics of the datasets are used (Table 4). 
Two of the datasets (DS-1 and DS-2) are customer purchase data gathered from two 
major online retailers in India. The Msweb dataset corresponds to click-stream data of 
Microsoft’s web site. 

The dataset is divided into training (80%) and test sets (20%) through a random 
selection process. The test data is vertically partitioned in two parts in such a way that 
the first part as items in shopping cart/input and second part contains the one item 
called hidden item for checking the recommendation. The training data is used for 
computing association rules and similarity computations in our experiments. Using 
the test data portion of the data set, we obtain the target user information and input 
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items and compute the recommendations using the training data. The system 
generates a set of products for recommendation, the Top-10 recommendations are 
used for evaluation.  

Table 4. Dataset Characteristics 

Dataset Num. of 
Customers 

Num. of 
Products 

Density (%) (Non-zero 
entries/Total entries) 

Avg. 
Basket 

DS-1 8054 96 1.31 1.26 
DS-2 359 105 7.13 7.51 

Msweb 32711 294 1.02 3.02 

We evaluated the metrics using proposed methodology (CF), a pure collaborative 
filtering approach (I) and the procedure described in [5] (II) for comparison purposes. 
The quality comparisons are shown using two similarity measures, the Pearson’s 
correlation and the cosine. The results reveal that quality of recommendation is better 
for cosine similarity measure. The comparison of the results shown in Tables 5 
reveals that our recommendation procedure yields better quality results. 

Table 5. Quality of Recommendations on Real-life Datasets: Exp I,II and CF 

Correlation Cosine 
Recall Coverage Recall Coverage 

Data 
set 

I II CF I II CF I II CF I II CF 
DS-1 .329 .233 .085 .625 .567 1.00 .456 .433 .095 .714 .677 1.00 
DS-2 .276 .200 .127 .872 .800 1.00 .357 .250 .085 .980 .925 1.00 

MSWeb .412 .348 .010 .643 .473 1.00 429 .388 .010 .618 .535 1.00 

4   Summary 

In this paper, we proposed a technique that was designed with the above objectives. 
The methodology was implemented and evaluated using the simulated datasets as 
well as the real-world datasets collected from e-commerce sites.  

References 

1. Deshpande, M., and Karypis, G. (2004) ‘Item-Based Top-N Recommendation Algorithms’, 
ACM Transaction on Information Systems, Vol. 22, No. 1, pp. 143-177. 

2. Mobasher, B., Dai, H., Luo, T. and Nakagawa, M. (2001) ‘Effective personalization based 
on association rule discovery from web usage data’, In Proc. of the third ACM Workshop 
on Web Information and Data Management, Georgia, USA. 

3. Lee, J., Podlaseck, M., Schonberg, E., and Hoch, R. (2001) ‘Visualization and analysis of 
clickstream data of online stores for understanding of web merchandising’, Data mining and 
knowledge discovery, Vol. 5, No. 1-2, pp. 59-84. 



 Product Recommendations for Cross-Selling in Electronic Business 1047 

4. Prassas, G., Pramataris, K. and Papaemmanouil, O. (2001) ‘Dynamic Recommendations in 
Internet Retailing’, In Proc. of European Conf. on IS, Bled, Slovenia. 

5. Srikumar, K. and Bhasker, B. (2005) ‘Personalized Recommendations in E-Commerce’, 
International Journal of Electronic Business, Vol 3, No. 1, pp. 4-27. 



Enhancing DWT for Recent-Biased Dimension

Reduction of Time Series Data

Yanchang Zhao, Chengqi Zhang, and Shichao Zhang

Faculty of Information Technology, University of Technology, Sydney, Australia
{yczhao, chengqi, zhangsc}@it.uts.edu.au

Abstract. In many applications, old data in time series become less
important as time elapses, which is a big challenge to traditional tech-
niques for dimension reduction. To improve Discrete Wavelet Transform
(DWT) for effective dimension reduction in this kind of applications, a
new method, largest-latest-DWT, is designed by keeping the largest k
coefficients out of the latest w coefficients at each level of DWT trans-
form. Its efficiency and effectiveness is demonstrated by our experiments.

Keywords: Time series, dimension reduction.

1 Introduction

The “curse of dimensionality” is a notorious problem in the field of data mining,
because it not only causes the explosion of search space, but also questions the
meaningfulness of looking for the nearest neighbor. Since time series data are
usually of very high dimensionality, techniques of dimension reduction are often
applied to time series before storing them. Popular techniques are SVD (Singular
Value Decomposition), DFT (Discrete Fourier Transform) and DWT (Discrete
Wavelet Transform) [5], and some methods proposed recently are landmarks [7],
major minima and maxima [3], PIP [2], PAA [4], SWAT [1] and online amnesic
approximation [6]. DWT is widely used for compression and dimension reduction,
and some researchers proposed to use the largest coefficients to preserve the
optimal amount of energy, or to choose the same subset of the coefficients for all
time series [5]. Bulut and Singh designed SWAT algorithm to process queries over
data streams that are biased towards the more recent values [1]. Their method
uses Haar wavelets and maintains a single coefficient at each level.

In many applications, such as stock market and weather forecast, old data
become less important as time elapses. Recent data are more important to judge
the similarity between time series and predict the future trend than the details
of old data. In such applications, a mechanism which favors the recent is called
for. Nevertheless, most of the techniques for time series, except SWAT [1] and
online amnesic approximation [6], treats every part equally.

In this paper, we will present a technique named largest-latest-DWT to tackle
the above problem. By decomposing time series with DWT, the latest w coef-
ficients at each level are put together to build a candidate set, which keeps the
latest details. Then the largest k coefficients out of the candidates are used to
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represent the original time series, which captures the largest fluctuations. Our
experiments show that the proposed method is more accurate than both tradi-
tional DWT and SWAT [1]. This work is different from our previous paper [9]
in that the paper [9] focuses on preserving recent-biased energy and the same
subset of coefficients are kept for all time series, because the set of coefficients
to keep are computed from a given recent-biased function only . However, this
paper will present a method designed for recent-biased dimension reduction for
specific time series, which is more effective than using the same subset of coef-
ficients for all time series. What makes it different from our another paper [8]
in that this paper achieves recent-biased dimension reduction by keeping the
largest ones out of the latest coefficients, while the paper [8] tackles the problem
with segmentation. Moreover, this work focused on improving DWT for recent-
biased representation with various decay functions, while the paper [8] focuses
on a generalized framework which can make most existing dimension-reduction
methods ready for online recent-biased dimension reduction.

2 Enhancing DWT for Recent-Biased Dimension
Reduction

Our idea comes from the observation that recent data are usually more important
than old data in many applications. For example, there are three time series as
follows: A: 7 -1 8 10 12 2 -5 -1; B: 4 2 5 13 12 2 -5 -1; C: 7 -1 8 10 11 3 -2 -4
(Figure 1). For time series A and B, the second halves of them are the same,
while the first halves different. On the contrary, the first halves of A and C are
the same, while the second halves different. Out of B and C, which one is more
similar to A? If we care more about recent data than old data, then B is more
similar to A than C to A. However, the Euclidean distance between A and B
is 6 , while that between A and C is 4.5, which indicates that C is more similar
to A than B to A! For the above problem, bias should be given to recent data,
so a technique of largest-latest-DWT will be designed in the following.

There are two traditional DWTs: one is DWT with the first k coefficients and
the other is DWT with the largest k coefficients. The latter is more effective for
preserving the energy of time series. To apply DWT to those scenarios where
old data become less important as time goes by, a new method of selecting
coefficients is designed as follows. The latest w coefficients at each level of DWT
transform are selected and put together to build a candidate set. All coefficients
are selected if there are less than w coefficients at a certain level. Then the largest
k coefficients from the candidate set are used to represent the whole time series.
The first selection of the latest w coefficients at each level helps to preserve
more details of recent data and less details of old data, which reduces dimension
in a recent-biased way. Then the second selection of the largest k coefficients
out of the candidate set keeps the optimal energy of the time series. The DWT
coefficients is organized in a hierarchy and the coefficients at level l are labeled
as Cl1, Cl2, Cl3, ... from present to past. Then, the largest k coefficients will be
selected from the candidate set

⋃
l=1..L{Cl1, Cl2, ..., Clm}, where m = min{w, 2l}
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Fig. 2. The candidate set
of coefficients when the lat-
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Fig. 3. A time series and the
reconstructed ones with tradi-
tional DWT and our method
(from top to bottom)

and L is the number of levels. Figure 2 shows an example of a 4-level hierarchy of
coefficients where w is set to two. The coefficients circumscribed by the dotted
line are candidates from which the largest k coefficients will be selected. For
DWT transformation, Haar wavelet transform is used in this paper because it is
very simple, widely used and of linear time complexity.

An example is shown in Figure 3. The curves from top to bottom shows respec-
tively the original time series, the reconstructed ones with traditional DWT and
the proposed method. The largest 10 coefficients are kept for both transforms.
For our method, the candidate set is composed of at most 6 coefficients from
each level, and then the largest 10 coefficients are selected from those candidates.
The figure clearly shows that our method captures more recent details.

3 Experimental Results

The proposed method is implemented with Matlab 7 and compared with DWT
and SWAT [1]. The accuracy is computed as 1− ‖(S′−S)•E‖

‖S•E‖ , where S and S′ are
respectively the original/reconstructed time series and E is a decay function [8].

The first dataset used is the control chart time series from UCI KDD Archive
(http://kdd.ics.uci.edu/). It contains 600 examples of control charts and each
example is composed of 60 values. We run the proposed method and traditional
DWT on the dataset and the average accuracy is shown in Figure 4. The hori-
zontal axis stands for w, the number of candidate coefficients at each level, while
the vertical axis denotes accuracy. The horizontal dotted line shows the accuracy
of traditional DWT by keeping the largest k coefficients. Because the accuracies
of traditional DWT with different decay functions are nearly the same on this
dataset, only one line in each subfigure is used to show its accuracy. The other
lines show the accuracy of our method with linear (dash-dot line), exponential
(solid line) and window (dash line) decay functions. Since SWAT uses only one
coefficient (the latest one) at each level [1], it is the same as our method with
w=1. As we can see from the figure, SWAT (w=1) is always of the lowest accu-
racy and the accuracy is much improved with our method. However, the accuracy



Enhancing DWT for Recent-Biased Dimension Reduction 1051

0 5 10 15 20 25 30 35
0.5

0.6

0.7

0.8

0.9

1
linear
exp
window

0 5 10 15 20 25 30 35
0.4

0.5

0.6

0.7

0.8

0.9

1
linear
exp
window

0 5 10 15 20 25 30 35

0.4

0.5

0.6

0.7

0.8
linear
exp
window

0 5 10 15 20 25 30 35
0.2

0.3

0.4

0.5

0.6

linear
exp
window

Fig. 4. Experimental results on control chart time series. The figures from left to right
are the results with the largest (a) 40, (b) 30, (c) 20 and (d) 10 coefficients, respectively.
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Fig. 5. Experimental results on petrol time series. The figures from left to right are
respectively the results with (a) linear, (b) exponential and (c) window decay functions.
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Fig. 6. Experimental results on various exponential decay functions. (a) Exponential
decay functions, (b) Relationship between bias and w.

is lower than that of traditional DWT when w is small. The reason lies in that
the number of candidate coefficients is less than k when w is small. For example,
when w=2, there are only 11 candidate coefficients. Therefore, only 11 coeffi-
cients are used with the proposed method even when k is set to 40, so it is not
surprising that traditional DWT is of higher accuracy than our method when
w=2, as shown in Figure 4a. When the same number of coefficients are used
for both methods, the proposed method is of higher accuracy than traditional
DWT in most cases. When w is too large (e.g., when w > 25 in Figure 4a), the
proposed method degrades to traditional DWT, because almost all coefficients
become candidates.

The other dataset used is US monthly sales of petroleum and related prod-
ucts from Jan 1971 to Dec 1991 (http://www.robhyndman.info/forecasting/goto
data.htm). There are 4 time series in the dataset which show the monthly sales
of chemicals, coal, petrol and vehicles, and each time series is of 252 values. The
largest 10 coefficients are kept for each time series and the average accuracy
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is given in Figure 5. The horizontal axis stands for w, while the vertical axis
denotes accuracy. The dotted line shows the accuracy of traditional DWT, and
the solid lines show the results of our method with (a)linear, (b)exponential and
(c)window decay functions. The result also shows that our method is of higher
accuracy than traditional DWT.

Another experiment is conducted on control chart data to test the relation-
ship between the bias of decay function and w. The decay functions used are
exponential function with bases as 0.99, 0.97, 0.95, 0.9 and 0.8 (Figure 6a). The
smaller is the base, the function is more biased on recent data. The experimental
result is shown in Figure 6b. In most cases, with the increase of w, the accuracy
increases sharply first and then decreases slowly. The larger is the bias on recent
data, the smaller w is enough to get high accuracy, that is, the less coefficients
are needed at each level of DWT transform. However, when the bias is very
little (eg. when the base is 0.99), more coefficients are necessary to achieve high
accuracy. Therefore, the value of w should be chosen according to the required
bias on recent data in specific applications.

4 Conclusions

We have designed a technique for efficiently representing time series data in
applications where old data becomes less important as time goes by. The latest
w coefficients at each level of DWT transformation are put together to build
a candidate set, then the largest k coefficients in the candidate set are used
to represent the whole time series. Our experiment shows that the proposed
technique is more accurate than traditional DWT and SWAT.
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Abstract. In this paper, we propose an unique profit criterion as a new
minimum support threshold for each item and exploit the criterion as
multiple minimum supports in our algorithm. We then apply our profit-
based association rule mining algorithm to generate large itemsets and
show the result of our experiment. Experiment results carried on syn-
thetic data set show that the proposed approach is efficient and effective
in terms of reducing candidate itemsets and generating more profitable
itemsets respectively.

1 Introduction

Traditional association rule algorithms [2,3,5,6] usually are amount-based ap-
proach which is difficult to mine large itemsets with high profit but low frequency.
On the other hand, for users, these algorithms face the tasks of mining candidate
association rules to cover the huge amount of item, and sometimes waste a lot of
time to identify invalid rules. In this regard, invariably the association rules in
themselves do not serve the ultimate purpose of the business people. Ultimately,
most of algorithms for the problem of online shop basket analysis are based on
the occurrence frequency of customer purchase in e-commerce environments [4].

In this paper, we propose a new approach to find efficiently large patterns
incorporating the profit values of items for the subsequent generation of steps
during the association rule mining process. This new model enables us to achieve
our goal of producing useful patterns and rare item patterns without causing
frequent items to generate too many meaningless patterns. We also present the
Profit-based Association Rule mining Algorithm (PARA) that is inspired by
MSapriori [6], which uses profit to decide the minimum support for every item.

The rest of the paper is organized as follows. In section 2, we introduce related
works on mining large patterns. Section 3 describes our model to decide support
and an exploration method with profit-based support. In Section 4, we present
a case study in which we tested our method on synthetic data. Our conclusion
is formulated in the final section.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1054–1058, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Related Works

Since the Apriori algorithm [2] is introduced to mine association rules, much
works recognize items as having equal weights, that is, they consider only the
occurrence frequency of items in transactions when they find large itemsets.
However, some other literatures address the importance of assigning weights to
each item in a particular domain [7]. It just focuses on how weighted association
rules can be generated by examining the weighting factors of the items included
in generated large itemsets.

In [6], minimum item supports (MIS) is the value, used as a support threshold
specified by the user, to reflect different natures and/or frequencies of items and
the key element used to sort items in ascending order to avoid the problem.
Therefore, the MSapriori algorithm can discover rare item rules without causing
frequent items to generate too many unnecessary rules. This algorithm is based
on level-wise search [3] and motivated by the work [5].

3 Profit-Based Association Rule Mining Algorithm
(PARA)

We propose a new support threshold to make its function effective as involving
the another property, profit, of an item. The support of an item is indicated in
terms of profit support (PS ). Let PS(is) denote the PS value of an itemset is.
The PS and profit(is) are calculated by the following with the total number,
n, determined by the subset of the itemset is.

PS(is) =
frequency(is)∑n

k=1 frequency(isk)
+

profit(is)∑n
k=1 profit(isk)

. (1)

profit(is) =
m∑

k=1

profit(ik). (2)

In our model, the minimum support to prune meaningless itemsets is changed.
We call this threshold minimum profit support (MPS ) of items that appear in
the pattern. The initial MPS is specified by the user. However, since the next
iteration, MPS is determined by the following equation 3 where 1-itemset is the
set, I, of items.

MPS(k + 1) = MPS(k) ∗ (1 − |k − itemset|
|(k − 1) − itemset|)(k ≥ 2). (3)

The following pseudocode sketches out PARA and its related procedures. Note
that we only give procedures which are different from the [6]. Step 1 of PARA
decides the PS according to the equation 1. At this time we need to pass over
the data, as we consider not only the profit but also the frequent count whenever
we calculate the PS of each item.
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For each subsequent pass, say iteration k, Lk−1 is used to generate candidates
Ck in order to find Lk. The getnerateCandidate procedure at step 5 generates
the candidates which are all satisfied with the MPS value and then uses the
sorted closure property to remove those having a subset that is not frequent
and profitable from the candidates, Ck. It then scans the database. For each
transaction, the subset function is used to find all subsets of the transaction t
that are candidates and accumulates the count of these candidates in Ck (step
6-10). Then, we have to update the PS of all candidates for the next iteration,
step 12. Finally, all those candidates satisfying the MPS value of the first item
in each candidate form the set of large itemsets (step 12).

Algorithm: PARA
Input: Database, D, of transactions; minimum support threshold, minsup;

profit of each item, P.
Output: L, large itemsets in D.

1: PS = initPass(I, D);
2: MPS = sort(I,PS);
3: L1 = findLargeItemsets(D, MPS);
4: For(k = 2; Lk−1 �= φ; k++){
5: Ck = generateCandidate(Lk−1, MPS);
6: For each transaction t∈D {
7: Ct = subset(Ct, t);
8: For each candidate c ∈ Ck

9: c.count++;
10: }
11: update(Ck, MPS);
12: Lk = {c ∈ Ck|c.ps ≥ MPS(c[1])}
13: }
14: return L = ∪kLk;

generateCandidate procedure: This procedure conducts a similar task as
apriori-gen in Apriori algorithm [2] and candidate-gen in MSapriori, and in turn,
consists of two kinds of actions, namely, join and prune. In the join step, Lk−1
is joined with Lk−1, whose last items only are different, to generate potential
candidates as in the apriori-gen function. After the join step, the prune step
takes the sorted closure property as prior knowledge to remove candidates that
have a subset that is not frequent and profitable.

update procedure: We need to update the PS using the equation 1 and the
MPS using the equation 3. In next step, we must identify whether the PS of
each candidate is greater than or equal to the MPS. As we mentioned above,
our strategy related to the PS and MPS ignores the different scale between two
attributes when we weight each itemset according to profit with the count of the
itemset.
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4 Experimental Results

In this section, we carried out experiments to evaluate the performance and effi-
ciency using our algorithm (PARA) in e-commerce environment. We generated
the synthetic dataset with the profit of each item by using the IBM synthetic
data generator [1] with the following parameters: 1,000 items, 10,000 transac-
tions, 10 items per transaction on average, and 4 items per frequent itemset on
average. We generated the profit of items for a single quantity as follows: 80% of
items have medium profit ranging from $1 to $5, 10% of items have high profit
ranging from $5 to $10, 10% of items have a low profit ranging from $ 0.1 to $1.

In our experiments, we evaluated the algorithm compared with the weighted
association rule mining algorithm which uses the profit in order to calculate the
weight and another amount-based association rules mining algorithm, MSapriori,
with multiple minimum support as benchmark. These three algorithms have mul-
tiple minimum supports. The parameter α that controls MIS values in MSapriori
is set by 4. The weighted algorithm used the weighted multiple minimum sup-
ports that were assigned in the same way as MSapriori. That is, the weight
replaced the parameter β which is calculated as 1/α. We used five low minsup
thresholds, 0.1%, 0.2%, 0.3%, 0.4%, 0.5% respectively.

In the left side of Figure 1, we can see that the number of candidate item-
sets generated by our method is somewhat higher than other methods, because
we need candidate itemsets that have some profitable items, though they have
frequencies less than minsup. The weighted algorithm pruned the most of gener-
ated itemsets. However, regarding performance this is the worst method among
algorithms used in our experiments, because the method could not generate can-
didate itemsets that have more than 5 items. That is why the rate of decreasing
the number of candidate itemsets is steeper than others.

The center of Figure 1 shows the number of large itemsets that are all sat-
isfied with MPS. We can see that the number of large itemsets found by our
method is somewhat less than the MSapriori from 0.2% to 0.5%. While concern-
ing minsup=0.1%, the number of large itemsets is relatively bigger than other
algorithms, because the minimum support of each item puts profit and frequency
together. Therefore, if we see our minsup with the point of view of frequency,
the frequency of the MPS values is less than those of the MIS values or the
minimum support used by traditional algorithms.

Fig. 1. The results of our experiment
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The right side of Figure 1 shows the average profit of large itemsets. The
weighted algorithm has the most profit because the frequency of large itemsets
is relatively high and the number of large itemsets is too small. Therefore, this
result does not give the merit of this algorithm. In contrast to that, our ap-
proach is less profitable than MSapriori before 0.4% of minsup, because large
itemsets discovered by our method have lower frequencies than MSapriori, even
if they have more profitable items. At minsup = 0.5%, our method makes more
profitable itemsets than MSapriori.

5 Conclusion

In this study, we first introduced the unique criterion, which integrated profit
with occurrence frequency, to replace minsup for each item and exploited this cri-
terion as multiple minimum supports. Secondly, we presented PARA which used
the criterion to discover large itemsets. Finally, we evaluated PARA with the
synthetic data. Experiment results carried on synthetic data set show that the
proposed approach is efficient and effective in terms of reducing candidate item-
sets and finding large itemsets respectively. In addition, as from minsup=0.4%
our method makes more profitable itemsets.
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Abstract. Establishing relationships within a dataset is one of the core 
objectives of data mining. In this paper a method of correlating behaviour 
profiles in a continuous dataset is presented. The profiling problem which 
motivated the research is intrusion detection. The profiles are dynamic in 
nature, changing frequently, and are made up of many attributes. The paper 
describes a modified version of the COBWEB hierarchical conceptual 
clustering algorithm called DynamicWEB. DynamicWEB operates at runtime, 
keeping the profiles up to date, and in the correct location within the clustering 
tree. Further, as there are a number of attributes within the domain of interest, 
the tree also extends multi-dimensionally. This allows for multiple correlations 
to occur simultaneously, focusing on different attributes within the one profile. 

Keywords:  Data Mining, Clustering Algorithms, Intrusion Detection. 

1   Introduction 

Fundamentally, data mining is the identification of patterns and relationships within 
large datasets. It has been implemented in a wide variety of domains, including 
biomedical research, economics, and security. The security domain, including systems 
such as those designed for intrusion detection, is the focus of the current research 
discussed in this paper. 

Data mining algorithms and techniques are central to the computational power of 
many security systems. Automated intrusion detection systems have implemented a 
long list of data mining techniques with great success. The vast bulk of these systems 
have focused on the detection of malicious activity through matching a user’s activity 
to a signature, or through detecting a pattern of activity that is inconsistent with a 
normal behaviour profile. Some of the data mining methods include: Instance-Based 
Learning, Neural Networks, Bayesian, Genetic Algorithms and Clustering. 

The work that is outlined in this paper aims to employ clustering to generate 
profiles of malicious activity upon a network. This is not solely for the detection of 
unknown malicious users: it also functions to link existing profiles that may represent 
the same user operating under different IP addresses. This analysis is carried out using 
a substantially modified version of the COBWEB hierarchical incremental clustering 
algorithm [1] named DynamicWEB. The modifications allow for the clustering to 
occur using a dataset that is continuous in nature, with ever changing profiles, 
requiring the hierarchical structure to be dynamic at runtime. 
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The paper will explain the initial target dataset, before describing the Cobweb 
algorithm, and the modification being made to transform the program into 
DynamicWEB, will be examined. 

1.1   The Data 

The system is designed to operate on continuous data, with incoming events being 
used to update developing profiles. Thus, as the attributes that define each profile 
change with each update, there is a high likelihood of profiles being assigned and 
reassigned to different clusters. The mechanism for this updating process will be 
discussed later in the paper; however it is worth noting that the process occurs at the 
time the data is reviewed. 

The most obvious attributes that is examined in the clustering, and one which is 
also the most readily available, is the time at which events occur. Indeed, similarities 
in the timing of network events have acted as a catalyst for this work. There are 
several aspects of time stamps to examine, such as session length, time between 
events or sessions, and time of session. 

Other attributes that contribute to the profile are less variable, and relate to what 
the event recorded was about. These include things such as source and destination 
ports (representing the applications), source and destination IP address, and other alert 
information such as the kind of attack as labelled by the network device (such as an 
intrusion detection system). 

2   Clustering with DynamicWEB 

Clustering algorithms aim to divide data into its natural groups. Often these groups 
are not known beforehand: their discovery is the objective of the algorithm. There are 
several kinds of clustering algorithms. Some kinds allow an instance to be in only a 
single group, while others allow a given instance to be in multiple groups [2]. The 
clustering technique discussed in this paper is known as Incremental Clustering. It 
uses a hierarchical tree to sort the instances in a much easier way to visualise and 
understand. As each instance is added the knowledge of the tree grows which then 
allow information about the data set to be applied. The research being conducted by 
the authors uses a modified version of the COBWEB [1] which is an Incremental 
Clustering algorithm. COBWEB was originally designed to function using nominal 
attributes but was extended to use numerical in CLASSIT [3]. The method in which 
the clustering occurs within the tree itself was not modified. 

2.1   DynamicWEB  

The problem being addressed is one that involves the comparison and possible 
matching of activity profiles. The profiles, however, are not of a static nature as is the 
case, for example, when an instance is added to the COBWEB tree. Instead, they are 
dynamic, and require multiple updates at runtime. COBWEB is not designed to be 
searched efficiently for a previously clustered instance. The COBWEB tree sorts its 
contents based from the category utility. This in turn is calculated from the attribute 
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values within an instance, not from an identifier relating to the instance. Therefore, 
any search of the COBWEB tree would result in a search length of n. 

As the COBWEB tree is not designed to be searched for a particular instance or 
cluster, it also lacks a correct procedure to modify or delete an instance. In the 
original COBWEB, even if one could have searched the tree, the concept of 
modifying an instance in its current location is counter-productive. To modify an 
instance in its current location would in effect change the category utility of the 
cluster it resides in. This, without correction, would reduce the accuracy of any future 
category utility calculations, thus degrading the knowledge stored in the tree. Our 
extensions to COBWEB are designed to overcome these limitations. 

The first extension made to COBWEB in its transformation into DynamicWEB 
was to create an indexing feature to the tree. Several methods were tested with an 
AVL tree was the most efficient and was adopted (with a hash table as second). The 
AVL tree is sorted using an identifier assigned to each profile, with a pointer to its 
location in the COBWEB tree being stored with it; effectively overlaying the 
COBWEB structure with a second data structure acting as an index. 

Now that an instance can be quickly located within the tree, it can then be updated 
with new information. Updating an instance in its current location without checking 
for the resulting change in category utility damages the knowledge currently in the 
tree. While the change may not be dramatic, the variation may be sufficient for the  

 
COBWEB 

 
node 0 [Instances 14] 
|   node 1 
|   |   node 2 
|   |   |   leaf 3          5 
|   |   |   leaf 4         10 
|   |   leaf 5              4 
|   node 6 
|   |   leaf 7              7 
|   |   leaf 8             12 
|   |   node 9 
|   |   |   leaf 10 [1]     3 
|   |   |   leaf 11 [1]    13 
|   |   leaf 12 [1]         9 
|   node 13 
|   |   node 14 
|   |   |   leaf 15         1 
|   |   |   leaf 16         8 
|   |   leaf 17            11 
|   |   node 18 
|   |   |   leaf 19 [1]     6 
|   |   |   leaf 20 [1]     2 
|   |   |   leaf 21 [1]    14 
 
Number of merges: 6 
Number of splits: 5 
 

DynamicWEB 
 
node 0 [Instances 14] 
|   node 1 
|   |   node 2 
|   |   |   leaf 3             1 
|   |   |   leaf 4             8 
|   |   node 5 
|   |   |   node 6 
|   |   |   |   leaf 7        14 
|   |   |   |   leaf 8         4 
|   |   node 10 
|   |   |   leaf 11            2 
|   |   |   leaf 12           11 
|   |   |   leaf 13            7 
|   node 14 
|   |   node 15 
|   |   |   node 16 
|   |   |   |   leaf 17        5 
|   |   |   |   leaf 18       10 
|   |   |   leaf 19            6 
|   |   node 20 
|   |   |   leaf 22           12 
|   |   |   node 23 
|   |   |   |   leaf 24        3 
|   |   |   |   leaf 25       13 
|   |   |   leaf 26            9 
 
Number of merges: 9 
Number of splits: 6 

Fig. 1. The two trees above demonstrate how COBWEB and DynamicWEB have clustered the 
Weather [4] dataset. To illustrate the change 3 items (2, 6, and 7) were updated within the 
DynamicWEB tree. 
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instance to become better suited to another cluster. As such, when an instance is 
updated, it is removed from the tree and then re-added, thus covering the cases where 
an instance will be clustered to a different class. However, as this changes the content 
of the cluster. It has also changed the category utility describing the instances that are 
stored within the cluster. Several options that allow for the preservation of knowledge 
within the tree when this happens are now considered, with the best result being 
adopted. These options include removing the cluster (if it was the only profile in the 
cluster), merging it with a nearby cluster, or splitting the result into multiple clusters. 
Further operations are then carried out to confirm that no clusters were left parentless, 
out of place, or empty. In these cases again merging and splitting is considered, or 
elevating the profiles within the tree to better fitting clusters. The integrity of the tree, 
and the knowledge that it retains through these stages is the highest priority. 

Figure 1 illustrates the change within a tree when 3 items are updated, being 
removed from the tree and re-clustered. The left-hand tree is the normal tree that is 
created using COBWEB. When items 2, 6 and 7 are updated using DynamicWEB the 
right hand tree results. The updating process did not reduce the clustering accuracy, 
improving it slightly by 7%. This is a result of the additional 3 merges and split that 
occurred during the 3 updates that resulted in the slight restructuring of the tree. 

3   Multi-dimensional DynamicWEB 

The profiles to be correlated within this research contain many attributes, some of 
which are in subgroups. These subgroups contain attributes that relate to one another, 
but aren’t dependant on other attributes within a different subgroup. For example the 
various attributes relating to time (time, gap between events, session length) are not 
frequently related to source and destination port or IP address. These differing 
attribute groups will in effect act as artificial noise within the tree, causing 
relationships between profiles not to be recognised.  As such the problem space 
appears to contain several dimensions of attributes which are open to correlation. This 
problem is likely to be present in other knowledge domains. 

The most recent addition to the DynamicWEB is to extend the correlation engine 
to contain multiple trees, each sorted from different attributes of each instance. The 
AVL tree index contains a reference for each identity to its location in each of the 
different trees (Figure 3). This allows for correlation of the different subgroups to 
occur more efficiently, with the least interference from the other attributes. If one tree 
then clusters two profiles as being related, the corresponding information for them 
from the other trees can then be examined. This should highlight further links 
between the two profiles and allow for an accurate classification. 

We envisage that the DynamicWEB approach to profile correlation could well be 
suited to other multiple attribute continuous datasets. The authors intend to trial the 
method in domains beyond that of intrusion detection which motivated the research. 

4   Conclusion 

In this paper a problem space has been outlined containing profiles that change over 
time. The research goal is to correlate these multi-attribute profiles, to the end of 
identifying any relationships present between them. 
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A clustering approach is explored, with the intention of grouping similar profiles 
together. The method described in this paper is called DynamicWEB, and is built 
upon the COBWEB incremental clustering algorithm described by Fisher [1]. 
DynamicWEB allows for instances within the tree to be changed, and re-clustered at 
runtime allowing it work with live data within the context of intrusion detection. 

As the problem space contains a broad range of attributes, DynamicWEB also has 
the facility to allow for multiple clustering trees to function simultaneously upon the 
same profile, each focusing on different attributes within the profile. 

The method described is not context specific and could be used in other domains 
requiring similar correlation to occur. It is this that the authors are currently exploring, 
to enable them to benchmark the system in a comparative qualitative manner. 
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Abstract. Predictive performance in model selection is often estimated using
out-of-sample validation and test datasets. The assumption is that the test and
validation datasets are from the same population as the training dataset. This as-
sumption may not apply in the common application context where the model is
applied to scoring of future data. This paper proposes a sample design which can
lead to better model performance and robust estimates of model generalization
error. The sample design is shown applied to a collection scoring application.

1 Introduction

Out-of-sample validation datasets are used for model selection in data mining applica-
tions. Out-of-sample test datasets are also used for estimating the model generalization
error[1]. The standard required assumption is that the three datasets, training, validation
and test, are independent and identically-distributed (i.i.d.) samples from a population.

In most published data mining work on new modelling methods, this is all that is re-
quired for designing experiments to compare and evaluate the models. However, in data
mining applications a further consideration is required: the purpose of the prediction
model. In many practical scenarios, the modelling purpose is to score new data to make
a prediction of the dependent variable being modelled. In other words, the application
is one of prediction or forecasting. In these applications, we show in this paper that
there can be an advantage to designing the train/validation/test datasets to be stratified
by time. Where there is significant variation across time, one advantage of stratifying by
time is better model performance where the model selection method uses a validation
dataset. For example, a decision tree method can use the validation dataset to determine
optimum tree size.

The second advantage is a more accurate estimate of generalization performance of
the model. In data mining practice, I have observed many case studies where the mod-
ellers involved did not stratify by time, so the models did not account for time variation
and so made over optimisitic predictions of model performance when deployed. The
stratify-by-time sampling design proposal made here is relatively simple and we expect
that some experienced data modellers will consider it obvious. However we have not
found the sampling design proposed here considered in the standard texts [2,3,4] or in
the research literature. This paper’s contribution is therefore to specify the design and
preconditions for its use, and to give an application example.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1064–1068, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Finding Robust Models Using a Stratified Design 1065

2 Stratify-by-Time Sampling Design

We assume that there is sufficient data for using the training/validation/test approach.
For smaller datasets, where cross-validation is used instead, a stratify-by-time design
may still help, but we do not consider it here further.

We assume that the model purpose is to make predictions by being applied to new
data and is being built with past/current data. We consider that the past/current data
can be grouped (or stratified) by time, as well as other possible attributes. Common
stratification attributes include geographical, customer demographic and product type.

There will be sampling variation in the data between the time groups in the avail-
able data. We will have a priori expectations about how the available data will differ
from the new data. Both sampling variation over time and expectations of differences
between the new data and available data determine the optimum sampling design. The
size and nature of the sampling variation across time will determine what benefits, if
any, can arise by use of a stratify-by-time design. The candidate designs are shown in
Figure 1.

Fig. 1. Schematic diagram of candidate sampling designs across time

3 Results

We use an example from a collection scoring application, where a debtors likelihood of
payment in the next 180 days is estimated.

63 variables based on debtors demographics, debt collection actions to date and prior
payment history were obtained for each debt case. 800K debt cases (a subset of total
debt case population) for July 1 2004 to June 30 2005 made up the available modelling
data. Note that for deployment in January 2006, the most recent available labelled test
data was June 2005, because 6 months is needed to obtain the case target outcome of
debt payment within 180 days.
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3.1 Sampling Design

We consider the three designs discussed in Section 2. The first is the default design
scenario which partitions the available data randomly into training, validation and test
datasets in 40%/30%/30% split. Therefore variation across time is ignored. This default
design is commonly used, partly because the modelling tools available default to this
design.

The second design is the benchmark design. We select training and validation cases
from a random sample between July 2004 and December 2004, leaving the Jan 2005-
June 2005 time period for the test sample. The training and validation samples are then
obtained by a random 66% / 33% split.

The third design is our challenger design. It differs from the benchmark design in
that we partition the training and validation datasets using the creation date for the case.
Debt cases created before November 1 2004 are assigned to the training dataset, while
debt cases created after November 1 2004 are assigned to the validation dataset.

3.2 Models

We fitted logistic regression, and decision tree models using the three candidate designs.
The results are shown in Table 1. The Default design has out-of-sample validation

and test datasets but mixes up cases from different time intervals. The predictive ac-
curacy results and Area under the ROC Curve (AUC) are the highest with this design.
However the resulting classifier models do not reflect the variation due to time.

Table 1. Comparing AUC and Predictive Accuracy for three sampling designs and two model
classes

Design Classifier Test dataset % Error Test dataset AUC Uses Validation data?
Default Logistic 20% 0.78 ± 0.002 N

Tree 18% 0.81 ± 0.002 Y
Benchmark Logistic 34% 0.65 ± 0.002 N

Tree 38% 0.77 ± 0.02 Y
Challenger Logistic 34% 0.65 ± 0.002 N

Tree 37% 0.79 ± 0.002 Y

The Benchmark design leads to models with reduced performance on the test dataset
relative to the default design. This is because of the variance across time between train-
ing and test datasets. For a low-bias, high-variance classifier like the decision tree, the
test AUC result has significantly higher variance than than for other designs and models.
This is explained by noting that the size of the tree is sensitive to variation in training
and validation data samples.

The Challenger design leads to more complex results. For the logistic regression
classifier, its performance is similar to the Benchmark, because it doesnt use the vali-
dation dataset. For the tree classifier, the perfomance on the test dataset has improved.
The out-of-time validation dataset has allowed model selection to select the tree size
appropriate to the problem.
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The ROC curves for the test dataset for test data for models using different sample
designs are shown in Figure 2. This figure shows the over-optimism of the models
developed using the default design, while those using the benchmark and challenger
design demonstrate lesser but more realistic performance for new data.

Fig. 2. ROC curves for Test data: Reg and Reg6 (overlaid): Benchmark/Challenger design LR,
Reg2: Default Design, Tree: Challenger design, Tree2: Default design, Tree3: Benchmark Design

The logistic regression model was deployed in February 2006 and actual model per-
formance has found to meet estimated model performance very well during first half
of 2006. The concordance of expected performance with actual performance has been
as important in establishing model credibility as its predictive accuracy. The empirical
evidence in favour of the Challenger design here is suggestive rather than conclusive,
since it is based on a single application. The observed improvement is minor here. We
trust this is due to the nature of the application rather than the utility of stratified designs
more generally.

4 Related Work

There are a number of examples where sample designs along the lines of those proposed
here have been mentioned in the literature. Witten and Frank[4](p.145) give a credit risk
example where data is available from New York and Florida and the purpose is to predict
credit for customers in Nebraska. They recommend stratifying by state, with training
dataset using New York and test dataset using Florida. Our sampling design provides the
framework for this example and our empirical results support the example’s intuition.
Maindonald[5] gives a housing price prediction example, where purpose is to predict
house prices for new suburbs.

Dhar and Stein[6] have proposed a Test Strategy Matrix, similar to the stratify-by-
time design, proposed in this paper. Their focus was financial applications in credit
risk and marketing. Their motivation is similar but with a focus on robust performance
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estimates. They discuss the issues but do not report on results in an actual deployment
as we do here. We add to their approach by also recommending the use of an across-
time validation dataset to improve model selection as well. Zadrozny and Elkan[7,8]
have described a taxonomy of categories where distributions change between training
and test datasets.

5 Conclusion

We note that the standard UCI[9] datasets don’t have time variables in the available
clean-up datasets, although the original datasets would have had time variables. The
credit application datasets and the web visit datasets are examples where this is the
case. With variation-across-time and new data with known expected differences from
available data being near ubiquitous in financial data mining applications, this suggests
a need to augment the benchmark datasets with examples with these characteristics.
Hand has made a similar comment in the context of noting that simple classifiers are
often good enough due to data distribution changes across time[10].

In order to avoid being over optimistic in predicting deployment results, the design
should be chosen to closely mimic the deployment scenario. When this is done, using
training/validation/test dataset stratify-by-time design can give better models (by using
time-stratified validation dataset) and better generalization performance estimates (by
using time-stratified test datasets).
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Abstract. The challenge of mining data streams is three fold. Firstly, an algo-
rithm for a particular data mining task is subject to the sequential one-pass con-
straint; secondly, it must work under bounded resources such as memory and 
disk space; thirdly, it should have capabilities to answer time-sensitive queries. 
Dealing with transactional data streams is even more challenging due to their 
high dimensionality and sparseness. In this paper, algorithms for clustering 
transactional data streams are proposed by incorporating the incremental clus-
tering algorithm INCLUS into the equal-width time window model and the elas-
tic time window model. These algorithms can efficiently cluster a transactional 
data stream in one pass and answer time sensitive queries at different 
granularities with limited resources. 

1   Introduction 

The challenge of designing algorithms for data stream mining is three fold: (1) The 
algorithm is subject to the sequential one-pass constraint over the data; (2) It must 
work under limited resources with respect to the unlimited data stream; (3) It should 
be able to reveal changes in the data stream over time. In the last few years, there has 
been active research into mining data streams for clustering, classification and fre-
quent pattern discovery.  

In data stream settings, the set of data points to be studied can be the whole data 
stream or a part of it depending on the purpose of mining. There exist four prominent 
models for filtering data points to be studied in data stream environments. The land-
mark model [1] assumes that data points to be computed are the entire data stream 
while the sliding window model [2, 3] assumes that only the most recent data in a data 
stream are of interest. In the tilted time window model [4], at any moment, a data 
stream is partitioned into windows of different granularities with respect to the time of 
their arrival. The most recent data has the finest granularity while the most remote has 
the coarsest. In the pyramidal time window model [5], a data stream is partitioned into 
windows based on various granularities, but only a certain number of windows is kept 
at any given time for each granularity. For approximation of changes in the data 
stream, both the tilted time window model and the pyramidal time window model can 
be employed but not the others.  

Guha et al [1, 6] analytically studied the clustering problem for numeric data 
streams. They proposed a constant-factor approximation algorithm for the k-median 
problem in the landmark model. Babcock et al [3] presented a novel technique for 
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maintaining variance and k-medians in the sliding window model. Aggarwal et al [5] 
proposed the CluStream framework for clustering numeric data streams in the pyra-
mid time window model. Based on the CluStream framework, SCLOPE [7] extended 
the CLOPE algorithm for clustering categorical data streams. 

In this paper, we propose an equal-width time window model where the width of 
the window is the minimum granularity of interest for a particular application and an 
elastic window model where the size of windows is adaptively resized based on the 
changes in clustering. We have designed algorithms specific to transactional data 
stream clustering which incorporate INCLUS [8] into these models so that changes 
over the data stream can be estimated.  

The rest of the paper is organized as follows. The proposed models and corre-
sponding algorithms are described in Section 2 and the experimental results are given 
in Section 3. Section 4 concludes the paper. 

2   Algorithm for Clustering Transactional Data Streams 

A transactional data stream D consists of transactions T1, T2, … over a set I of d 
distinct items (attributes) arriving at times t1, t2, ….  

Definition 1 (Cluster snapshot). A cluster snapshot for a set of transactional data 
points in a time window is C(H, ts, tf, N) , where H is the histogram of the cluster C, ts 
and tf are the start and finish times of the window, and N is the total number of trans-
actions in the cluster. 

Definition 2 (Clustering snapshot). The clustering snapshot is the set of cluster 
snapshots for a time window.  

Based on these definitions, the following properties can be obtained immediately. 

Additive Property 1. If C1 (H1, ts1, tf1, N1) and C2(H2, ts2, tf2, N2) are two cluster snap-
shots in different clustering snapshots where tf1 = ts2 , then the cluster snapshot for  
C=C1∪C2, is C(H1+H2, ts1, tf2 , N1+N2). 

Additive Property 2. If C1 (H1, ts, tf, N1) and C2(H2, ts, tf, N2) are two cluster snap-
shots in the same clustering snapshot, then the cluster snapshot for  C=C1∪C2 is 
C(H1+H2, ts,  tf, N1+N2). 

Subtractive Property.  If C1 (H1, ts, tf1, N1) and C2(H2, ts, tf2, N2)  are two cluster 
snapshots in different clustering snapshots where tf2 > tf1 , then the cluster snapshot for  
C=C2-C1, is C(H2-H1, tf1, tf2 , N2-N1). 

Additive Property 1 can be used to merge cluster snapshots in consecutive windows 
while Additive Property 2 can be used to merge cluster snapshots in the same window.  

Definition 3 (Clustering granularity). Clustering granularity is the time period upon 
which clustering is performed. 

Definition 4 (Minimum clustering granularity). For a given application, the mini-
mum granularity is the time period upon which the clustering information is to be 
maintained to enable the time sensitive queries at the same or coarser granularities.  
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We propose an equal-width time window model where the width of each window is 
equal to the minimum clustering granularity. The additive properties of cluster snap-
shots ensure that clustering for coarser time granularity can be obtained from the 
results of the minimum granularity. These properties also indicate that it is not neces-
sary to store snapshots for every window of the finest granularity; consecutive win-
dows with same clustering features can be merged to save disk space, thus making the 
window size stretchable, and so we call it the elastic window model. In the best case, 
only two clustering snapshots (including the snapshot for the first window) are stored 
when clustering features do not change over time. 

We propose clustering algorithms by incorporating the INCLUS algorithm [8] into 
the  elastic window model and the equal-width time window model, respectively. Due 
to space limitations, we refer readers to [8] for INCLUS and also describe only the 
algorithm for the elastic window model here. The algorithm is called CluTrans and has 
an online component (see Algorithm 1) and an offline component( see Algorithm 2).  

_____________________________________________________________________ 
Algorithm 1: Online component of CluTrans  
Input: data stream D, minimum clustering granularity, minimum support, minimum similarity 
Ouput: clustering snapshots  

1. create a cluster with the first transaction; 
2. while not end of the first widow 
3. read the next transaction T; 
4. allocate T to an existing cluster or a new cluster to maximize total similarity Sim(P)[8]; 
5. update the cluster representative of the modified cluster; 
6. merge clusters according to the available memory if necessary;  
7: write clustering snapshots to disk; 
8. repeat for the rest of the data stream  
9. read next transaction T; 
10. if T cannot be assigned to an existing cluster 
11.  write clustering snapshots to disk; 
12.  create a new cluster for T; 
13.   merge clusters according to the available memory if needed;  
14.  else 
15.  allocate T to an existing cluster; 

_____________________________________________________________________ 

_____________________________________________________________________ 
Algorithm 2: Offline component of CluTrans  
Input: cluster snapshots, period1, period2.  
Ouput: clusterings for period1 and period2.  

1. for each query period i 
2. get all the clustering snapshots for the period; 
3. compute clustering for the period using properties in Section 3; 
4. end for 
5. output clustering results; 

_____________________________________________________________________ 

Line 1-5 of Algorithm 1 are the main part of INCLUS. Except for the first window, 
clustering snapshots will be stored to disk when changes occur in the data stream. 
When the number of clusters exceeds the available memory, some clusters will be 
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merged and the cluster snapshots for the newly derived clusters can be obtained using 
Additive Property 2. When a user wants to compare clusterings at any two different 
time periods for a given granularity, Algorithm 2 will retrieve all the cluster snapshots 
within the query period, merge clusters if necessary within the same clustering snap-
shots and/or different clustering snapshots by applying the additive and/or subtractive 
properties listed in Section 3, and then present the results to the user.   

The offline component of the algorithm for the equal width window model consists 
of repeating lines 1-7 in Algorithm 1 for each window while the offline component is 
the same as that for the elastic window model.  

3   Evaluation of CluTrans Algorithm  

First, we test the accuracy and performance of the algorithms using the Mushroom 
data set downloaded from UCI machine learning repository. It has 8124 records. We 
assume that the minimum clustering granularity is 812 transactions and test the algo-
rithm under the equal-width window model. The other input parameters are minsup = 
100% and minsim=60%. We use purity, the percentage of correctly clustered records, 
as the measure of accuracy. The result is shown in Table 1. 

Table 1. Testing result for the Mushroom data set 

 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 
k 22 20 16 6 7 14 15 19 11 15 
p(%) 92.1 99.3 99.3 100 99.9 99.1 97.4 99.3 100 100 
t(s) 0.58 0.59 0.44 0 0.13 0.41 0.41 0.48 0.29 0.6 

   Note: Wi-ith window , k-number of clusters, p-purity, t-runtime in seconds 

If we treat the Mushroom data set as streaming data, then we can see that the clus-
tering is changing over time. In the first window, there are 22 clusters while in the 
fourth window there are only 6 clusters. The processing time for each window varies 
with an average of 2000 transactions per second. The average purity we obtained is 
98.6% which is higher than that for any combination of micro-clusters and window 
sizes reported in SCLOPE [7]. 

Second, we perform scalability tests. Fig. 1(a) shows the results for the data set 
with 1000 attributes but varying number of transactions from 100K to 500K. Fig. 1(b) 
shows the results for data sets with 10K transactions but varying number of attributes 
from 500 to 4000. It can be seen that CluTrans is scalable as the number of transac-
tions and the number of attributes increase.  

Third, we compare the disk space usage by equal width window model and elastic 
window model. We obtain a new database by appending mushroom to itself 7 times to 
model a data stream where underlying data generation mechanism does not change. 
We run the algorithm for the elastic window model and equal-width model, respec-
tively. The input parameters minsup=60% and minsim=45%, the window size is 
8124, the size of mushroom data set. As expected, only two clustering snapshots are 
stored for the elastic window model while eight clustering snapshots are stored for the 
equal-width window model. The disk usage is largely reduced by using the elastic 
window model in this case. 
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Fig. 1. Scalability test using synthetic data sets 

4   Conclusions  

In this paper, we proposed an equal-width window model for cluster analysis of data 
streams, where the width of the window is the minimum granularity of interest for a 
particular application. We also proposed an elastic window model where the size of 
windows is adaptively modified based on the changes in clustering, reducing the disk 
space requirements when clustering in the data streams does not change over time. 
INCLUS algorithm is incorporated into these models to detect clustering changes at 
different granularities. The empirical results show that the algorithms are accurate, 
efficient and scalable. The proposed future work is to address the systematic meas-
urement of clustering changes in the data stream.    
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Abstract. Granular computing is potentially in knowledge discovery
and data mining etc. In this paper, by introducing a partial relation
≺′

with set size character to information system, an axiom definition of
knowledge granulation for information system is presented, some exist-
ing the definitions of knowledge granulation become special forms. These
results will be very helpful for understanding the essence of knowledge
granulation and uncertainty measurement in information system.

Keywords: Information system, partial relation, knowledge granulation.

1 Introduction

The notion of information system (sometimes called data tables, attribute-value
system, knowledge representation system, etc.), provides a convenient tool for the
representation of objects in terms of their attribute values. Rough set theory has
been introduced to deal with inexact, uncertain, or vague knowledge in information
system. The use of the indiscernibility relation results in knowledge granulation.

According to whether or not there are missing data (null values), the informa-
tion system can be classified into two categories: complete and incomplete. The
knowledge granulation of an information system gives a measure of uncertainty
about its actual structure[1-6]. In general, knowledge granulation can represent
discernibility ability of knowledge in rough set theory, the smaller knowledge
granulation is, the stronger its discernibility ability is [7-9]. Especially, several
measures in information system closely associated with granular computing such
as measure, information entropy, rough entropy and knowledge granulation and
their relationships are discussed by Liang et al. in [6, 9]. In [7], combination
granulation and combination entropy in information system are proposed, their
gain function possesses intuitionistic knowledge content characteristic.

In this paper, we devote to the axiomatic approach of knowledge granulation in
information system. In section 2, we review some basic concepts of information
system, and proposed a new partial relation ≺′

with set size character to an
information system. In section 3, we give the axiom definition of knowledge
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granulation to measure uncertainty of knowledge in formation system, prove that
several existing knowledge granulations are all special instances of the definition.
Finally, section 4 concludes the whole paper.

2 Preliminaries

An information system is a pair S = (U, A), where,

(1) U is a non-empty finite set of objects;
(2) A is a non-empty finite set of attributes;
(3) for every a ∈ A, there is a mapping a, a : U → Va, where Va is called the

value set of a.

For an information system S = (U, A), if ∀a ∈ A, every element in Va is a
definite value, then S is called a complete information system. If Va contains
a null value for at least one attribute a ∈ A, then S is called an incomplete
information system, otherwise it is complete.

Let S = (U, A) be an information system, P,Q ⊆ A. K(P ) = {SP (xi) |
xi ∈ U}, K(Q) = {SQ(xi) | xi ∈ U}. We define a partial relation ≺′

with
set size character as follows: P≺′

Q (P,Q ∈ A), if and only if, for K(P ) =
{SP (x1), SP (x2), · · · , SP (x|U|)}, there exists a sequence K

′
(Q) of K(Q), where

K
′
(Q) = {SQ(x

′
1), SQ(x

′
2), · · · , SQ(x

′
|U|)}, such that |SP (xi)| ≤ |SQ(x

′
i)|. If there

exists a sequence K
′
(Q) of K(Q) such that |SP (xi)| < |SQ(x

′
i)|, then we will

call that P is strict granulation finer than Q, and denote it by P ≺′
Q.

3 Axiomatic Construction of Knowledge Granulation

In 1979, the problem of fuzzy information granule was introduced by Zadeh
in [10]. Especially, several measures in an information system closely associ-
ated with granular computing such as granulation measure, information entropy,
rough entropy and knowledge granulation and their relationships were discussed
in [6,9]. However, there exists no unified description for knowledge granulation.
In the following, an axiom definition of knowledge granulation is given.

Definition 1. Let S = (U, A) be an information system, G be a mapping from
the power set of A to the set of real numbers. We say that G is a knowledge
granulation in an information system if G satisfies the following conditions:

(1) G(P ) ≥ 0 for any P ⊆ A (Non-negativity);
(2) G(P ) = G(Q) for any P,Q ∈ A if there is a bijective mapping function

f : K(P ) → K(Q) such that |SP (ui)| = |f(SP (ui))| (∀i ∈ {1, 2, · · · , |U |}), where
K(P ) = {SP (xi) | xi ∈ U} and K(Q) = {SQ(xi) | xi ∈ U} (Invariability);

(3) G(P ) < G(Q) for any P,Q ∈ A with P≺′
Q (Monotonicity).

Theorem 1 (Extremum). Let S = (U, A) be an information system, ∀P ∈ A,
then if U/P = ω = {{u} | u ∈ U}, G(P ) achieves minimum value; if U/P = δ =
{U | u ∈ U}, G(P ) achieves maximum value; where ω denotes identity relation,
δ denotes universal relation.



1076 J. Liang and Y. Qian

In [14,15,17,18], some different kinds of knowledge granulations were given, we can
prove that these knowledge granulations are all special forms under definition 1.

Definition 2. [17] Let S=(U, A) be a complete information system, U/IND(A)=
{P1,P2, · · · ,Pm}. Knowledge granulation of A is defined by

GK(A) =
1

|U |2
m∑

i=1

|Pi|2. (1)

Theorem 2. GK in definition 2 is a knowledge granulation under definition 1.

Proof. (1) Obviously, it is non-negative;
(2) Let P,Q ⊆ A, then U/IND(P ) = {P1,P2, · · · ,Pm} and U/IND(Q) =

{Q1,Q2, · · · ,Qn} in complete information system can be uniformly denoted
by U/SIM(P ) = {SP (u1), SP (u2), · · · , SP (u|U|)} and U/SIM(Q) = {SQ(u1),
SQ(u2), · · · , SQ(u|U|)}.

Suppose that there be a bijective mapping function f: U/SIM(P)→U/SIM(Q)
such that |SP (ui)| = |f(SP (ui))| (i ∈ {1, 2, · · · , |U |}) and f(SP (ui)) = SQ(uji)
(ji ∈ {1, 2, · · · , |U |}), then we have that

GK(P ) = 1
|U|2

m∑
i=1

|Pi|2 = 1
|U|2

|U|∑
i=1

|SP (ui)|

= 1
|U|2

|U|∑
i=1

|SQ(uji)| = 1
|U|2

|U|∑
i=1

|SQ(ui)|

= 1
|U|2

n∑
j=1

|Qj|2 = GK(Q);

(3) Let P,Q ⊆ A, U/SIM(P ) = {SP (u1), SP (u2), · · · , SP (u|U|)}, U/SIM(Q)
= SQ(u1), SQ(u2), · · · , SQ(u|U|) and P ≺′

Q, then for arbitrary SP (ui)(i ≤ |U |),
there exists a sequence {SQ(u

′
1), SQ(u

′
2), · · · , SQ(u

′
|U|)} such that |SP (ui)| <

|SQ(u
′
i)|(i = 1, 2, · · · , |U |). Hence, we obtain that

GK(P ) = 1
|U|2

m∑
i=1

|Pi|2 = 1
|U|2

|U|∑
i=1

|SP (ui)|

< 1
|U|2

|U|∑
i=1

|SQ(u
′
i)|= 1

|U|2
|U|∑
i=1

|SQ(ui)|

= 1
|U|2

n∑
j=1

|Qj|2 = GK(Q).

Thus, GK in definition 2 is the knowledge granulation under definition 1.

Definition 3. [14] Let S = (U, A) be an incomplete information system,
U/SIM(A) = {SA(u1), SA(u2), · · · , SA(u|U|)}. Knowledge granulation of A is
defined by

GK(A) =
1

|U |2
m∑

i=1

|SA(ui)|. (2)

Theorem 3. GK in definition 3 is a knowledge granulation under definition 1.
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Proof. Similar to theorem 2, it can be proved.

Definition 4. [18] Let S=(U, A) be a complete information system, U/IND(A)=
{P1,P2, · · · ,Pm}. Combination granulation of A is defined by

CG(A) =
m∑

i=1

|Pi|
|U |

C2
|Pi|

C2
|U|

. (3)

Theorem 4. CG in definition 4 is a knowledge granulation under definition 1.

Proof. (1) Obviously, it is non-negative;
(2) Let P,Q ⊆ A, then U/IND(P ) = {P1,P2, · · · ,Pm} and U/IND(Q) =

{Q1,Q2, · · · ,Qn} in complete information system can be uniformly denoted
by U/SIM(P ) = {SP (u1), SP (u2), · · · , SP (u|U|)} and U/SIM(Q) = {SQ(u1),
SQ(u2), · · · , SQ(u|U|)}.

Suppose that there be a bijective mapping function f: U/SIM(P)→U/SIM(Q)
such that |SP (ui)| = |f(SP (ui))| (i ∈ {1, 2, · · · , |U |}) and f(SP (ui)) = SQ(uji)
(ji ∈ {1, 2, · · · , |U |}), then we have that

CG(P ) =
m∑

i=1

|Pi|
|U|

C2
|Pi|

C2
|U|

=
|U|∑
i=1

|SP (ui)|
|U|

C2
|SP (ui)|
C2

|U|

=
|U|∑
i=1

|SQ(uji
)|

|U|
C2

|SQ(uji
)|

C2
|U|

=
|U|∑
i=1

|SQ(ui)|
|U|

C2
|SQ(ui)|
C2

|U|

=
n∑

j=1

|Qj |
|U|

C2
|Qj |

C2
|U|

= CG(Q);

(3) Let P,Q ⊆ A, U/SIM(P ) = {SP (u1), SP (u2), · · · , SP (u|U|)}, U/SIM(Q)
= SQ(u1), SQ(u2), · · · , SQ(u|U|) and P ≺′

Q, then for arbitrary SP (ui)(i ≤ |U |),
there exists a sequence {SQ(u

′
1), SQ(u

′
2), · · · , SQ(u

′
|U|)} such that |SP (ui)| <

|SQ(u
′
i)|(i = 1, 2, · · · , |U |). Hence, we obtain that

CG(P ) =
m∑

i=1

|Pi|
|U|

C2
|Pi|

C2
|U|

=
|U|∑
i=1

|SP (ui)|
|U|

C2
|SP (ui)|
C2

|U|

<
|U|∑
i=1

SQ(u
′
i)

|U|
C2

|SQ(u
′
i
)|

C2
|U|

=
|U|∑
i=1

SQ(ui)
|U|

C2
|SQ(ui)|
C2

|U|

=
n∑

j=1

|Qj |
|U|

C2
|Qj |

C2
|U|

= CG(Q).

Thus, CG in definition 4 is the knowledge granulation under definition 1.

Definition 5. [15] Let S = (U, A) be an incomplete information system,
U/SIM(A) = {SA(u1), SA(u2), · · · , SA(u|U|)}. Combination granulation of A
is defined by

CG(A) =
1
|U |

|U|∑
i=1

C2
|SA(ui)|
C2

|U|
. (4)

Theorem 5. CG in definition 5 is a knowledge granulation under definition 1.

Proof. Similar to theorem 4, it can be proved.
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4 Conclusions

In the present research, the concept of partial relation ≺′
with set size character

in information system is introduced. Furthermore, we give the axiom definition
of knowledge granulation to measure uncertainty of knowledge in formation sys-
tem, prove that several existing knowledge granulations are all special instances
of the definition. Present conclusions appears to be well suited for measuring
uncertainty of knowledge in information system.
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Abstract. There are a huge number of design patterns that can be
used in specific software domains, not only in object-oriented software
design. Several of these collections are disseminated as structured but
informal documents, at best supported with hypertext tools on the web.
These passive representations compromise usability of design patterns.
We proposed to enrich the textual pattern description with semantic an-
notations that enable a machine and a human understanding, like in the
Semantic Web. In this paper, we present an annotation tool to support
the development of semantic pattern repositories. Moreover, in order to
show the utility of this approach two software tools with different pur-
poses have been developed: a semantic web repository to explore patterns
and a pattern wizard to apply patterns into a design toolkit.

1 Introduction and Motivation

The oft-cited definition of a design pattern, ′′a solution to a problem in a context”,
is so general that allows patterns to be formed from knowledge and expertise in
any domain. Indeed, there are a huge number of patterns that can be used in spe-
cific domains such as object orientation, hci, security, hypermedia, e-commerce
or intelligent systems. In contrast with the most commonly recognized pattern
catalog [1], in most areas do not exist well-established pattern collections. In
such cases, patterns are expressed in a very informal way and they are usually
disseminated through publications and web sites where finding the appropriate
pattern for a specific problem becomes a complicated if not impossible task.
There have been proposed several approaches to formalize patterns to ease their
reuse, as discussed in [4]. The use of a formal representation allows for a rigorous
reasoning process but this advantage can turn into a strong disadvantage if the
user cannot easily understand the patterns and their utility. Thus there is a need
for a formalism that facilitates the description, localization and effective reuse
of patterns, taking into account that the users of such patterns can be experts
in the domain of application (e.g. e-commerce) who are not familiar with formal
representations. Such representation should not only focus on the problem and
solution gathered in the pattern but also in other parts of the pattern that can

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1079–1083, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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provide valuable information to achieve a successful solution. For example, the
intent of a pattern would allow for indexing patterns according to the problem
addressed. Taking into account these issues, the Semantic Web technologies can
provide all the infrastructure that allows to support different pattern usages [2].

In this context we have applied Semantic Web technologies to support different
hypermedia/web pattern usages, combining an ontology-based framework for
the formal representation of patterns with semantic annotations. In this way
we provide a dual pattern representation that can be shared and reused among
users and software systems [4]. This paper is focused on the presentation of the
tool implemented to support this approach as well as two other semantic tools
developed to spread the application of hypermedia/web patterns: a semantic
repository of patterns and a pattern wizard for the integration of patterns into
a hypermedia development method.

2 Building Repositories of Annotated Patterns

In order to built applications for patterns using the Semantic Web technologies,
we need to have a pattern repository marked up with semantic information.

We have developed AnnotPat (Annotation Pattern) to allow writers and users
patterns to annotate their design patterns according to a formal representation
based on ontologies. The figure 1 shows the process to produce a pattern reposi-
tory using the tool. As starting point, the tool needs the ontology that describes
both the structure or armature of a pattern (format ontology) and domain-
specific knowledge used in the patten description (domain ontology)in order to
provide the user terms to make-up annotations. This ontology has to be compli-
ant with our representation framework [4] and expressed in OWL, that is, the
format ontology and the domain ontology are combined to describe the pattern

Fig. 1. The AnnotPat tool
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ontology for a specific domain. This separation of domains allows our framework
to be applied to patterns of any application domain. The annotation tool inter-
face is divided in two sides. The left side shows the status of annotations made
by the user separating the pattern format ones (1) and the domain knowledge
ones (2). The right side shows the template pattern (3) where the textual de-
scriptions are typed and annotations are made. After typing the pattern, the
user can make annotations in order to link words with terms. For that, first she
needs to highlight a relevant piece of text and does click with the right mouse
button. A pop-up menu is displayed with the possible terms according to the
pattern element selected, for easier use.

Regarding technical questions, the tool has been developed on Java version
1.4. As it has been mentioned above, ontologies are expressed on OWL language,
whereas annotations are stored in XML format and formalized patterns as RDF
files. Jena [3] tool is used to manage these file types and to infer knowledge.

3 Building Semantic Tools for Patterns

In order to show the utility of our approach, we have developed two semantic
tools with different purposes, but sharing a pattern repository of hypermedia
and web design patterns. These patterns have been annotated using AnnotPat
according to the terms and the relationships contained in a domain-specific on-
tology for hypermedia patterns1.

3.1 A Semantic Web Repository

The aim of this first tool is to make pattern repositories available for browsing,
searching, and visualization through the Web, but in a more expressive way.

The figure 2 shows the interface of the semantic web repository 2. It is divided
into two areas. The left side (1) presents two navigation tools, an index of all
patterns organized as a tree folder structure and a search box. The structured
searches and links between information are based on annotations made with
AnnotPat. The right side of the interface (2) shows the content of a pattern
selected or the result of a query. Regarding technical questions, requests from
client browsers are received by an Apache Tomcat web server. The semantic web
application is supported by the Jena toolkit [3] that allows us to manipulate data
and to make queries using the languages for the Semantic Web. Moreover, the
results are formatted in HTML by means of XSLT transforms so that patterns
can be displayed in conventional web browsers.

3.2 A Pattern Wizard to Apply Patterns into a Design Toolkit

The second tool has as aim the pattern application in a design environment. In
particular, this wizard guides designers from requirements to a first modelling
1 http://hypatterns.no-ip.info/ontologies/hypermediaPattern.owl
2 http://hypatterns.no-ip.info:8080/HyPatterns/
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Fig. 2. The semantic web pattern repository

approach of a hypermedia application through the pattern solutions contained
in the semantic repository. For each requirement a particular pattern is selected.
After, the annotations made in the solution section of the selected patterns are
used to compose different design models. The wizard comprises three phases:
retrieve all pattern from the semantic repository so that the user can select a
pattern; adapt the selected pattern solution to the context, that is, a template
with pattern solution is shown according to the annotations to create an instance
of the pattern; and compose all the solutions to generate different design models,
since these laters are expressed in an OWL ontology as well. The figure 3 shows
a screenshot of the wizard when a particular pattern is being instanciated. This
wizard has been implemented with the same technologies aforementioned.

Fig. 3. The wizad pattern
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4 Utility Evaluation

We have evaluated the utility of our approach, in particular the use of the An-
notPat tool and annotations as mechanism to formalize patterns. Ten users par-
ticipated in the evaluation of our prototype. Five of them were familiarized
themselves with the use of patterns for design activities, whereas the other five
ones were their first contact with patterns. However, none of them had knowl-
edge of ontologies. The evaluation consisted of three tasks. In the first task, the
users performed a repository with several patterns using AnnotPat. The second
task was to check the repository made from the user annotations could be used
by other software tools, in particular, by the web semantic repository presented
in the section 3.1. The third task was to compare AnnoPat with an ontology
editor like Protégé to make a pattern instance from the same ontologies used by
AnnotPat. Moreover, some questions about several parameters of usability such
as utility, speed, reliability, interface design, interface adequacy, interface quality
and readability were asked.

The overall results indicated that the third part of the participants were ‘very
satisfied’ with respect to the tool usability. All the respondents strongly agreed
that Annopat was more suitable to formalize patterns than Protégé. Despite of
being the later a complete editor, the participants thought it was less intuitive
and more complicated the formalization of a pattern.

5 Conclusions

In this paper, we presented a tool, AnnotPat, that allows designers and do-
main experts to enrich their domain-specific patterns with semantic annotations
using domain concepts and terms. The most valuable contribution of this ap-
proach is to be both human and machine readable, since the text pattern de-
scription is linked to its formal representation, maintaining the essence of design
patterns: express and communicate successful solutions to common problems
between practitioners. Finally, we are working on exploring new usages of this
approach as an explanation module to support designers decisions during the
pattern application.
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Abstract. Brittleness is a well-known problem in expert systems where
a conclusion can be made, which human common sense would recognise
as impossible e.g. that a male is pregnant. We have extended previous
work on prudent expert systems to enable an expert system to recog-
nise when a case is outside its range of experience. We have also used
the same technique to detect new patterns of network traffic, suggesting
a possible attack. In essence we use Ripple Down Rules to partition a
domain, and add new partitions as new situations are identified. Within
each supposedly homogeneous partition we use fairly simple statistical
techniques to identify anomalous data. The special feature of these sta-
tistics is that they are reasonably robust with small amounts of data.
This critical situation occurs whenever a new partition is added.

1 Introduction

Brittleness occurs when expert systems do not realise the limits of their own
knowledge. The CYC project [4] is an attempt at a solution to this problem
by building a knowledge base of common sense as a foundation on which other
expert systems could be built on. A variety of applications have used CYC
knowledge base, for example, in directed marketing and database cleansing[5].

Brittleness can also be characterised as a failure of the expert system to recog-
nise when a case is outside its range of experience. To build a complete knowledge
base that contains all possible knowledge is not easy as some data patterns may
never occur in practice and expert justification is quite speculative when judging
data patterns outside the expert’s experience [1,2].

One attempt to address the brittleness of expert systems is a technique called
“prudence” in the RDR paradigm [3,2]. In this work, for every rule the upper
and lower bounds of each numerical variable in the data seen by the rule were
kept, as well as a list of values seen for enumerated variables. A warning was
raised when a new value or a value outside the range seen occurred. The idea
was that the system would warn of new types of cases for which a new rule may
have to be added. This approach worked well, but the false positive rate was
about 15%, because of the simple way in which cases were compared to profiles.
This paper extends this previous work using a probabilistic technique to decide

� Part of this work has been submitted elsewhere [6].
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if a value is an outlier and allowing the expected range for a variable to decrease
as well as increase over time. This is critical in dynamic domains where the type
of cases seen may change.

The rest of paper is organized as follows. Section 2 discusses the algorithm to
detect anomalies. In Section 3, the algorithm was applied to a medical domain as
in [3,2]. It is important to note that the proposed algorithm is only for continuous
attributes. A simple list of seen values is still preserved for categorical variables.
Section 4 is a case study of the system in a dynamic domain. Here we chose an
intrusion detection system as a test bed. We conclude the paper in Section 5.

2 Anomaly Detector

In developing a model representation for continuous attributes in dynamic do-
mains, we have made some assumptions as follows: 1) provided a proper seg-
mentation of the domain, an attribute’s values should behave similarly; hence,
forming a cluster of homogeneous data, 2) a homogeneous cluster of values fol-
lows a uniform distribution on an interval [a, b] that is, P (x < a) = 0; P (x >
b) = 0; P (a ≤ x ≤ b) = 1

b−a and the probability of a region [a′, b′] inside [a, b],
i.e., a′ ≥ a and b′ ≤ b, is P ([a′, b′]) = b′−a′

b−a , 3) each variable is independent.
From the above assumptions, the probability that all n objects will fall inside

a sub-region [a′, b′] of the interval [a, b], where a′ ≥ a and b′ ≤ b, is ( b′−a′
b−a )n.

We use this probability to assess whether an object x seen after n objects have
been observed, should be included n the model. If a is the minimum, b is the
maximum and the object x is outside the range of [a, b], e.g, x > b, the object
x would only included in the model if the ( b−a

x−a)n > T , where T is a confidence
threshold that the interval should be extended to [a, x]. As well, if the range
is extended with a new maximum or minimum, we apply the same calculation
to the sub-range of the subsequent observed maximum and minimum. This is
important as it is possible for the range to have been incorrectly extended by
including an outlier, especially when little data has been seen. If T is less than
the confidence threshold, the previous maximum or minimum is deleted and
replaced by the observed maximum or minimum.

A key feature controlling the algorithm behaviour is the threshold T. Simula-
tions were carried out to find the optimal range of T. The algorithm performed
satisfactorily when the threshold was 1.0E−44 < T < 1.0E−2. In the following
studies, we used T = 1.0E − 20.

3 Anomaly Detection in a Medical Expert System

Following the previous approach [2], we built a knowledge-based system using
machine learning (in this case Weka’s J48). This KBS is used as a simulated
expert in building an RDR KBS. That is, an RDR KBS is built by running
cases through the RDR KBS and every time a conclusion is given which differs
from the simulated expert’s conclusion for that case a new rule is added with
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the conditions in this rule taken from the inference trace of the simulated ex-
pert. We also record whether a warning was generated and whether this was an
appropriate warning or not (i.e. a false positive) and also whether a case was
misclassified but no warning was raised (i.e. a false negative).

Table 1. Comparison between the original and model-based prudence. There were
20278 cases in the experiment. The metrics of interest are the number of false negative,
false positive, true negative and true positive cases.

False Negatives False Positives True Negatives True Positives

Original prudence 0 3134 16843 301

Model-based prudence 0 2105 17842 301

The experiment was run with two prudence techniques, i.e., the original sim-
ple range prudence and model-based probabilistic prudence, on the Garvan data
set1. The result, shown in Table 1, reveals that the model-based prudence sig-
nificantly improves the anomaly detection by reducing false positives from 15%
to 10% a significant improvement. It should be noted that both techniques had
zero false negatives; i.e., prudence detected all the cases where the KBS had
made a mistake.

4 Network Traffic Anomaly Detection

Traffic anomaly detection is now a standard task for network administrators, who
with experience can generally differentiate anomalous from normal traffic. Many
approaches have been proposed to automate this task. Most of them attempt to
develop a sufficiently sophisticated model to represent the full range of normal
traffic behaviour. The disadvantage with these approaches are 1) a large amount
of training data for all acceptable traffic patterns is required to train the model,
2) sophisticated modelling techniques are required to cover the rang of traffic
behaviour - the more coverage, the more sophisticated the model.

In contrast, RDR can be used to partition the problem space into smaller
subspaces of more homogeneous traffic2, each of which can be represented with

1 In [2], three data sets from the UC Irvine Machine Learning Repository, i.e., Garvan,
Chess, and Tic Tac Toe, were used. Only the Garvan data set contains continuous
attributes. We also used a larger Garvan data set than that available through UC
Irvine.

2 While most RDR-based systems are used to capture knowledge from human experts,
some RDR work can be characterised as segmenting a domain so that rules have local
application. The segmentation can be carried out by anyone who can segment the
domain in a reasonable way and does not necessarily need to be done by an expert.
Using RDR’s refinement structure it does not matter how many segments there are,
or whether the best segmentation is initially chosen; the developer can keep adding
segments until the domain is appropriately partitioned.



Detecting Anomalies and Intruders 1087

a separate model. The partitioning can be carried out very simply by adding an
RDR rule whenever a new situation is encountered. The rule does not provide a
conclusion, but simply partitions the space. With the learning algorithm men-
tioned in Section 2, the model should work reasonably well for new subspaces
when little data has been observed.

The data used here are from RRDtool IP flow archives, collected by the net-
work administrator of the School of Computer Science and Engineering, UNSW.
Each archive contains seven days data with anomalies marked by hand. We used
five consecutive sets of this data, i.e., 5 weeks of data. The system was run from
a blind state on the first set of data. With the knowledge learned from the first
series, and RDR partitioning, it was run again on the second series. This process
was repeated through the five sets of data.

The results are as follows: With no pre-training, the system produced a false
positive rate of 6%, with no false negatives on the first series. After the system
had learnt some traffic behaviour, the false positive rate produced dropped to
2% on the second set, to1% on the third, increase to 2% on the fourth series. On
the fifth series, the false positive rate climbed to 7%. The explanation for this
increase (on the fourth and fifth series) is simply that the normal traffic is quite
different from previous weeks. The first three weeks are during holidays, the forth
series is the first week of the semester, where the pattern is starting to change,
and the the fifth series is the second week of semester, and the semester pattern
is more established. The profiles learned during recess did not cover these new
behaviours; however, the RDR approach allows new partitions to be added at
any time, and in the changeover the false positive rate is only 7%. It seems that
during semester there is significant variability during the day and the week, but
we have not gone far enough to reduce the false positives to zero.

5 Conclusion

Prudence is an attempt to address the brittleness of expert systems by attempt-
ing to flag when a case may be misclassified by the expert system. The major
challenge in this is to reduce false positives, i.e., unnecessary warnings that a
case is misclassified. As new rules may be introduced at any time, starting data
collection afresh for each rule, the major challenge is that the technique be robust
when there is little data. In this paper, prudence was implemented with the Out-
lier Estimation with Backward Adaptation algorithm (OEBA) described, which
improves performance when little data has been seen. The probability of a new
value being a member of the population is assessed, rather than simply raising
a warning because the value is new. This gave a significant improvement by re-
ducing the false positive rate, from 15% to 10%. We believe that we can further
reduce the false positive rate by combining warnings and ranking cases accord-
ing to the overall probability of an anomaly derived from all attributes. Again it
should be noted that the false negatives are zero - no anomalous cases are missed.

With the current interest in a range of security problems, this type of tech-
nique has application beyond prudent expert systems, to detect anomalies in
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a range of situations. We have extended the approach to network traffic intru-
sion, an example of a dynamic domain. RDR is used to arbitrarily segment the
problem space into sub-spaces of homogeneous traffic; each of which was main-
tained by a separate model again with the OEBA learning algorithm to enable
anomaly detection to function reasonably when little data has been observed
in a new partition. The system successfully detected traffic anomalies, with low
false positive and false negative rate. The false negative rate was zero after one
weeks training. It also yielded a better F-measure than the classic Holt-Winters
algorithm.

In summary, model-based anomaly detection requires a deep understanding of
the functionality and structure of the domain to construct models. In our frame-
work, models are not needed to be established before problems are encountered;
a series of simple sub-models can be constructed on the fly, incrementally cre-
ating what may be a very complex overall model. Because each sub-model is
simple, we can use simple but robust techniques to detect anomalies and out-
liers. We believe there is a wide range of application for this approach beyond
network intrusion detection and prudent expert systems. We also believe this
ad-hoc approach is likely to find wider use than a pure model-based approach,
because of the ad hoc nature of many domains.
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Abstract. Real-world document classification is an open-ended problem, rather 
than a close-ended problem, because the document classification domain  
continually evolves as the time passes. Unlike the close-ended document classi-
fication, the participants in the open-ended problem actively take part in the 
problem solving process. For this reason, it is important to understand the prob-
lem solver’s behavioral characteristics. This paper proposes a thorough analysis 
of them. We found that the problem solving strategies are significantly different 
among participants because of individual differences in cognition among  
participants.  

1   Introduction 

Automated document classification has been a significant research topic. In the 
1980’s a common approach to document classification was rule-based, which in-
volved a human in the construction of classifier. Though such a method provides 
accurate rules and has the additional benefit of being human understandable, the con-
struction of such rules requires significant human input and the human needs some 
knowledge concerning the details of rule construction as well as domain knowledge, 
which become a bottleneck of this approach [1]. As an alternative, the machine learn-
ing (ML) approach has become the dominant one since 1990’s. The ML system  
requires a set of pre-classified training documents and automatically produces a clas-
sifier from documents and the domain expert is needed only to classify a set of exist-
ing documents.  

Although ML method produced accurate classifiers, there are a number of draw-
backs as compared to a rule-based one [2]. Some limitations of the ML approach 
come from its assumptions about the document classification problem. Generally 
problems can be classified either close-ended or open-ended. Whereas the former 
usually has specified problem solving goals, correct answers and clearly defined crite-
ria for success at problem solving, the latter typically has a lack of clearly defined 
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goals, no single correct solution to a problem, and no immediately obvious criteria for 
making a judgment as to what constitutes a correct solution [3, 4].  

The ML approach is basically based on the close-ended assumption, because it 
uses finite and known data set and its significant goal is to find a method that success-
fully classifies documents into the predefined classes. In addition, there are lots of 
clearly defined success criteria of the classification method. Though this assumption 
has made considerable contributions, it is beneficial to look into the document classi-
fication problem from the open-ended viewpoint. First of all, sometimes the document 
classification problem, especially in the real-world document classification, becomes 
a kind of the open ended problem. For example, let’s assume that we want to classify 
news articles from the web-based news provider. In this case, documents that should 
be classified are not known until they are presented and classes continually evolve 
over time, not pre-defined. Furthermore, most people share the intuition that it is not a 
priori clear that the results from the close-ended research will be generalized in the 
open-ended domains [3].  

2   System Requirements and Implementation 

We reviewed the research results of the open-ended education or intelligent tutoring 
systems and elicited the following three requirements for the open-ended document 
classification system: 

Firstly, the system user should actively take part in the problem solving process. 
We select the rule-base approach because whereas the rule-based approach assumes 
the active role of the problem solvers, the ML approach excludes the system users 
from the learning process [5].  The problem solver can be either experts or novices in 
the domain. This approach is philosophically similar to that of the constructivist ap-
proach of knowledge acquisition [6]. Secondly, the open-ended system can provide 
multiple solutions for the same classification problem, because each user has individ-
ual differences in cognition [7]. Therefore, supporting multiple classifications is an 
essential requirement of the classification system. In the classification problem, this 
has a two-fold meaning. On one hand, it means that (1) a case can be classified into 
multiple classes without causing dissatisfactions among the problem solvers.  On the 
other hand, (2) multiple cases can be classified into one class because of different 
reasons. Lastly, the system should support negotiating interactions between the 
system and the users. In the education, the more the problem solver knows about the 
domain and the learners, the more he/she can transfer more of his/her knowledge to 
the learner [4, 5, 8]. Likewise, the system and its users can interact to improve the 
system knowledge base. The system can provide current classification recommenda-
tion based on the current knowledge base and the user can either accept them or not. 
If the user does not want to accept the current recommendation, he/she can create 
another rule(s) to fix the current error. In this way, the system incrementally con-
structs its knowledge base over the time. Especially this is an essential requirement 
when the system user is a novice in a domain because he/she needs to refine the sys-
tem knowledge base as he/she learns the domain knowledge.  

An open-ended document classification system was developed with the MCRDR 
(Multiple Classification Ripple-Down Rules) algorithm, C++ program language, and 
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MySQL database to fulfill these requirements. MCRDR is based on the traditional 
rule-based system, but it overcomes traditional knowledge acquisition bottleneck 
problem by employing the exception-based knowledge representation and case-based 
validation [9, 10]. In this paper, we will focus not on the system itself, but on the 
user’s behaviors because the system users have different roles in the problem solving 
process and it is important to understand how they act while constructing knowledge 
base. More detailed explanation about the classifier in [11, 12]. 

3   Inference and Knowledge Acquisition 

A case is defined by attributes as follows: 

CASE = T ∪ B 

where T is a distinct word set of hyperlink text and B is a distinct word set of the main 
content of the linked document. T and B are respectively defined as T = {t1, t2, …, tN} 
and B = {b1, b2, …, bM}, where N and M are the number of distinct word and are 
greater that 0 (N, M ≥  0). ti and bj are a word in the hyperlink text, which is text 
between <a> tags, and the hyperlinked document.  

A rule structure is defined as follows: 

 IF 
  (TC ⊂  T) AND (BC ⊂ B) AND (AC ⊂  T OR AC ⊂  B) 
 THEN 
  Classify into folder Fi 

where TC is a condition set for the hyperlink text, BC is a condition set for the hyper-
linked document, and AC is a condition set for the hyperlink text or the hyperlinked 
document. Each set is defined as TC = {tc1, tc2, …, tcX}, BC = {bc1, bc2, …, bcY}, and 
AC = {ac1, ac2, …, acZ}, where tci is the word in the hyperlink text, bcj is the word in 
the hyperlinked document, and ack is the word either in the hyperlink text or in the 
hyperlinked document. The number of words in each condition is greater than 0 (X, 
Y, Z ≥  0). 

In the inference process, the MCRDR-Classifier evaluates each rule node of the 
knowledge base (KB). If a case is selected from the case list (CL), the system evalu-
ates rules from the root node and the inference result is provided by the last rule satis-
fied in a pathway. All children of the satisfied parent rule are evaluated, allowing for 
multiple conclusions. The conclusion of the parent rule is only given if none of the 
children are satisfied [10, 13].  

The knowledge acquisition process begins when a case has been classified incor-
rectly or is missing a classification. Fig.1 illustrates knowledge acquisition algorithm. 
In the MCRDR-Classifier, the knowledge base (KB) is automatically maintained by 
the system. If a new knowledge acquisition process begins, the MCRDR-Classifier 
decides the location of a new rule according to the rule type. If there is no classification 
recommendation, the new rule is located under the root rule. If there is some inference 
result, but the user thinks it is wrong, a refining rule is located under the current firing 
rule. The stopping rule is a specific refining rule that has NULL conclusion.  
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Fig. 1. Knowledge Algorithm in the MCRDR-Classifier 

4   Experiment and Results  

The experiment is designed to analyze knowledge acquisition behaviors of the open-
ended document classification users. This experiment was conducted by 20 Master 
and Hounours course students at the University of Tasmania for four months from 
August, 2005 ~ November, 2005. The Web monitoring system, called WebMon, 
continually collected newly updated documents from 9 well known information tech-
nology news Websites. Each participant could read the collected documents in real-
time and train their own MCRDR-Classifiers. The classification structure (folder 
structure) of 86 folders was predefined for the experimental purpose, but each partici-
pant might use any number of folders for the classification, which totally depended on 
each participant’s intention. In addition, the participants used a different number of 
documents based on his/her document filtering level.  

4.1   Overall Classification Results 

In total 12,784 articles were collected during the experiment period. In overall 95.6% 
documents (12,304) were used by the participants. The lowest ratio was 87.6% (BBC) 
and the highest ratio was 99.8% (ITNews). 13.0% documents were commonly used 
by all participants, which varied from 5.1% to 22.4%.  

4.2   Classification Results by the Participants 

Used Documents. Each participant classified documents into multiple folders by using 
the MCRDR-Classifier. Though the same monitored documents were provided to all 
the participants, the document usage results are very different. The smallest number is 
1,775 and the largest number 21,045. The mean number is 11,693. The differences  
 

begin 
1. User selects New Conclusion (NC) 
2. System generates Attribute List (AL) of Current Case 

If the new rule (NR) is refining rule, 
AL is attributes of current case that are not in the current firing rule’s corner-
stone case. 

Else 
 AL is all attributes of current case 

3. User selects condition(s) from the AL 
4. System generates Tentative Firing Cases (TFC) 

If user agrees all TFC are also fired by NR 
 End the KA process 
Else 
 User selects Exclusive Case (EC) from TFC 
 Recursively do again step 2 ~ 4. 

end 
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caused by two factors. Firstly, the document filtering levels are different among the 
participants. That is, the documents that each participant felt sufficiently important to 
classify were different among participants. Secondly, the multiple classifications of 
each participant were also different among the participants because some participants 
tended to classify document multiple classifications whereas others did not.   

Used Folders. A total 86 hierarchical folders were used for this experiment: level one 
(8), level two (40), level three (31), and level four (8). The numbers of folders that 
were used for classification were different among participants. They varied from 14 to 
73, with the mean number of used folders being 51.35. The most used folders were in 
level 2, and the least used folders in level 4. There is no evidence of the symmetric 
relationship between the number of used folder and the number of classified docu-
ments. For example, though P8, P9, and P10 used a very similar number of folders 
their correspondent document use is very different.  

  
(a) Folder Usage (b) Documents in Folders 

Fig. 2. Folder Usage by Participants 

4.3   Knowledge Acquisition 

Rules. On average, the participants created 254 rules for 51 folders with 579 condi-
tions to classify 11,693 documents.  The minimum number of rules created was 59 
(P13) and the maximum (P18, P19) 597. Documents per rule were 62, rules per folder 
numbered 5.3, with conditions per rule being 2.3. To examine relationships between 
document classification and rule creation, and between folder creation and rule crea-
tion, correlation values were calculated. The correlation between document classifica-
tion and rule creation (CRd,r) was 0.27 and folder (class) creation and rule creation 
(CRf,r) 0.49.  

Conditions. Participants were able to use three different types of condition words, 
which were seen in title (Type 1), seen in body (Type 2), and seen in both title and 
body (Type 3). Fig. 3. illustrates each participant’s condition usage ratio of the three 
types of rules. Condition selecting depends on each participant’s rule construction 
strategy. Whereas some participants mainly used title condition words (P5, P20), 
others frequently employed all conditions words (P7, P10, P17).   
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Fig. 3. Participants’ Condition Usage Comparison 

5   Conclusions 

A new problem solving approach is required for open-end problems since they differ 
from close-ended problems. Real-world document classification is a kind of open-
ended problem, because there are no pre-defined classes and cases, and it is possible 
to classify cases with various coexisting document classifications.  We firstly exam-
ined the open-ended education experiences to obtain insights into this matter. Active 
roles of the problem solver, multiple solutions for the same problem and negotiating 
interactions between the problem solver and the learner were extracted. The MCRDR 
knowledge acquisition method was employed to implement an open-ended document 
classification system.  

We conducted experiments to analyze knowledge acquisition behaviors. Twenty 
participants used the MCRDR-Classifier to classify real-world documents. The ex-
periment results show that the participants have different problem solving behaviors 
while using the open-ended document classification problem. 
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Abstract. This paper presents a novel approach for information reor-
ganisation which is particularly suitable for distributed computing, such
as Web services. An agent-based architecture is developed to cope with
service agents’ on and off and provide semantic support for implementa-
tion of complex e-business applications that may span diverse enterprises.
A frame-based ontology representation is discussed. The representation
is well suited for representing complex relationships that are unavailable
in current ontology related work. Our approach aims to support dynamic
information reorganisation in the Internet based e-business applica-
tions. The obtained information can serve for the knowledge acquisition
purpose.

1 Introduction

An ontology is defined as an explicit specification of conceptualisation [2]. On-
tologies facilitate the interoperability between heterogeneous systems by provid-
ing a formalisation that makes information machine-processable. Ontologies are
seen as key enablers for the next generation Web, the Semantic Web [1]. On
one hand, numerous ontologies have been developed and applied in two recent
developments of the Semantic Web and Web services to bring about intelligent
services, greater functionality and interoperability than current stand-alone ser-
vices. It is known that any information system uses ontologies either implicitly
or explicitly. On the other hand, the proliferation of Internet technology and
globalisation of business environments give rise to the advent of a variety of
ontologies. According to Papazoglou [5], e-business applications are based on
the existence of standard ontologies for a vertical domain that establish a com-
mon terminology for sharing and resue. Obviously, it is hardly conceivable that
engaged organisations will conform to a single ontology.

From this viewpoint it is necessary to develop relevant techniques to cope with
various ontologies in e-business to facilitate system integration across organisa-
tions. Additionally, we also need to take ontology evolution into consideration
as far as the ontology life cycle is concerned in e-business.

With the presence of agent technologies [6], flexibility and credibility, which are
hard to achieve in other computational models, can be resolved in agent-based
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applications where agents are designed to be able to perceive their environment,
and respond in a timely fashion to changes occurred.

In this paper, we propose a novel approach for information reorganisation and
ultimately for inter-organisational integration by taking advantage of agents’
flexibility. Moreover, we present a clear view of ontological approach for infor-
mation reorganisation in e-business. An important feature of our approach is its
flexibility in coping with dynamic ontology changing in e-business environments.

This paper is organised as follows. Section 2 discusses a frame-based represen-
tation and its relation with ontology languages. Section 3 presents an architecture
to deal with ontology changes in e-business where service agents may join and
leave the system freely. Section 4 is about information reorganisation under the
proposed architecture. Finally, Section 5 is conclusions.

2 Frame-Based Representation

The use of ontologies requires a well-designed, well-defined, and Web-compatible
ontology language with supporting reasoning tools. The syntax of this lan-
guage should be both intuitive to human users and compatible with exist-
ing Web standards. The frame-based language is a more suitable ontology
description language with formally defined semantics and sufficient expres-
sive power. Moreover, frame-based representations are compatible with cur-
rent Web-standards. Additionally, there is a powerful supporting tool Protégé
(http://protege.stanford.edu/) which can export frame-based Protégé ontologies
into a variety of web-compatible formats such as XML Schema, RDF(S) and
OWL. Another advantage is that Protégé users can rely on specific plug-ins to
automatically generate Java source files from Protégé ontologies. This becomes
extremely important when large ontologies are involved.

In this paper, an ontologyO is defined as a triple (C,R, A) with C representing
concepts, R for relations and A for axioms. In a frame-based representation, a
frame associates with other frames by slots, where these relationships must meet
the constraints specified by the axioms. A frame can be defined by

Ci :
(Ri1 : Cj1), (Ri2 : Cj2), (Ri3 : Cj3)

This indicates that the concept C associates with concepts Cj1, Cj2, Cj2 with
relationships Ri1, Ri2, Ri3, respectively. The domains and ranges of the values
are defined, which will be specified in instances. It is known that existing work
in ontology itself and ontology engineering rarely deal with relationships other
than “is-a”, which is neither exhaustive nor practical in real world applications.
By using a frame-based representation, it comes true to represent constraints
and applicability rules by calculus. With the presence of calculus, a concept def-
inition can thus be represented as Ri(Ci, Cj) which is intuitive to users. Ideally,
systems such as CLisp (http://www.ghg.net/clips/CLIPS.html) and Jess (Java
Expert System Shell, http://www.jessrules.com/) widely support the inference
in predicate calculus.
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3 System Architecture of Ontological Approach

The architecture must be flexible as agents join and leave freely. The flexibility of
the system becomes evident when applications become more and more complex.
We focus strictly on the problem of providing decentralised mediation of engaged
service agents. In the following, we highlight the flexibility of the system in the
architecture followed by description of functionalities of each component. In
this architecture, an intelligent agent is defined as an agent which possesses
characteristics defined in [6] and acts on behalf of an ontology as well. In order
to accomplish complex tasks such as providing semantic support for business
objects and business processes at a high-level, the most important quality of
agents is that agents are able to learn and adapt to their environment. An agent
can not achieve this without the support of underlying ontologies.

We have at least four types of agents. Figure 1 illustrates the system architec-
ture and shows how agents collaborate in the Internet-based e-business environ-
ment, and how ontologies support enterprise system applications semantically.

– service agent (SA): An SA might be any service agent such as a supplier
agent, a retailer agent, a procurement agent or a customer agent.

– scheduling agent (SCA): An SCA links a user agent with existing available
service agents to provide necessary coordination and mediation. It is worth
noting that this agent needs to reorganise information and acquire basic
knowledge over time. Particularly in this paper, we treat this basic knowledge
the same as an ontology. Information reorganisation process is defined as
an ontology generation process. To this end, this dynamically developed
ontology can be regarded as a high-level view for it to be (re)used in the
system and serve for the knowledge acquisition purpose.

– facilitator agent (FA): An FA acts like a mediator. Though the architecture
here is platform independent, we still use yellow-page service provided by
most FIPA-compliant platforms. With the FA, agents may join and leave
the system freely. Moreover, any newly created agents will be available once
they register in the system. This is extremely important to ensure that agents
only partially understanding other agents in a “conversation” can take the
advantage of ontology mapping [3,4] to virtually expand their ontologies. In

Operational Agents

Facilitator Agent

Web
Services

Web
Services

Web
Services

 Service Agent  Service Agent Service Agent

Scheduling Agent

DB

business logic

ontology

Fig. 1. System Architecture
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our experiment this FA interacts with JADE Directory Facilitator to act as
an interface agent of the system.

– operational agent (OPA): An OPA embeds processing logic associated with
a business process. It also provides ontology engineering relevant operations.
Ontology mapping is an example.

Ontology mapping aims to find corresponding concepts of similar ontologies. In
some cases, mapping is just like a one-to-one mapping function. It is an equiva-
lent relation in [4]. Additionally, other mappings such as inclusive relation may
also exist. For a particular concept Ci, because Ri(Ci, Cj) holds, a corresponding
concept C

′
i in another ontology can be found if it matches all/part slots as well

as values of slots defined in Ci.

4 Information Reorganisation

Information reorganisation in e-business aims to provide a high-level view about
the existing information for the system integration purpose. It is worth noting
that this paper does not attempt ambitiously to solve all system integration
issues, rather, it proposes an innovative ontological approach to allow agents
to infer semantically in e-business with underlying ontologies. With the frame-
based ontology representations, concepts and relationships can be represented
in predicate calculus. Logic assertion and implication are described as follows:

– logic assertion: ∀x, yRi(?x, ?y) −→ Ri(?y, ?x) for symmetry relation.
Example 1: Assume relationship Ri is semantic similar, then the formula
∀x, yRi(?x, ?y) −→ Ri(?y, ?x) exists.

– logic implication: ∀x, y(∃z)Ri(?x, ?y)∧Rj(?y, z) −→ Rk(?x, z) for transitiv-
ity, reflectivity and antisymmetry relations.
Example 2: Assume relationships Ri,Rj ,Rk are “part-of”, then the formula
∀x, y(∃z)Ri(?x, ?y) ∧Rj(?y, z) −→ Rk(?x, z) exists.

With these in mind, information reorganisation in this paper will follow the steps
below to respond to ontology changes in a timely manner:

(1) Finding (Ci,Ri, Cj) alike triples in available ontologies and putting them in
a list. It is interesting that the form (Ci,Ri, Cj) is in accordance with RDF
statement (subject, predicate, object);

(2) Counting appearance of triples in the above list if there exists equivalent rela-
tionship from other engaged ontologies, noting down the occurrence k in ac-
cordance with the number appearance of a triple. Then we get ((Ci,Ri, Cj),k),
where k represents the strength of the triple in existing ontologies;

(3) Maintaining other relationships for tracking purpose in step (5);
(4) Sorting the list in step (2) in a descending order;
(5) Reorganising information to generate a new ontology by keeping the most

general concepts and relationships and expand it to include other necessary
conceptulisation specifications when needed.
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Apparently, a triple indicates a concept ?x, a relationship Ri and a value ?y
of Ri, where ?x represents a concept to be instantiated at run time according to
axioms and instances in the repository, ?y represents a slot value within a range
of a domain. In this way a triple complies to RDF statement and is thus able to
be expressed in RDF. An example (?x, occupied, ?y) is illustrated below.
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#">

<rdf:Description rdf:about=’#?x’>
<rdf:type rdf:resource=’#string’/>
<occupied rdf:resource=’#?y’/>

</rdf:Description>
</rdf:RDF>

A prototype is built by using the FIPA-compliant JADE platform (http://
jade.tilab.com) to demonstrated the design and functionalities and is applied to
a real case. The prototype shows that our approach is not only flexible but also
practical.

5 Conclusions

In this paper, ontology relevant problems in e-business are analysed firstly. Then
an agent-based architecture is proposed to deal with information reorganisation
flexibly in an e-business environment. A frame-based knowledge representation
is Web-compatible. Moreover, it is powerful to describe more relationships other
than only “is-a” in most current work. With the presence of predicate calculus,
inference in these relationships with constraints are possible and easy to handle.

In this sense, our approach has two advantages. On one hand, it provides a
promising way to deal with ontology changes as service agents may join and leave
the system dynamically. On the other hand, the newly generated ontology can
serve as a repository for knowledge acquisition, which is time-effective without
consulting lower-level ontologies in a scenario.
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Abstract. A novel declarative approach of forgetting in answer set pro-
gramming (ASP) has been proposed recently. In this paper we report a
system prototype of forgetting in ASP, called LPForget. It consists of two
modules: (1) Forgetting: computing the result of forgetting about certain
literals in logic program under the answer set semantics; (2) CRS: ap-
plication of forgetting in resolving conflict (or preference recovery) in
multi-agent systems. The motivation for developing LPForget is to pro-
vide reasoning support for managing ontologies in rule-based ontology
language as well as using the system for studying theoretic properties of
forgetting.

Keywords: Nonmonotonic logic programming; answer sets; forgetting.

1 Introduction

Informally, some literals/concepts in a knowledge base may be redundant and can
be removed without affecting the reasoning of other literals. This is the intuition
behind the notion of variable forgetting or variable elimination. This technique
can be applied in query answering, planning, decision-making, reasoning about
actions, knowledge update and revision. The approach to forgetting in answer set
programming (ASP) [3,8] are among the first attempts to define a declarative no-
tion of forgetting in nonmonotonic reasoning and logic programming. Forgetting
in ASP naturally generalizes and captures the classical forgetting [7,5].

In this paper we report an implementation prototype of forgetting in ASP,
called LPForget. It consists of two modules: (1) Forgetting: the core of the system
is computing the result of forgetting about certain literals in logic program under
the answer set semantics; (2) CRS: application of forgetting in conflict resolving
(or preference recovery) in multi-agent systems.

The motivation for developing LPForget is to provide reasoning support for
managing ontologies in rule-based ontology languages as well as using the sys-
tem for studying theoretic properties of forgetting. Forgetting has an interest-
ing application in editing, merging, and aligning ontologies in the Semantic
Web. Consider a scenario in managing ontologies: Suppose we are compiling an
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ontology called “PetOwner”, in which some pet owners, pets and their relations
are specified. We searched the Web and found an ontology “Animal”. However,
this ontology is large. In particular, it contains a lot of animals that are not
considered as pets normally such as tigers and lions. Thus, it is not practical to
reason with or process the whole ontology. An interesting approach is to use the
technique of forgetting and thus eliminate those animals that we do not want
to keep from “Animal”. As a result, a (smaller) sub-ontology of “Animal” is
obtained, which keeps only the useful and desirable information in “Animal”.
Our approach is based on hex-programs whose external atoms are ontologies in
OWL (see [2] for details).

2 Forgetting in Answer Set Programming

In this section we briefly review some basics of answer set programming [4] and
semantic forgetting introduced in [3].

2.1 Answer Sets of Disjunctive Programs

A disjunctive program is a finite set of rules of the form

a1 ∨ · · · ∨ as ← b1, . . . , bm,not c1, . . . ,not cn, (1)

s, m,n ≥ 0, where a, b’s and c’s are classical literals in a propositional language.
A literal is a positive literal p or a negative literal ¬p for some atom p. An NAF-
literal is of the form not l where not is for the negation as failure and l is a
(ordinary) literal. For an atom p, p and ¬p are called complementary. For any
literal l, its complementary literal is denoted l̃. To guarantee the termination of
some program transformations, the body of a rule is a set of literals rather than
a multiset.

Given a rule r of form (1), head(r) = a1 ∨ · · · ∨ as and body(r) = body+(r) ∪
not body−(r) where body+(r) = {b1, . . . , bm}, body−(r) = {c1, . . . , cn}, and
not body−(r) = {not q | q ∈ body−(r)}.

A rule r of the form (1) is normal or non-disjunctive, if s ≤ 1; positive, if
n = 0; negative, if m = 0; constraint, if s = 0; fact, if m = 0 and n = 0, in
particular, a rule with s = n = m = 0 is the constant false.

A disjunctive program P is called normal program (resp. positive program,
negative program), if every rule in P is normal (resp. positive, negative).

An interpretation X is a set of literals that contains no pair of complementary
literals.

The answer set semantics. The reduct of P on X is defined as PX =
{head(r) ← body+(r) | r ∈ P, body−(r) ∩ X = ∅}. An interpretation X is an
answer set of P if X is a minimal model of PX (by treating each literal as a new
atom). AS(P ) denotes the collection of all answer sets of P . P is consistent if it
has at least one answer set.

Two disjunctive programs P and P ′ are equivalent, denoted P ≡ P ′, if
AS(P ) = AS(P ′).
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As usual, BP is the Herbrand base of logic program P , that is, the set of all
(ground) literals in P .

2.2 Semantic Forgetting

A set X ′ is an l-subset of another set X , denoted X ′ ⊆l X , if X ′ \ {l} ⊆ X \ {l}.
Similarly, a set X ′ is a strict l-subset of X , denoted X ′ ⊂l X , if X ′ \ {l} ⊂
X \ {l}. Two sets X and X ′ of literals are l-equivalent, denoted X ∼l X ′, if
(X \ X ′) ∪ (X ′ \ X) ⊆ {l}.

Definition 1. Let P be a consistent disjunctive program, let l be a literal in P
and let X be a set of literals.

1. For a collection S of sets of literals, X ∈ S is l-minimal if there is no X ′ ∈ S
such that X ′ ⊂l X. minl(S) denotes the collection of all l-minimal elements
in S.

2. An answer set X of disjunctive program P is an l-answer set if X is l-
minimal in AS(P ).

Having the notion of minimality about forgetting a literal, we are now in a
position to define the result of forgetting about a literal in a disjunctive program.

Definition 2. Let P be a consistent disjunctive program and l be a literal. A
disjunctive program P ′ is a result of forgetting about l in P , if P ′ represents
l-answer sets of P , i.e., the following conditions are satisfied:

1. BP ′ ⊆ BP \ {l} where BQ denotes the set of (classical) literals occurring in
Q.

2. For any set X ′ of literals with l /∈X ′, X ′ is an answer set of P ′ iff there is
an l-answer set X of P such that X ′ ∼l X.

Notice that the first condition implies that l does not appear in P ′. An important
difference of the notion of forgetting here from existing approaches to updating
and merging logic programs is that only l and possibly some other literals are
removed. In particular, no new symbol is introduced in P ′.

For a consistent extended program P and a literal l, some program P ′ as in
the above definition always exists. However, different such programs P ′ might
exist. It follows from the above definition that they are all equivalent under the
answer set semantics. Thus, we use forget(P, l) to denote a possible result of
forgetting about l in P .

For further discussions about forgetting in disjunctive logic programming, the
reader is referred to [3].

3 System Structure and Applying LPForget

LPForget has implemented two basic algorithms (Algorithm 1 and 2) for com-
puting the result of forgetting introduced in [3]. Two variants of these algorithms
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(Algorithm 3 and 4) [1] are also implemented in the system. Algorithm 3 is aimed
for efficient implementation for forgetting while Algorithm 4 is designed for deal-
ing with open-world reasoning tasks [1]. Besides these algorithms for computing
forgetting, LPForget contains an application of forgetting for conflict resolution
in the setting of multi-agents.

The system LPForget is implemented in Java and its structure is shown in the
above diagram. It currently works on MS Windows since the version of DLV we
adopted is of the Windows version. Obviously, the system can be easily adapted
to Linux or Unix. The system can be downloaded from: http://www.cit.gu.
edu.au/ kewen/LPForget/.

The main system can be executed by running the program LPForget.jar. Then
one can choose to use the core module Forgetting or the application CRS. If
the module Forgetting is chosen, then the users will be prompted to enter a
disjunctive program, the literal to be forgotten, and the choice of algorithms.
The result of forgetting can be obtained by clicking on the button ”Compute”.
Notice that different algorithms may output syntactically different results of
forgetting. However, the results are semantically equivalent.

The syntax of the input logic programs of the system coincides with that of
DLV [6], as shown by the following example program P :

red : − pool ,not blue.
blue : − pool ,not red .
pool : − not tennisCourt .

This program represents some resident’s requirements for a proposal of build-
ing a swimming pool and/or tennis court in a community complex: (1) if a
swimming pool is built, then its colour can be either red or blue; (2) if a tennis
court is not built, then a swimming pool should be built.

Fig. 1. System Structure of Forgetting
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Some other residents may also have their requirements on the building pro-
posal. Due to preferences conflict between different residents, the resident may
have to give up some of his preferences and, for instance, say “it does not
matter for me if the swimming pool is blue or not”. Then we can “forget”
about the colour “blue” from the above program and then get a new program
forget(P, blue) = {pool : −.}, which means that only a swimming pool is built.

More examples can be found in the system website (Examples folder).

Acknowledgments. The authors would like to thank Rodney Topor for his help-
ful comments and contribution to this paper. This work was partially supported
by the Australia Research Council (ARC) Discovery Projects 0666107, 0666540,
the Austrian Science Funds (FWF) projects 17212, 18019, the European Commis-
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Abstract. Though many studies emphasized on the characteristics of numerals 
classifiers and the construction of database, or ontology of classifiers, few 
studies attempted to formalize them. This paper briefly presents preprocessing 
for the extraction of ontological relations from language resources, and 
formalizing those extracted relations with OWL DL. Then the overall result of 
building Korean numeral classifier ontology is illustrated.  

1   Introduction 

Developed and refined numeral classifiers are found in the languages of Asia, Central 
America, and South America. Chinese, Japanese and Korean can be more 
appropriately called ‘classifier languages’ than others, such as English or French [1, 5]. 
Numeral classifiers are more grammatically restricted than nominal classifiers, co-
occurring next to numerals and quantifying only specific referents. The Korean 
classifiers are one of the most difficult atom words to handle in machine translation 
(MT), the fact reflected in the low accuracy of its translation into English or French, 
each of which lacks a classifier system [13]. Thus, classifier ontology and its 
applicability are highly required as language resources for MT and NLP, but relevant 
research is still insufficient. This study focuses on the building of Korean classifier 
ontology together with its formalization.  

The present paper is structured as follows. In Section 2, we examine related studies 
on the characteristics of classifiers, including Korean classifiers, in more detail. In 
Section 3, preprocessing for extraction of semantic relations and the formalization of 
ontological relations with OWL are illustrated, and then the result will be discussed. 
Conclusions and future work follow in Section 4. 

2   Related Studies 

Related previous work has concentrated on (1) typological surveys and classification 
of classifiers [1]; (2) description of classifiers according to their meaning [5]; (3) 
semantic analysis for various classifiers [7]. However, only a few semantic features 
such as [±living], [±animacy], [±human], [±shape], [±function] were used for 
categorization, and thus event classifiers or generic classifiers were not included.  
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[3, 4] proposed a method for the generation of Korean and Japanese numeral 
classifiers using semantic categories from a thesaurus and dictionaries. However, the 
studies dealt with the limited number of Japanese and Korean classifiers and did not 
attempted to formalize the semantic relations. [13] built a database containing 952 
Korean numeral classifiers; however, more than 500 classifiers fell into dummy 
categories without any semantic criteria, and neither the correlation of classifiers nor 
the salient semantic properties of co-occurring nouns were sufficiently described; 
thus, the relations between classifiers and co-occurring nouns were not constructed. 

3   Formalization of Korean Classifiers 

For building Korean classifier ontology (KCLOnto), Standard Korean Dictionary, the 
list of high-frequency Korean classifiers, large-scale corpora composed up of 
7,778,848 words and 450,000 examples containing target classifiers and their co-
occurring words, and WordNet and KorLex1 are used as language resources. 

3.1   Preprocessing for Building Korean Classifier Ontology 

Since most available resources are not structured as natural language texts, natural 
language processing is prerequisite to efficiently and accurately extracting semantic 
relations from semi-structured dictionaries or raw corpus [2]. For example, a 
classifier, ‘doe’ and its semantic relations are generated from the dictionary definition 
as shown in Figure 12. 

 

Fig. 1. Processing for Extracting Ontological Relations of a Classifier ‘doe’ 

3.2   Formalizing Ontological Relations 

Based on the semantic relations extracted from language resources and the semantic 
analysis, major categories of Korean classifiers are suggested as in Table 1[10]. 
                                                           
1 KorLex is a Korean wordnet based on WordNet2.0 [10] and it covers nouns, verbs, 

adjectives and adverbs. KorLex Noun1.5 including 58,656 synsets was used in this study. 
2 The detailed description on the semi-automatic extraction of ontological relations from 

language resources is presented in [11]. 
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Table 1. Main Categories of Korean Classifiers 

Types Description Examples 
Mensural-
CL 

measuring the amount of some entity doe (CL of measuring volume 
of grain, powder) 

Sortal-CL classifying the kinds of quantified noun-referents songi (CL of counting flowers) 
Generic-CL restricting quantified nouns to generic kinds  gae (CL of counting entities) 
Event-CL quantifying abstract events bal (CL of counting shots) 

The various semantic aspects of a classifier instance should be machine-
interpretable. For that, we implemented this ontology in Protégé 
(http://protege.standford.edu) with OWL DL, which supports sufficient semantics 
using classes, instances, properties, and restrictions for semantic web. Ontological 
relations implemented in KCLOnto are categorized into four main sections: (1) the 
relation between a classifier and its lexical information, (2) the relation between 
synsets, (3) the relation between classifiers and nouns or adjectives, and (4) the 
relation between Korean classifiers and English units of measure or containers in 
WordNet nouns. For example, the ontological relations of doe are paraphrased as 
OWL, as shown in Figure 2.  

 

Fig. 2. Ontological Relations of a Classifier ‘doe’ and Its OWL Representation 

While formalizing and constructing lexical information and various semantic 
relations, the ‘Is-A’ relation in the ontology (which is ‘subclassOf’) as well as the 
linguistic ‘Is-A’ relation (which is ‘ishypernymOf’) are required to be distinguished, 
because ‘WordNet synsetoffset (WNSynsetOffset), KorLexSynsetOffset 
(KLSynsetOffset), and Standard Korean Dictionary ID (StdIdx)’ are not hyponyms of 
‘ID’ but subclasses of ‘ID’. Thus, both ‘isHypernymOf’ and ‘subclassOf’ relations are 
generated to represent the linguistic ‘Is-A’ relations in KCLOnto.  

Relations between a classifier and the noun that the classifier refers to and 
quantifies vary according to the kind of numeric attribute that is measured by the 
classifier: ‘measureVolumeOf’, ‘measureWeightOf’, ‘measureLengthOf’, ‘count 
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BundleOf’, ‘countNumberOf’, and others. All of these properties are bound under 
their super-properties such as ‘quantifyOf’ and ‘quantifyClassOf’. If a classifier 
quantifies a specific noun (a synset having no ‘isHypernymOf’ relation), that 
classifier has a ‘quantifyOf’ relation with the noun, and if it quantifies a semantic 
class of nouns (a synset having a ‘isHypernymOf’ relation), it has a ‘quantifyClassOf’ 
relation with the noun class.  

3.3   Results and Discussion 

In total, 1,138 numeral classifiers were collected, and their taxonomy was constructed 
according to the ‘Is-A’ relations extracted from the dictionary, and a semantic-feature 
analysis by linguists. The size of the ontology is applicable to NLP applications, 
considering the size of classifier inventories created in a previous study.  

We found that the sense granularity of noun classes quantified by classifiers differs 
depending on the types of the classifiers. For instance, mensural-CL and generic-CL 
can quantify a wide range of noun classes. By contrast, each sortal-CL and event-CL 
can combine only with a few specific noun classes. The selectional preferences 
between nouns and classifiers are represented by ‘quantifyOf’ and ‘quantifyClassOf’ 
relations. Table 2 shows the size of the classifiers and their representative ontological 
relations constructed in KCLOnto.  

Table 2. Results of Korean Classifier Ontology 

Types Size  Relations Size  Relations Size 
Mensural 772  isHypernymOf 1,350  hasDomain 696 
Sortal 270  isHolonymOf 258  hasOrigin 657 
Generic 7  isSynonymOf 142  hasStdIdx 442 
Event 89  quantifyOf 2,973  isEquivalntToKL 696 
Total 1,138  quantifyClassOf 287  isEquivalntToWN 734 

All the procedures were performed semi-automatically for the improvement of 
efficiency and consistency. Compared with the previous studies noted in Section 2, 
this result shows that the comprehensive approach for building a Korean classifier 
ontology based on refined semantic analysis. With the formalization of various 
ontological relations of classifiers described in OWL, more accurate and wide 
application to NLP is expected. In addition, the constructed linkages to WordNet 
guarantee easier and prompter connections to ontologies in other languages, and can 
be applied to MT as fundamental multilingual resources. 

4   Conclusions and Further Studies 

As explained in this paper, the ontological relations of Korean numeral classifiers 
were extracted from natural language texts, and those various relations were 
formalized with OWL, which supports strong expressiveness in knowledge 
representation and expandability and linkage to other ontologies. The results show 
that the constructed ontology is sufficiently large to be applied to practical MT 
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applications. As future work, for the purpose of evaluating the applicability of the 
suggested Korean classifier ontology, we will study and implement the sub-module 
for automatic matching nouns and numeral classifiers depending on their selectional 
preferences. In addition, based on the syntactic patterns and semantic features of the 
combination of nouns, numerals, and numeral classifiers in Korean texts, and their 
corresponding combination of numerals and nouns in English texts, we will apply 
KCLOnto to English-Korean machine translations system. 
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Abstract. Ontologies are usually considered as static data structures
representing conceptual knowledge of humans. For certain types of ap-
plications it would be desirable to develop an algorithmic adaptation
process that allows dynamic modifications of the ontology in the case
new information is available. Dynamic updates can generate conflicts
between old and new information resulting in inconsistencies. We pro-
pose an algorithm that can model the adaptation processes for conflicting
and non-conflicting updates defined on ALE-TBoxes.

1 Introduction

In artificial intelligence, there is an increasing interest in examining ontologies
for a variety of applications in knowledge-based systems. A subsumption rela-
tion defined on concepts together with additional (optional) relations is usually
considered as the core of every ontology. Several formalisms were proposed to
represent ontologies. Probably the currently most important markup language
for ontology design is the web ontology language1 (OWL) in its three different
versions: OWL light, OWL DL, and OWL full. Besides the markup specifications
of representation languages, a related branch of research is concerned with logical
characterizations of ontology representation formalisms using certain subsystems
of predicate logic, so-called Description Logics (DL) [3]. It is well-known that
OWL standards can be characterized by description logics.

The acquisition of ontological knowledge is one of the most important steps
in order to develop new and intelligent web applications [4]. Because hand-coded
ontologies of a certain size are usually tedious, expensive, and time-consuming
to develop, there is the need for a (semi-)automatic extraction of ontological
knowledge from given data. Furthermore rapid changes concerning the informa-
tion theoretic background and the dramatic increase of available information
motivates (semi-)automatic and consistent adaptation processes changing ex-
isting ontologies, if new data requires a modification. The aim of the present
paper is to develop a theory of adapting terminological knowledge by extend-
ing the terminology with additional concepts and relations for conflicting and
non-conflicting updates.
1 See the documentation at http://www.w3.org/TR/owl-features/
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2 Related Work

There is a variety of logical approaches in order to model inconsistencies. Exam-
ples are default logic, paraconsistent logic, or many-valued logic. Similarly several
ontology extension mechanisms on the basis of classical description logics were
proposed. This is quite often realized by the introduction of new construction
methods like planning systems [2] or belief-revision processes [8]. The disadvan-
tage is that standard DL-reasoners cannot be used easily for these extensions.
Another tradition tries to model inconsistencies without extending the underly-
ing DL: For example, in [9] a witness concept is demonstrating an occurring in-
consistency, in order to characterize non-conservative extensions. Unfortunately
this does not solve the problem, but just shows where the problem is. Another
example of approaches not extending DL is based on learning techniques. Induc-
tive logic programming is used in [7], where a new definition for a problematic
concept is generated on the basis of positive examples. In this case as well as in
cases where statistical learning techniques are used [6], information is lost due
to the fact that the original definition is fully ignored.

We propose a solution in which the ontology remains formalized in DL and new
information is adapted to the terminological knowledge automatically keeping
the changes as minimal as possible.

3 Description Logics

DL provide a logical basis for representing ontologies [3]. In this paper, we con-
sider mainly ALE and subsidiary ALC, two relatively weak DLs.

A TBox2 (terminological box) is a finite set of axioms of the form C ≡ D
(equalities) or C � D (inclusions) where C,D (called concept descriptions) are
specified as follows in the ALE-DL (A stands for atomic concept, R stands for
role name): C → # | ⊥ |A |¬A | ∀R.C | ∃R.C | C1 � C2. ALC-DL additionally
introduces the concept descriptions ¬C and C1 	 C2.

Concept descriptions are interpreted model-theoretically (see [3] for details).
An interpretation I is called a model of a TBox T iff for all C � D ∈ T : CI ⊆ DI

and for all C ≡ D ∈ T : CI = DI . D subsumes C towards T (T |= C � D) iff
CI ⊆ DI for every model I of T . C is satisfiable towards T if there is a model
I of T such that CI is nonempty; otherwise C is unsatisfiable and T |= C � ⊥.
Subsumption algorithms (see [3]) are implemented in several reasoning systems3.

The symbol =̇ denotes the syntactical equality of concept descriptions. Atomic
concepts occurring on the left side of an equality are called defined. The set
ax(T ) collects axiomatized concepts occurring on the left side of an axiom in
T . Unfolding an acyclic T or a concept description towards T consists in a
syntactical replacement of the defined concepts by their definitions. In order to
make T unfoldable all inclusions must be replaced with equalities as follows:
C � D → C ≡ D�C∗. A TBox T is inconsistent iff ∃A ∈ ax(T ) : T |= A � ⊥.
2 We restrict out attention to the TBox leaving the ABox for further investigations.
3 Some DL reasoners are listed at www.cs.man.ac.uk/∼sattler/reasoners.html
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4 Automatic Adaptation to the New Axiom: Solutions

Informally, the adaptation of a TBox T to a new axiom for a concept X is
a minimal modification of T such that X becomes satisfiable towards T . By
modification we mean the sequence of adding and deleting axioms in T . Since
the notion of minimal modification in general is rather vague, we suggest a
constructive definition of the adaptation procedure introduced in Sec. 5.

A conflict between a new axiom X � Y and the original TBox T occurs if
there exist a concept C ∈ ax(T ) such that T |= Y � C and definition D of C
conflicts with Y : T |= D � Y � ⊥. The example below illustrates the modifica-
tions that can be performed to achieve a consistent TBox.

TBox: {Vehicle � ∀Energy.Fuel� Moves, Car � Vehicle� ∃Driver.#}
New information: ElectroCar � Vehicle� ∃Energy.¬Fuel
Adapted TBox: {Vehicle � Moves, FuelVehicle� Vehicle� ∀Energy.Fuel,

ElectroCar � Vehicle� ∃Energy.¬Fuel, Car� FuelVehicle� ∃Driver.#}

In this example, ∃Energy.¬Fuel in the definition of ElectroCar conflicts with
∀Energy.Fuel subsuming Vehicle while Vehicle subsumes ElectroCar. In the
adapted TBox the conflicting information is deleted from the definition of
Vehicle and moved to the definition of the new concept FuelVehicle which
is supposed to capture the original meaning of Vehicle. Vehicle needs to be
replaced with FuelVehicle in all axioms of the TBox except for the definition of
ElectroCar. Although we assume that the new axiom has higher priority than
the original TBox, we want to keep in the definition of Vehicle as much informa-
tion not conflicting with the definition ElectroCar as possible. The conflicting
information is moved to the definition of the new concept FuelVehicle.

The presented approach works for an ALE-TBox. Disjunction may provide
a problem even on the common sense level. If an axiom X � Y conflicts with
a disjunctive definition D of a concept in T , then there are two possibilities to
make T ∪{X � Y } consistent: to add X as a new disjunct to D or to adapt one
or more disjuncts in D to Y . It seems to be impossible to find a general solution
for this adaptation in logics with disjunction, but the information about the
conflicts may give hints to the engineer of how to modify the original TBox.

5 Adaptation Algorithm for ALE TBoxes

We propose a procedure adapting an ALE-TBox T to a new axiom. For the sake
of simplicity, assume that the set of role names contains only one name R. For a
concept description C in prenex conjunctive normal form the ALE-normal form
(compare [1]) ALE-NF is the conjunction of the following concepts:

– Atomic and negated atomic concepts on the top-level4 of C (the set prim)
– Value restriction ∀R.valR(C), where valR(C) := C1 � ... � Cn if

∀i ∈ {1, ...,n} : ∀R.Ci occurs on the top-level of C; otherwise valR(C) := #;
4 The concepts occurring on the top-level of the concept description C are the concepts

not embedded in any relational restriction in C.
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– Existential restrictions of the top-level of C;
exrR(C) := {C′ | there exists ∃R.C′ on the top-level of C}.

Definition 1. The pair C = 〈Cc, Cn〉 is called conflict between the ALE-concept
descriptions C1 and C2, if Cc and Cn are specified as follows
If ∃i, j ∈ {1, 2} : Ci ≡ # and Cj �=i �≡ ⊥ then Cc = {}, Cn = {C1};
else if ∃i, j ∈ {1, 2} : Ci ≡ ⊥ and Cj �=i �≡ ⊥ then Cc = {C1}, Cn = {};
else if C1 ≡ C2 ≡ ⊥ then Cc = {}, Cn = {⊥}; else
1. Cc = {C ∈ prim(C1) | ∃C′ : C′=̇C ∧ ¬C′ ∈ prim(C2)} ∪

{∀R.X | D=̇valR(C2) � �Di∈exrR(C2)Di ∧
C(valR(C1), D) = 〈S1, S2〉 ∧ S1 �= ∅ ∧X=̇�cci∈S1cci} ∪
{∃R.X | ∃D∈exrR(C1) :C(D, valR(C2))=〈S1, S2〉∧S1 �= ∅∧X=̇�cci∈S1cci}

2. Cn = {C ∈ prim(C1) | C �∈ Cc}∪{∀R.Y | D=̇valR(C2)� �Di∈exrR(C2)Di∧
C(valR(C1), D) = 〈S1, S2〉 ∧ S2 �= ∅ ∧ Y =̇�cni∈S2cni} ∪
{∃R.Y | ∃D ∈ exrR(C1) : C(D, valR(C2)) = 〈S1, S2〉 ∧
((S2 �= ∅ ∧ Y =̇�cci∈S2cci) ∨ Y =̇#))}

The conflict in Def. 1 is a tuple of two sets. The conflicting set Cc collects the con-
cept descriptions subsuming C1 which conflict with C2. The non-contradicting
set Cn collects all the other concept descriptions explicitly subsuming C1.

Algorithm Adapt for adaptation of a TBox to an axiom

Input: an ALE-TBox T , an ALE-axiom X � Y

Output: adapted TBox AdaptX�Y (T ) = T ′

T ′ := T ∪ {X � Y }
OC := 〈C1, ..., Cn〉: ∀i, j ∈ {1, ..., n} : Ci ∈ prim(Y ) and (i < j → T �|= Ci � Cj)

i := 0

FOR i < n

i := i + 1; C := Ci: Ci ∈ OC

IF C ∈ ax(T ′) THEN

Y =̇C � Y ′, C � D ∈ T ′

IF unfoldedT ′ D and unfoldedT ′ Y ′ are ALE-concept descriptions THEN

C(unfoldedT ′ D in ALE-NF, unfoldedT ′ Y ′ in ALE-NF ) = 〈Cc, Cn〉
IF Cc �= ∅ THEN

T ′ := (T ′ \ ({C � D} ∪ {Z � C � Z′ ∈ T ′})) ∪
{C � CN | CN=̇�cni∈Cncni ∧ T ′ �|= C � CN} ∪
{C′ � C � CC | CC=̇ �cci∈Cccci} ∪ {Z � C′ � Z′ | Z � C � Z′ ∈ T ′}

END FOR

Algorithm Adapt defines an adaptation of a TBox T to a new axiom X � Y such
that X becomes satisfiable towards T . For the sake of simplicity we imply that
X has not been axiomatized in T before, but it is easy to develop a more general
procedure. For every axiomatized concept C occurring on the top-level of Y the
conflict is computed for the rest of Y and the definition D of C. The conflicting
concepts occurring on the top-level of D are deleted from the definition of C and
moved to the definition of the new concept C′ which is declared to be subsumed
by C and subsume all subconcepts of C.
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6 Conclusion and Future Work

We presented an approach for dynamically updating ontologies. The overall mo-
tivation is to provide a theoretical and algorithmic basis for a framework that
allows to update ontological knowledge automatically handling the possible con-
flicts between the original ontology and the new incoming information. The main
contribution of this paper is the algorithm Adapt adapting an ALE-TBox to a
new axiom and the notion of conflict (Def. 1).

We were mainly concerned with ALE-DL, but the given approach can eas-
ily be extended to treat more expressive DLs. As sketched in Sec. 4 disjunctive
definitions cannot be adapted fully automatically. Developing the prototype im-
plementation of the Adapt algorithm and testing it on real data we suppose to
find a solution for semi-automatic updates in the DL-logics allowing disjunction.
There are two important theoretical issues we plan to examine. We will charac-
terize the complexity of Adapt and the changes in the model theoretic semantics
of an adapted ontology.
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MO 386/3-4 of the German Research Foundation (DFG).
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Abstract. In this paper, we present an approach for the elicitation of
bipolar preferences based on NL expressions and show how bipolarity
can be used within an advanced question answering system, namely, the
WEBCOOP system.

1 Introduction

It is known that preferences are crucial in decision making. Preferences are nat-
urally bipolar. In fact, a user may express positive preferences or wishes, that
indicate what he is looking for, what he considers as more or less satisfactory.
On the other hand, he may also express negative preferences, or rejections, rep-
resenting what he refuses, what he considers as more or less unacceptable. The
distinction between positive and negative preferences is supported by cognitive
psychology studies showing that this distinction makes sense, and the two types
of preferences are processed separately in the brain, and are felt as different di-
mensions by people [4]. Bipolarity has been widely investigated in AI: preference
and knowledge representations [3], decision theory [5], multi-agent systems [1],
etc. However all these areas are based on a strong assumption: negative pref-
erences and positive preferences are distinguished and provided. This is because
preference elicitation is in general a serious bottleneck in AI and especially in
the case of bipolar preferences since the borders between what is satisfactory
and what is acceptable are not always clear.

Our aim in this paper is to integrate bipolar preferences in preference-based
applications namely question answering systems (QAS for short). For that pur-
pose, we present, in section 2, an approach for the elicitation of qualitative bipo-
lar preferences form natural language (NL) expressions based on the analysis of
specific linguistic markers, namely adverbs. We propose a general classification
of preferences based on expression modalities called the illocutory force, that
allow for the identification of positive preferences (wishes) and negative prefer-
ences (rejections) in an intuitive way. We then show, in section 3, how bipolarity
can be used in an extented version of the WEBCOOP system [2], an advanced
question answering system without dialogue and user model which goes beyond
the extraction of paragraphs answering directly the question.
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2 Bipolar Preferences

When both positive preferences and negative preferences are provided, they are
called bipolar preferences. In this framework, we distinguish : (1) positive pref-
erences, or wishes, that describe what is really satisfactory for the user. They
delimit the set of satisfactory answers, denoted SA and, (2) negative preferences,
or rejections, that describe what is excluded by the user. They delimit the set
of acceptable answers, denoted AA. Let us consider the following query: ”a hotel
in Paris, not in the 18th district and preferably in the 10th district”. In this
query, we distinguish (1) the focus: hotel, (2) the set SA of satisfactory answers:
”hotels in the 10th district”, (3) the set AA of acceptable answers: ”hotels in
Paris but not in the 18th district” and lastly, (4) the set of neutral answers:
NA = answers− (SA ∪ AA). For e.g. ”hotels in Paris in the 8th district”, since
they are neither wished nor rejected. Bipolar preferences are meaningful only if
the set of neutral answers NA is not empty otherwise positive preferences and
negative preferences are dual.

2.1 Elicitation of Bipolar Preferences from NL Expressions

Bipolar preferences are expressed in a sentence by means of adverbs that reflect
the illocutory force of the modified word, such as: seulement (only), absolument
(absolutely), possiblement (possibly), etc. The semantic interpretation of an ad-
verb generally depends on the semantic category that it belong to. The following
table describes how different categories of adverbs can identify the nature of a
given preference i.e a wish or a rejection. The given classification is for French
adverbs [6], since our application is dedicated to NL French queries.

Fig. 1. Nature of preferences according to adverbs semantic categories

For example, the affirmation adverbs, denoted AFFIR, such as: absolument
(absolutely), certainement (certainly), etc., induce rejections which correspond
by complementation to integrity constraints (IC) that should be fulfilled. The
adverbs of doubt, denoted DOUBT, such as preferably, possibly, etc. induces
wishes which have to be satisfied as far as possible. We distinguish two subcate-
gories here: POSS (possibly) and PREF (preferably). Adverbs of degree induce
intensity and make preferences strong (very, really) or weak (few, enough). In-
tensity adverbs (denoted STRONG and WEAK))can be applied only to the
operators WITHOUT and DOUBT, while negation adverbs can be applied to
all the categories. It is worth noticing that negation does not necessarily imply
rejections. For e.g. in the question: ”I want a chalet absolutely not in Corsica”,
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”Corsica” is an imperative rejection and the preference ”not in Corsica” be-
comes a constraint, whereas in the question ”I want a chalet not in Corsica if
possible”, the rejection ”not in Corsica” is attenuated by the modality DOUBT.
It is then considered as a wish.

More formally, a user’s preference UP is represented under the form:

MODALITY (INTENSITY (P )), where, P is a first order formula,
MODALITY ∈ {WITHOUT , AFF IR, DOUBT} and
INTENSITY ∈ {WITHOUT , STRONG,WEAK}, such that:
– If MODALITY ∈ {WITHOUT , AFF IR} then UP is a constraint.
– If MODALITY = DOUBT then UP is a wish.

Indeed, it is the modality that determines whether a preference is a constraint
or a wish. For the sake of simplicity, the expressionMODALITY (WITHOUT (P ))
is written MODALITY (P ). Now we need to order expression modalities. Let
5 be an order on user’s preferences. Then:

– ∀ INTENSITY ∈ {WITHOUT , STRONG, WEAK},
AFF IR(INTENSITY (P )) 5 WITHOUT (INTENSITY (P )) and
PREF (INTENSITY (P )) 5 POSS(INTENSITY (P )).
– ∀ MODALITY ∈ {WITHOUT , AFF IR, DOUBT },
MODALITY (STRONG(P )) 5 MODALITY (WITHOUT (P )) and,
MODALITY (WITHOUT (P )) 5 MODALITY (WEAK(P )).

3 Bipolar Preferences in Advanced QAS

Our general framework is the WEBCOOP system [2]. WEBCOOP is a logic
based question answering system (in the tourism domain – transportation and
accommodations) that integrates knowledge representation and advanced rea-
soning procedures (query relaxation, intensional responses, detection of false
presuppositions and miconceptions) to generate cooperative responses to french
NL queries on the web. Like the majority of current QA systems, WEBCOOP
answers factöıd questions, where the focus is an entity that should satisfies posi-
tive preferences having the same priorities. Our aim is to extend the WEBCOOP
system to bipolar questions. Ideally, answers should satisfy all the wishes and
falsify all the rejections. However this is not so systematic and relaxation proce-
dures are then used to relax the wish and/or the rejection at the origin of the
query failure.

Bipolar questions are represented in WEBCOOP as follows. Constraints and
wishes are respectively represented by two sets of the form:

C = {αi(λi(ci)) : i = 1, · · · , n}, and W = {βj(λj(wj)) : j = 1, · · · , m},

where ci (resp. wj) are first order logic formulas, αi ∈ {W IT HOUT, AF F IR}, βi ∈

{POSS, P REF } andλi ∈{WIT HOUT, WEAK, ST RONG}. In addition, αi(λi(ci))5αi′ (λ′i(ci′))
(resp. βj(λj(wj)) 5 βj′(λ′j(wj′ ))) iff:
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– αi 5 αi′ , or αi = αi′ and λi 5λi′ , or
– αi = αi′ and λi = λi′ , i.e the two constraints ci and c′i have the same priority,
then ci is prioritized over c′i′ iff i < i′. That is, the first preference stated by the
user in his question is the most important.

In the following, C∗ (resp. W∗) denotes the set of formulas of C (resp. W)
obtained after ignoring modality operators. The semantic representation of a
bipolar question in WEBCOOP is a triple of the form Q = (Focus, C, W),
where Focus is a formula representing the expected answer type. Evaluating the
question consists in finding answers which satisfy all the formulas appearing in
the body of the query namely Focus ∧ C∗ ∧ W∗, with the knowledge model of
WEBCOOP. During the evaluation process, an answer should satisfy the wishes
and not violate any constraint. In order to determine the reason of the query
failure, the sets of acceptable answers and satisfactory answers are computed
separately. Let AA be the set of acceptable answers and SA be the set of satis-
factory answers associated to Focus∧C∗ and Focus∧W∗ respectively. The aim
of evaluation process is to compute the set of direct answers, denoted DA, s.t.
DA = AA ∩ SA. However this set may be empty. In the case of bipolar queries,
a false presupposition is identified when:

- Case 1: the wishes cannot be satisfied together i.e. SA = ∅ and AA �= ∅.
- Case 2: constraints are violated i.e. SA �= ∅ and AA = ∅.
- Case 3: no satisfactory answers and no acceptable answers i.e. AA = ∅ and
SA = ∅.
- Case 4: satisfied wishes and not violated constraints but satisfactory answers
and acceptable answers do not overlap i.e. AA �= ∅ and SA �= ∅ but AA ∩SA = ∅.
When the reasons of the question failure are identified, the system has to find
alternative answers. This implies to relax the appropriate wish and/or constraint
in order to guarantee the satisfaction of the query.

3.1 Relaxation of Bipolar Questions in WEBCOOP

The relaxation mechanisms of WEBCOOP proceed gradually on each of the
sub-queries responsible of the failure. They are modeled as a rewriting system,
managed by a supervisor which consists in an iterative process running till a
flexible solution is found that leads to a non-empty and coherent solution. The
relaxation procedure returns the most immediate relaxations once the original
query is exhausted. In the following we extend the relaxation mechanism of
WEBCOOP to bipolar questions. These relaxations are based on the different
ways to express preferences en NL. We show that the choice of a particular level
of relaxation does not only depend on the nature of the query failure (namely,
a wish or a constraint) but also on their associated enunciative operators.

A user preference UP in WEBCOOP, represented by MODALIT Y (INTENSITY (P )),
may be: (a) a geographical localization i.e a constant. The relaxation process con-
sists in retrieving the nearest localization that satisfies the query. (b) a spatial
preference, introduced by a localization preposition. The relaxation is based on
the semantic interpretations of prepositions [2] and allows to replace the failed
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preference by another preposition that takes into account a larger (down) or a
narrower (up) area. (c) qualitative adjectives (expensive, quite, etc.). In that case,
adjectives are associated to values scale in our knowledge base (e.g. not expen-
sive, not really expensive, moderately expensive, expensive) and the relaxation
process consists in moving one step up or one step down in this scale.

The relaxation process depends on both modality and intensity expressions.
Modalities guide the relaxation level whereas the intensity guides the sense of
the relaxation i.e. going up or down. We define the relaxation process as shown
in the table below.

Fig. 2. Relaxation strategies of bipolar preferences

For example, the wishes introduced by the operator PREF are relaxed in case
of failure. If there is no intensity then we authorize an additional relaxation level
compared to the modality WITHOUT, namely a ”down” second relaxation level.
For example, in the query, a hotel in Paris (preferably in the 14th district)1. The
wish (1) can have two levels relaxation down:

–level 1: hotels in Paris near the 14th district.
–level 2: hotels in Paris not far from the 14th district. Moving from level i to
level i+1 is allowed only when the set of answers obtained at the level i is empty.
In this example, the geographic distance determines the depth of each relaxation
level.

3.2 Relaxation Procedures of Bipolar Questions

Due to lake of space, we present in this section only the relaxation procedure
associated to the case 1 introduced in section 3 where wishes cannot be satisfied
independently of constraints. In this case, we have SA = ∅ while AA �= ∅. At
first sight we may relax wishes responsible of failure until SA �= ∅. However this
way is not efficient since we may have D = AA ∩ SA = ∅ even if AA �= ∅ and
SA �= ∅. Indeed we should consider C when looking for the wish responsible of the
failure. For the sake of simplicity we suppose that there is only one wish that is
responsibe of the failure and the relaxation of that wish is sufficient to get a non-
empty set of answers. This is formalized as follows. Suppose that the wish wj is
responsible of the failure. Then A(F ∧C∗∧w1 ∧· · ·∧wj−1 ∧wj+1 ∧· · ·∧wm) �= ∅
while A(F ∧ C∗ ∧ w1 ∧ · · · ∧ wj−1 ∧ wj ∧ wj+1 ∧ · · · ∧ wm) �= ∅. The relaxation
of wj in W∗ gives a new set of wishes W ′∗ = {w1, · · · ,wj−1,w

′
j ,wj+1, · · · ,wn},

where w′
j is the result of relaxing βj(λj(wj)). Following our hypotehsis we have

A(Focus ∧ C∗ ∧ W ′∗) �= ∅.
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4 Conclusion

We present in this paper an approach for the elicitation of qualitative bipolar
preferences based on NL expressions, namely adverbs. We then show how this
representation is used within WEBCOOP, a cooperative QAS. This work has
several future directions among which we plan to evaluate the linguistic and the
cognitive adequacy of the relaxed responses w.r.t end users using psycholinguis-
tics protocols as well as to study the interaction between bipolarity and fuzzy
representation of knowledge.
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Abstract. Traditional data manipulation models such as Bagging and
Boosting select training cases from throughout the problem space to
generate diversity and improve performance. A new data manipulation
model is proposed that dynamically assigns specialists to train on difficult
clusters of training data. The model allows the expertise of specialists to
overlap for difficult regions of the problem. It has been coupled with a
dynamic combination model to exploit the diversity of specialist mem-
bers. The model has been applied to an environmental problem and has
demonstrated that dynamic modelling can enhance both the diversity of
members and the accuracy of the ensemble.

Keywords: Ensemble, Data Manipulation, Clustering.

1 Introduction

An ensemble is a set of members whose estimates are combined in some way to
effectively estimate unseen cases. The two most important characteristics of an
ensemble are accuracy and diversity. If there is no disagreement between each of
the ensemble members, the combined performance will be the same as any single
member. Members that are too diverse may also become inaccurate, which can
lead to poor ensemble accuracy. The need for a balance between diverse and
accurate members to produce the optimal ensemble has been demonstrated [1].

Clustering models have been used in both unsupervised and supervised learn-
ing. The k-means clustering [2] approach is one such model that breaks up a set
of data into smaller groups based on similar features. Another popular model
that clusters data is the k-Nearest Neighbour [3]. This has been applied in vari-
ous studies to label previously unseen cases according to its knowledge of similar
training data. These models have been able to group cases with similar charac-
teristics to reach a particular outcome.

Clustering has the potential of generating specialist members that are trained
on a group of similar training patterns to both improve local performance and
generate additional diversity. This paper presents a model that searches the
problem space for difficult regions. Specialists are then trained on cases from
these regions which can overlap with others to improve local performance in
difficult areas.
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2 Data Manipulation Research

Traditional data manipulation methods used to generate member diversity are
Bagging [4] and Boosting [5]. Bagging randomly samples cases from a training
set to encourage ensemble members to learn the entire problem in a different way.
Boosting applies a weight to each case according to the last ensemble member’s
errors. Even though the average of each of the member estimates can reduce
generalisation error, the ensemble’s performance could be increased by improving
local performance by specialisation.

The Mixture of Experts is an approach that divides a complex problem into
smaller sub-problems [6]. Strict boundaries are assigned to each specialist for train-
ing and evaluation. Each ensemble member effectively becomes a specialist in a
local region of the problem. As unseen cases are presented for evaluation, the mem-
ber responsible for the case’s local space is used to represent the ensemble estimate.
Unfortunately, if a specialist is unable to effectively represent parts of its space, it
may be difficult to allow the contribution of other appropriate specialists.

A novel data manipulation technique is proposed that dynamically generates
data sets from difficult regions in the problem space. These sets are then used
to train specialist members for the ensemble.

3 Dynamic Clustering

The Dynamic Clustering model is composed of one generalist and a set of special-
ists. The generalist member is trained on the whole training set. The specialists
are trained on clusters of difficult training cases in the problem space. The two
major features of Dynamic Clustering are cluster evaluation and cluster selection.

3.1 Cluster Evaluation

Dynamic Clustering identifies difficult regions by evaluating clusters of training
cases for accuracy. To find the most appropriate cluster in the problem space for
specialist training, n randomly selected cases are drawn from the training set,
where n is the number of clusters to evaluate during each iteration. For each of
these n cases, the nearest c training cases are evaluated for local accuracy, where
c is the cluster size.

The Hamming distance is a method that has traditionally been used to de-
termine the distance between cases, but it considers each of the inputs as being
equal in contribution to distance. Instead of using this measure, the formula in
Equation 1 is used to give larger weights to the inputs that have higher correla-
tions to the target:

distj =
n∑

i=1

(|xi − yi| ∗ r(i, t)) (1)

where n is the number of inputs provided to predict the outputs, xi is the value
of input i for case x, yi is the value of input i for case y, and r(i, t) is the
correlation between the factor i and target t for all training cases.
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The ensemble’s error is used for each training case to evaluate its difficulty.
This research applies the Dynamic Fusion [7] combination model. This model
assigns weights to each ensemble member according to its performance on local
training data. Ensemble error has been chosen in preference to previous member
error to search the current solution for potential areas of improvement. The
cluster error is equal to the total error of all cases in the cluster divided by each
case’s weight, as shown in Equation 2:

errcluster =
C∑

i=0

(erri/wi) (2)

where errcluster is the cluster error, C is the cluster size, erri is the ensemble
error for case i, and wi is the weight assigned to case i. Each training case is
assigned an initial weight of 1.

3.2 Cluster Selection

Once the cluster error is calculated for each of the n clusters, the cluster with
the largest error is selected. That cluster’s nearest c cases are assigned to the
next member as its training set. Each case that belongs to the next member’s
training set also receives an additional weight of one to discourage the cluster
from being selected by future specialists.

4 Data

Environmental concerns have been the motivation for achieving a greater under-
standing of carbon transfer between the ocean, land and the atmosphere. The
monitoring of carbon storage and transfer, as well as the accurate forecasting
of carbon can assist in reducing the effects of environmental conditions such as
global warming [8]. This research focuses on the estimation of organic carbon in
the topsoil.

A nation-wide database has been used in this research, known as the ASRIS
database [9]. Automated data, such as climate and landform maps from satellite
images, as well as land use and lithology maps have been provided to assist in
mapping organic carbon. Previous research [10] has shown a relative error of
0.68 using Cubist (also known as M5 [11]).

The majority of observations were taken from agricultural parts of Australia.
Forty-one variables were used to model organic carbon. Of the 8,410 cases used
in this study, 75% were randomly assigned to the training set, and 25% to the
testing set.

5 Experimentation

5.1 Method

The Dynamic Clustering approach was compared to Bagging and Boosting. Each
ensemble was trained with 10 Multi-Layer Perceptrons (MLP) using a 41-20-1
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architecture for 50,000 training passes. Various parameters were trialled for Dy-
namic Clustering to optimise the performance of the ensemble. The number of
random cases for cluster evaluation (n) was set to 50 to cover the majority of the
problem space during each iteration. After a process of trial and error, a cluster
size (c) of 500 was considered for this problem. Each ensemble’s performance
is evaluated using the relative error and the correlation between the ensemble’s
outputs to their target. The member correlation is calculated using the average
correlation between all of the ensemble members’ estimates.

5.2 Results and Discussion

The results in Table 1 show that the best performing ensemble was Dynamic
Clustering with a cluster size of 500. Dynamic Clustering produced greater di-
versity than Bagging and Boosting for this problem, and outperformed previous
experimental results [10]. This may be due to the improved local performance
from the specialists or that the selected clusters complemented well with a dy-
namic combination model.

Table 1. Experimental results using Bagging, Boosting and Dynamic Clustering

Model Correlation Relative Error Member Correlation

Cubist [10] 0.640 0.68 -

Bagging 0.663 0.68 0.99

Boosting 0.663 0.69 0.90

Dynamic Clustering 0.687 0.65 0.82

Static combination models such as simple averaging enforce the contribution of
all members. If the member correlation is too low, these combination approaches
can lead to poor ensemble performance. The diversity of each specialist has two
effects. Firstly, each specialist is able to improve local performance in regions
that the generalist was unable to model effectively. Secondly, the specialist is less
likely to correctly estimate cases that are outside its local region, which increases
estimation error. This enables the combination model to select members that are
better suited to the input case and disregard members that are less suitable.

The Dynamic Clustering model shows encouraging improvements in perfor-
mance when compared to other techniques. Results indicate that the Dynamic
Fusion and clustering approaches complemented each other.

6 Conclusion

This research demonstrates potential in assigning local clusters of data to increase
ensemble diversity and accuracy. The model demonstrates that local performance
can be improved by the assignment of specialists that may overlap, coupled with
a well-performing generalist. Dynamic Fusion has also demonstrated that it can
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differentiate between the appropriate and inappropriate ensemble members. The
best model reached a relative error of 0.65, which is below previously published
results [10].

Dynamic Clustering may also provide benefits outside the application used
in this study. The identification of difficult regions may indicate the need for
further data collection in a local area. The mapping of ensemble error may also
assist in identifying where future samples could be taken to improve the model.
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Abstract. Nature shows many examples where the specialisation of ele-
ments aimed to solve different problems is successful. There are explorer
ants, worker bees, etc., where a group of individuals is assigned a spe-
cific task. This paper will extrapolate this philosophy, applying it to a
multiobjective genetic algorithm. The problem to be solved is the design
of Radial Basis Function Neural Networks (RBFNNs) that approximate
a function. A non distributed multiobjective algorithm will be compared
against a parallel approach that emerges as a straight forward speciali-
sation of the crossover and mutation operators in different islands. The
experiments will show how, as in the real world, if the different islands
evolve specific aspects of the RBFNNs, the results are improved.

1 Introduction

The problem to be tackled consists in designing an Radial Basis Function Neural
Network (RBFNN) that approximates a set of given values. The use of this kind
of neural networks is a common solution since they are able to approximate any
function [8]. Formally, a function approximation problem can be formulated as,
given a set of observations {(xk; yk); k = 1, ...,n} with yk = F (xk) ∈ IR and

xk ∈ IRd, it is desired to obtain a function G so
n∑

k=1
||yk − G(xk)||2 is minimum.

The purpose of the design is to be able to obtain outputs from input vectors
that were not specified in the original training data set.

An RBFNN F with d entries and one output has a set of parameters that
have to be optimized:

F (xk;C,R, Ω) =
m∑

j=1

φ(xk; cj , rj) ·Ωj (1)

where m is the number of RBFs, C = {c1, ..., cm} is the set of RBF centers,
R = {r1, ..., rm} is the set of values for each RBF radius, Ω = {Ω1, ..., Ωm} is
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the set of weights and φ(xk; c j , rj) represents an RBF. The activation function
most commonly used for classification and regression problems is the Gaussian
function because it is continuous, differentiable, it provides a softer output and it
improves the interpolation capabilities [1]. The procedure to design an RBFNN
starts by setting the number of RBFs in the hidden layer, then the RBF centers
cj must be placed and a radius rj has to be set for each of them. Finally, the
weights Ωj can be calculated optimally by solving a linear equation system [3].

We want to find both a network with the smallest number of neurons and
one with the smallest error. This is a multiobjective optimisation problem. For
some pairs of networks it is impossible to say which is better (one is better on
one objective, one on the other) making the set of possible solutions partially
sorted [7].

2 Multiobjective Algorithm for Function Approximation:
MOFA

Within the many evolutionary algorithms that have been designed to solve multi-
objective optimization problems, the Non-Dominated Sorting Genetic Algorithm
II (NSGA-II) [2] has been shown to have an exceptional performance. This sec-
tion will describe the adaptation of this genetic algorithm to solve the problem
of designing RBFNN for function approximation.

2.1 Encoding RBFNN in the Individuals

As it was shown in Section 1, to design an RBFNN it is needed to specify: the
number of RBFs, the position of the centers of the RBFs, the length of the radii,
and the weights for the output layer.

The individuals in the population of the algorithm will contain those elements
in a vector of real numbers, but the weights. The storage of the weights in the
chromosome is useless since they can be obtained optimally by solving a linear
equation system, and for each change in a radius or a center they have to be
updated.

2.2 Crossover Operators

Standard crossover operators cannot be applied to our representation. Two spe-
cific crossover operators have been designed considering complete RBFs as genes
to be exchanged by the chromosomes representing RBFNNs.

Crossover Operator 1: Neurons Exchange. This crossover operator, con-
ceptually, would be the most similar one to a standard crossover because the
individuals represent an RBFNN with several neurons and a crossover between
two individuals would result in a neuron exchange. The operator will exchange
only one neuron, selected randomly, between the two individuals.

This crossover operator exploits the genetic material of each individual in a
simple and efficient way without modifying the structure of the network.
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Crossover Operator 2: Addition of the Neuron with the Smallest Local
Error. This operator consists in the addition into one parent of the neuron
with the smallest local error belonging to the other parent. The local error of
a neuron is defined as the sum of the errors between the real output and the
output generated by the RBFNN for the input vectors that activate that neuron.

To make sure that the offsprings are different of their ancestors, before adding
the neuron with the smallest local error, the crossover will make sure that the
neuron to be added does not exist in the individual, otherwise the second neu-
ron with the smallest local error will be considered and so on. This restriction
combined with the way the NSGA-II proceeds helps to avoid the “competing
convention”problem [4].

Once the offspring are obtained, they go through a refinement process that
consists in the prune of the RBFs which doesn’t influence the output of the
RBFNN, to do this, all the weights that connect the processing units to the
output layer are calculated and the neurons that don’t have a significant weight
will be removed.

2.3 Mutation Operators

The mutation operators add randomness into the process of finding good solu-
tions. The mutation operators are desired to be as much simple as they can so it
can be shown clearly, without the interference of introducing expert knowledge,
the effects of the parallelization at a very basic level. For an RBFNN, two kind
of modifications can be performed:

– Changes in the structure of the RBFNN (Increase and decrease operators):
Addition and Deletion of an RBF. The first one adds an RBF in one random
position over the input vectors space, setting its radius with a random value.
All the random values are taken from an uniform distribution in the interval
[0,1] since the input vectors and their output are normalized. The second
operator is the opposite to the previous one, deleting a random existing
RBF from the network. This mutation is constrained so that is not applied
when the individual has less than two neurons.

– Changes in the elements of the structure (Movement operators): The third
and the fourth operators refer to real coded genetic algorithms as presented
in [5]. The third operator adds to all the coordinates of a center a random
distance chosen in the interval [-0.5,0.5] from a uniform distribution. The
fourth one has exactly the same behavior but changing the value of the
radius of the selected RBF.

3 Island Specialisation

In order to obtain results of maximum quality and take advantage of each type of
operator, a parallel implementation was studied. This implementation is based
on the island paradigm where there are several islands (in our parallel imple-
mentation these map to processors) that evolve independent populations and,
exchange information or individuals.
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From the point of view of evolving the topology and structure of the RBFNN,
we propose the following specialization: combine crossover 1 and the movement
mutation operators in one island and the crossover 2 and the movement and
increasing mutation operators. This combination of operators aims to boost the
exploration capabilities of the crossover 2 and the exploitation ones of crossover
1. Since the crossover 2 explore more topologies by increasing the size of the
NNs, the specialisation can be done by letting this island to produce only bigger
networks. The other island with the crossover 1, will take care of exploitation of
the chromosomes and will decrease the size of the networks.

4 Experiments

The experiments were performed using a two dimensional function that was
generated using a Gaussian RBFNN with randomly chosen parameters over a
grid of 25x25 points.

Although some metrics have been applied to compare nondominated sets [6],
in [9] it is suggested that: “as long as a derived/known Pareto front can be visu-
alized, pMOEA1 effectiveness may still best be initially observed and estimated
by the human eye” . Therefore the experimental analysis of the algorithms will
be based on the plots of the resulting Pareto fronts.

The algorithms were executed using the same initial population of the same
size and the same values for all the parameters. The crossover probability and
mutation probability were 0.5, the size of the population 100 and the number of
generations was fixed to 100. The probabilities might seem high but it’s necessary
to have a high mutation probability to allow the network to increase its size,
and the centers and radii to move. The high crossover probability makes it
possible to show the effects of the crossover operators. Several executions were
made changing the migration rate, allowing the algorithms to have 2 (each 40
generations), 4 (each 20 generations), 9 (each 10 generations), and 19 (each 5
generations) migrations through the 100 generations.

The results are shown in Figure 1 where the Pareto fronts obtained from each
algorithm are represented according to the objectives that have to be minimized,
this is, the approximation error and the number of neurons in the network.

The parallel implementation will be compared with non distributed algorithms
that are considered as those that have no communication. Within the non dis-
tributed algorithms, three different possibilities are determined by the crossover
operators and all of these algorithms will use the four mutation operators at the
same time. The first algorithm uses only the crossover 1, the second algorithm
uses the crossover 2 and the third non distributed algorithm chooses randomly
between the two crossover operators each time it has to be applied.

For the non distributed algorithms, as it is shown in Figure 1, the crossover
operator 1 obtains better results for small networks but it is not able to grow
them as much as the crossover operator 2 does. When the two operators are
applied together the results improve significantly, obtaining a better Pareto front
1 pMOEA stands for parallel MultiObjective Evolutionary Algorithms.
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although the crossover operator 2 is able to design networks with a smaller
approximation error when the size of them is big.

Figure 1 shows that the parallel model outperforms the three previous possi-
bilities for all the migration rates. This means that the parallelization is positive
independently of the migration rate. If the results are analyzed in detail, it is
possible to see how, for low migration rates, the exploitation capabilities of the
algorithm increases obtaining smaller networks with better approximation errors
meanwhile for high migration rates, the exploration capabilities are boosted, ob-
taining a more complete Pareto.
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Fig. 1. Pareto front obtained performing several migration steps for the parallel algo-
rithm and the non distributed approaches

5 Conclusions

The design of an RBFNN is a complex task that can be solved using evolutionary
approaches that provide satisfactory results. This paper has presented a multiob-
jective GA that designs RBFNNs to approximate functions. This algorithm has
been analyzed considering a non distributed approach that has been specialised
by defining separate islands that applied different combinations of mutation and
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crossover operators. The results confirm that the specialisation on the different
aspects of the design of RBFNNs through the parallel approach could lead to
obtain better results.
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Abstract. Goebel et al. [4] presented a unified decomposition of ensem-
ble loss for explaining ensemble performance. They considered democratic
voting schemes with uniform weights, where the various base classifiers
each can vote for a single class once only. In this article, we generalize
their decomposition to cover weighted, probabilistic voting schemes and
non-uniform (progressive) voting schemes. Empirical results suggest that
democratic voting schemes can be outperformed by probabilistic and pro-
gressive voting schemes. This makes the generalization worth exploring
and we show how to use the generalization to analyze ensemble loss.

This article is inspired by Goebel et al. [4], hereafter referred to as UDEL to
reflect the title Unified Decomposition of Ensemble Loss. They decomposed
the loss of a classifier ensemble into the mean loss of the individual ensemble
members and a loss term D which is a measure of the diversity of the ensem-
ble members. However, they considered only ensembles where the various base
classifiers each can vote for a single class once only. Here a GUDEL, a gener-
alized UDEL is presented. This generalized decomposition additionally applies
to ensembles with weighted votes, as well as to ensembles where the member
classifiers output a probability distribution instead of a single vote. We also
investigate several other voting schemes which are covered neither by UDEL
or by GUDEL. Experiments show that simple democratic voting schemes can
sometimes be outperformed by other voting schemes [1,5].

Preliminaries: Given input space X = X1 × ... × Xv, a set of class labels
Y = {Y1, ..., Yn}, and an unknown but stationary probability distribution P over
X × Y , a learner is usually given a finite sample D = {〈x1, y1〉 , ..., 〈xm, ym〉}
drawn from X × Y according to P and is required to produce a classifier c.
Given a (previously unseen) test example x = 〈x1, ..., xv〉, this classifier produces
a prediction ŷc(x). The performance of models (and therefore implicitly the
learners that produced those models) is measured using loss functions: A loss
function l : Y × Y → 6 measures the cost of making the prediction ŷ when the
true value is y. For the case where Y is a set of class labels Y = {Y1, ..., Yn}, the
most commonly used loss function is the zero-one-loss (l01(ŷ, y) := 0 iff ŷ = y;

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1133–1139, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



1134 R.R. Bouckaert, M. Goebel, and P. Riddle

l01(ŷ, y) := 1 otherwise). The goal of a learner should be to produce a model with
the smallest possible expected loss; i.e., a model which minimizes the average loss
over examples drawn independently from X×Y according to P . Some classifiers,
rather than producing a prediction ŷc(x) directly, output instead a probability
distribution P̂c(Y |x) over the set of class labels Y , such that, for any y ∈ Y ,
P̂c(y|x) reflects the degree of the classifier’s internal belief that the test example
x belongs to class y. In those cases, the ensemble prediction ŷ(x) is taken to be
ŷ(x) = arg miny′∈Y

∑
c∈C wc

∫
y′′∈Y

P̂c(y′′|x)l(y′′, y′)dy′′.where C is an ensemble,
and wc the weight of the classifier c in the ensemble. This is the minimum average
distance in terms of the loss function of the member predictions weighted by the
members belief and their weigths.

Voting Schemes: A typical ensemble algorithm under 0-1 loss takes
the predictions of the base classifiers giving the prediction ŷ(x) :=
argmaxy∈Y

∑
c∈C wcI(y = ŷc(x))where I(·) is the indicator function (I(y =

ŷc) = 1 iff ŷc equals y, and 0 otherwise). When two or more classes get the
same vote, one is chosen at random. This voting scheme is called democratic
voting also known as majority vote. The base classifiers predictions are possibly
weighted with a weight wc. Throughout this article, we assume the weights are
normalized to 1, i.e.,

∑
c∈C wc = 1.

A lot of commonly used base classifiers calculate a probability distribution
P̂c(y|x) over y and pick the class with the highest probability as their pre-
diction, for instance, decision trees, naive Bayes, and Bayesian network vari-
ants. So, instead of taking the class with the highest probability as a vote, one
can take the class receiving the maximum average probabililty, where the aver-
age is taken over the weighted member classifiers. Formally, this gives ŷ(x) :=
argmaxy∈Y

∑
c∈C wcP̂c(y|x)where P̂c(y|x) is the probability that classifier c as-

signs to class y given observation x. This voting scheme will be called probabilistic
voting. Alternatively, it can be argued that the model with the highest confidence
in its ability to classify should be making the decision. This aristocratic voting
scheme returns the class ŷ(x) := argmaxy∈Y (maxc∈C wcP̂c(y|x)).

Balancing aristocratic and democratic arguments, the vote can be weighed
according to a convex function of P̂c, for example quadratic or exponential. The
progressive quadratic voting scheme results in the following classification: ŷ(x) :=
argmaxy∈Y

∑
c∈C wc(P̂c(y|x))2 and progressive exponential voting scheme:

ŷ(x) := arg maxy∈Y

∑
c∈C wcePc(y|x). The standard bagging algorithm [3] uses

the democratic voting scheme. It can be easily adapted to apply each of the
above voting schemes by plugging in the appropriate voting scheme.

Decomposition: First, we need to define some terms. The ensemble prediction
of an ensemble C for input x is denoted as ŷ(x) or ŷ if the input x is clear
from the context. The way the ensemble prediction is calculated depends on the
voting scheme applied.

Note that UDEL defines the ensemble prediction in terms of a loss function,
while our definition does not take this into account. This specializes to the defini-
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tion used by [4], which was ŷ(x) := arg miny∈Y Ec∈C [l(y, ŷc(x))], with wc := 1/|C|
and P̂c(y′|x) := 1 iff y′ = ŷc(x); P̂c(y′|x) := 0 otherwise for all c ∈ C and y′ ∈ Y .

Definition 1. The loss of ensemble C on instance 〈x, y〉 under loss function l is
given by L(〈x, y〉) := l(ŷ(x), y). The expected loss of ensemble C on the domain
〈X, Y,P 〉 is given by L := EP [L 〈x, y〉] =

∫
X×Y

L(〈x, y〉)p(〈x, y)〉 d 〈x, y〉.

Typically, we are interested in learning ensembles that have a low expected loss,
where the expectation is taken over the instance distribution P .

Definition 2. The mean member loss of ensemble C on instance 〈x, y〉 under
loss function l is given by L(〈x, y〉) :=

∑
c∈C wcEPc

[l(ŷc(x), y)] which equals∑
c∈C

∫
y′∈Y wcl(y′, y)P̂c(y′|x)dy′.

The expected mean member loss of ensemble C on the domain 〈X, Y,P 〉 is
given by L := EP [L 〈x, y〉] =

∫
X×Y L(〈x, y〉)p(〈x, y〉)d 〈x, y〉.

The mean member loss indicates how much the predictions of the individual base
classifiers in the ensemble C differ from the true value of the class y. This defin-
ition differs from UDEL in that the classifier weights wc are taken into account
when taking the expectation over the set of classifiers C. This specializes to the
definition in UDEL when wc = 1/|C| for all classifiers c ∈ C. Also, the expecta-
tion is taken over both C and Y while in UDEL only the expectation over C is
taken. This will take into account their class probabilities instead of just their
final predictions in the case where the base classifier is a distribution classifier. If
the base classifier is not a distribution classifier, the definition still applies with
P̂c(y′|x) = I(y′ = ŷ(x)), where I(·) is the indicator function, i.e, I(y′ = ŷ(x)) :=
1 iff y′ equals ŷ(x), and 0 otherwise. In this case, the definition of mean member
loss coincides with the one from UDEL, which was L(〈x, y〉) := Ec∈C [l(ŷc(x), y)].

Definition 3. The diversity of ensemble C on input x under loss function l is
D(x) :=

∑
c∈C wcEPc

[l(ŷc(x), ŷ(x))] =
∑

c∈C

∫
y′∈Y wcl(y′, ŷ(x))P̂c(y′|x)dy′.

The expected diversity of ensemble C on the domain 〈X, Y,P 〉 is given by
D := EP [D(x)] =

∫
X×Y D(x)p(〈x, y〉)d 〈x, y〉.

The diversity indicates how much the predictions of the individual base classifiers
in the ensemble C differ from the ensemble prediction ŷ(x). Again, this definition
differs from UDEL in that here the classifier weights wc are taken into account,
and in that the expectation is taken over both C and Y while in UDEL only the
expectation over C is taken, such as D(x) := Ec∈C [l(ŷc(x), ŷ(x))].

Figure 1 shows the relations between the various terms just defined. It shows
that the loss L is a function of the real class y and the ensemble prediction ŷ, the
expected mean member loss L is a function of y and the various base classifiers
predictions ŷc, and the expected diversity D is a function of the various base
classifiers predictions ŷc and the ensemble prediction ŷ.

Following UDEL, a decomposition of L is proposed as a function of L and D,
that is,

L 〈(x, y〉) = f(L(〈x, y〉), D(x)) (1)
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Fig. 1. Intuitive relations between L, L, D and y, y and yc

for ensembles of weighted, probabilistic classifiers. This covers ensembles voting
democratically or probabilistically with or without individual classifier weights.
Though it does not cover the aristocratic or progressive voting schemes the
theory can be easily extended by normalizing the votes in the schemes so that
the votes add to unity for each particular instance. The extensions to the theory
which cover these cases are discussed in the full paper. In the following section,
details for 0-1 loss will be given.

Instantiating the decomposition for 0-1 loss: We first instantiate Equa-
tion 1 for the case where the class is binary, that is Y = {0, 1}, and the loss
function l is the 0-1 loss, i.e., l(y1, y2) = I(y1 �= y2).

Lemma 1. For 0-1 loss in two-class problems, the ensemble loss L(〈x, y〉) can
be written as L(〈x, y〉) = f(L(〈x, y〉), D(x)) = L(〈x, y〉) + k(x, y)D(x)where
k(x, y) = −1 iff ŷ(x) = y and k(x, y) = 1 iff ŷ(x) �= y.

Refer to [2] for proofs of this and following lemmas.
For a given ensemble C, let T := {〈x, y〉 |ŷ(x) = y} be the set of instances

which the ensemble classifies correctly, and let F := {〈x, y〉 |ŷ(x) �= y} be the set
of instances which the ensemble classifies incorrectly. Then, we can define DT

as the diversity over T and DF as the diversity over F . More formally, DT :=∫
〈x,y〉∈T

D(x)p(〈x, y〉 | 〈x, y〉∈T )d 〈x, y〉 andDF :=
∫
〈x,y〉∈F

D(x)p(〈x, y〉 | 〈x, y〉 ∈
F )d 〈x, y〉. DT denotes the expected ensemble diversity on correctly predicted
examples, and DF denotes the expected ensemble diversity on incorrectly pre-
dicted examples. DT , DF , and D will always be between 0 and 0.5. This can be
easily seen for a two class dataset. If D became more than .5 than the ensem-
ble would predict a new class thereby making D less than .5 again. The same
argument holds for DF and DT and becomes even more obvious when there are
more than two classes. The following lemmas hold:

Lemma 2. Under 0-1 loss, the expected diversity D can be written as D =
(1 − L)DT + LDF .
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Lemma 3. For 0-1 loss in two-class problems, the expected ensemble loss L can
be written as

L =
L −DT

1 −DT −DF .

Lemma 3 can be rewritten equivalently as

L = L − (1 − L)DT + LDF . (2)

Lemma 4. For 0-1 loss in two-class problems, the expected ensemble loss L can
be written as L = L+D−2DT

1−2DT
.

Lemma 5. For 0-1 loss in two-class problems, the expected ensemble loss L can
be written as L = L−D

1−2DF
.

As discussed in the following section, Lemmas 3, 4 and 5 provide better insight
in the behavior of ensemble classifiers.

Relating L, L, D, DT and DF : There are two ways to manipulate DT and DF :

1. by keeping T and F constant. In this case, the ensemble decisions do not
change, hence the 0-1 loss does not change, but the diversities DT and DF

can be manipulated independently.
2. by changing the boundaries of T and F . In this case, the 0-1 loss is affected,

and so are DT and DF .

Case 1: When keeping T and F constant and increasing DT by α, D increases
by α(1 − L) (by Lemma 2) and L increases by α(1 − L) (because of Equation 2
and L remains constant). Lemma 4 shows that L remains constant under such
change. If DF is increased by α, D increases by αL (again by Lemma 2), and
likewise L decreases by αL (because of Equation 2). Lemma 5 confirms that L
remains constant under such change.

Case 2: Now consider manipulating T and F by moving instances from F to
T such that L decreases by α. Let M be the set of instances {〈x, y〉 ∈ X × Y }
that moved from F to T . For those instances holds L − D = 0 by Lemma 2.
So, by Lemma 4, we have L − α = (L − D − α)/(1 − 2DF ), which after some
manipulations gives DF = L − L + D/2(L − α), that is, DF increases. This
also works the other way around; increasing DF helps decrease the expected
ensemble loss L.

Let us look at a case study to make this a bit clearer. In Figure 2 we have
three instances in the set T and two instances in the set F. We have 3 member
classifiers for classifying each of these instances; their votes are given beside each
instance. In case 1 we increase DT while keeping T and F constant; for example
changing the votes at instance 1 from TTT to TTF. This will cause an increase
in D and L but L remains constant. Likewise a change in instance 4, from FFF
to FTF will cause an increase in DF , D, but a decrease in L while L remains
constant. This highlights that just increasing or decreasing diversity can have
no effect on the benefits derived from an ensemble.
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Now let us examine case 2. If we move instance 3 from the T set to the F set by
changing its votes from FTT to FTF, we will cause L to increase while D hasn’t
changed. L will also increase and DF could either have increased or decreased. If
we move instance 5 from the F set to the T set by changing its votes from FFT to
FTT, we will cause L to decrease while D still hasn’t changed. L will also decrease
and DT could either have increased or decreased. From this we can see, that
increasing the diversity over the F set is the only way to lower the ensemble loss.

Why weighting may work: Instead of letting the classifiers in the ensemble
vote uniformly (∀c ∈ C : wc = 1/|C|), the weights can be made proportional
to the classification accuracy on the training data. This can be achieved by
setting ∀c ∈ C : wc ∝ 1 − Lc, where Lc =

∫
X×Y l(y, ŷc(x))p(〈x, y〉)d 〈x, y〉

empirically estimates the expected loss of member classifier c on the training
data, with m being the number of instances in the training set. We assume
that when the classification accuracy on the training data is smaller, then the
classification accuracy in general will be smaller, that is, performance on the
training data can be seen as a predictor on the performance in general. This
seems a reasonable assumption since it underlies all classifier learning algorithms
(as long as overfitting is taken into account).

So, let’s look at what happens when moving weight to classifiers in the ensem-
ble that perform well on the training data. From the definition for expected loss
L (definition 2) we see that it decreases. Also, the diversity DF will decrease,
hence from Lemma 5 we have that the expected loss will decrease (since the
numerator decreases and the denominator increases).

Obviously the effect of increased performance by weighting is not the only
mechanism at work. If this were the case, just taking the classifier in the en-
semble with the highest accuracy on the training data and discarding the others
would give a better classifier than using the whole ensemble in uniform voting.
Experimental results suggest that this is generally not true (see [2] for details).

What diversity does for binary classes: Let’s look at an example with a
binary class, a set of four instances X = {x1,x2,x3,x4}, and a set of three
classifiers C = {c1, c2, c3}, each classifier being able to classify two instances

T F

1.
TTT

2.
TFT

3.
FTT

4.
FFF

5.
FFT

Fig. 2. Case study of relations between L, L, D and y, y and yc
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correctly and two incorrectly. For simplicity, a democratic voting scheme is used,
so that it is easy to illustrate when classifiers are correct or incorrect. For the
purpose of this example, it is also assumed that the weights are uniform (wc =
1/3), that there is no class noise (∀i ∈ {1, .., 4} : yi = f(xi)), and that the
examples are uniformly distributed (∀ 〈xi, yi〉 : P (〈xi, yi〉) = 1/4).

The same effect appears when the set of classifiers is larger than 3. So, in
general, we want to have a high as possible DT with an as low as possible DF .

Probabilistic voting can be interpreted as democratic voting where, instead
of a single vote by a single classifier ci, a set of classifiers ci,1, . . . , ci,|Y | vote
democratically, and a portion P̂c(y = 0) of those votes for y = 0 while the rest
votes for y = 1. Therefore, the same effect can be observed in probabilistically
voting ensembles as well.

Conclusions: A generalized unified decomposition of ensemble loss for predict-
ing ensemble performance was presented that generalizes the unified decompo-
sition presented in UDEL by allowing for classifier weights and probabilistic
voting schemes. While UDEL was limited to uniform weights and democratic
voting schemes, where the various base classifiers each can vote for a single class
once only, this article extends the result to more general voting schemes. Ex-
perimental results suggest (see [2] for details) that democratic voting can be
outperformed by probabilistic and progressive voting schemes, hence a GUDEL
is worth exploring. Specifically probabilistic voting schemes are shown to pro-
vide a real advantage over democratic voting schemes in many datasets. So they
should be tried more often in real world problem solving situations. In addi-
tion the formalization of ensembles presented gave insight into why the voting
schemes provided such differing results.

Another class of classifiers for multinomial classes can be considered which cal-
culates confidence on the probabilities of the classes through standard Bayesian
technique of representing it as Dirichlet distribution. A voting scheme based on
the confidence in the probabilities could be devised giving more voting rights
to base classifiers with high confidence in their probabilities. The GUDEL can
be extended to such voting schemes (although preliminary experiments suggest
this may not be a fruitful route to pursue).
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Abstract. We describe here a method named FSRVM-PLS for model 
construction using relevance vector machine (RVM). The most compelling 
feature of FSRVM-PLS is that it’s not necessary to estimate parameters in the 
feature selection phase benefiting from a fully probabilistic framework. After 
evaluating the effectiveness of FSRVM on a synthetic data set, our method is 
applied successfully to the prediction of aqueous solubility and permeability. 

Keywords:  RVM, feature selection, solubility, permeability, prediction. 

1   Introduction 

Theoretical calculation of aqueous solubility and permeability is not feasible at 
present. Consequently, medicinal chemists have begun to pay closer attention to 
constructing models that are able to predict aqueous solubility and permeability of 
drug-like compounds[1-3]. Therefore, feature selection becomes very necessary for 
model construction when facing high dimensional data nowadays. The goal of feature 
selection is to minimize the number of features needed for an effective prediction of a 
targeted property[4-5]. However, exhaustive evaluation of all feature subsets is 
usually intractable.  

To overcome the foregoing problems, a novel method that guarantees a sparse 
solution in the feature space has been studied presently, namely feature selection with 
relevance vector machine (FSRVM). The results show that FSRVM can select all the 
desired features. Then, an prediction modeling approach named FSRVM-PLS is 
proposed through combining FSRVM and PLS. Comparing the results on aqueous 
solubility data and Caco-2 permeability data as previous used in [5-6], FSRVM-PLS 
not only produces comparable performance as genetic algorithm-based partial least 
squares (GA-PLS), but also has many remarkable traits.  

2   Feature Selection with Relevance Vector Machine 

RVM is reported in several benchmark studies that RVM can yield nearly identical 
performance to, if not better than, that of SVM while using far fewer relevance 
vectors than the number of support vectors for SVM[7-10]. Compared with SVM, 
RVM does not need the tuning of any regularization parameter during the training 
phase. The kernel function does not need to satisfy Mercer’s condition. Further more, 
the predictions are probabilistic. 
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The RVM makes predictions based on the following function: 
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y x K x xβ β β
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= +  (1) 

where ( , )iK x x  is a kernel function, and 0 1( , ,... )T
Nβ β β β=  are adjustable parameters 

(or ‘weights’). Inferring weights procedures is under a fully probabilistic framework.  
The solution of RVM is highly sparse, which means many weights associated with 

samples tend to become zero. It needs to stress that the solution is sparse in the 
instance space, but not in feature space where data is originally represented. In order 
to utilize RVM for feature selection, we employ linear kernel RVM. The linear kernel 
RVM makes predictions based on the following function: 
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Specifically, A Gaussian prior distribution of zero mean and variance 2 1

j jβσ α −≡  is 

defined over each weight: 
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where the key to obtain sparsity is the use of 1n +  independent hyperparameters 

0 1 2( , , ,..., )T
nα α α α α= , one per weight, which moderate the strength of the prior 

information. 
Given a data set of input-target pairs 1{( , )}N

i i iG x t ==  (where ix  is the input vector, it  

is the desired real-valued labeling, and N  is the number of the input records). 
Suppose the targets are independent and noise is assumed to be mean-zeros Gaussian 
with variance 2σ . Thus the likelihood of the complete data set can be written as:  

22 2 / 2
2

1
( | , ) (2 ) exp{ }

2
Np t tβ σ πσ β

σ
−= − − Φ  (4) 

where 1 2( , ,..., )T
Nt t t t= , 1 2[1,[ , ,..., ] ]T

Nx x xΦ =   

Having defined the prior distribution and likelihood function, from Bayes’ rule, the 
posterior over weights is thus given by: 
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= Σ  (5) 

where the posterior covariance and mean are respectively: 

2 1( )T Aσ − −Σ = Φ Φ +  (6) 

2 Ttμ σ −= ΣΦ  (7) 

with 0 1( ) ( , ,..., )nA diag diagα α α α= = . 

The likelihood distribution over the training targets can be “marginalized” by 
integrating out the weights to obtain the marginal likelihood for the hyperparameters: 
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2 2( | , ) ( | , ) ( | ) (0, )p t p t p d N Cα σ β σ β α β=  (8) 

where the covariance is given by 2 1 TC I Aσ −= + Φ Φ . 
The estimated value of the model weights is given by the mean of the posterior 

distribution, which is also the maximum a posteriori (MAP) estimate of the weights, 
and depends on the value of the hyperparameter α  and of the noise 2σ  whose 
estimated value is obtained by maximizing (8). 

The updating procedure for α  is given as follows: 

2
new i
i

i

γα
μ

=  (9) 

where iμ  is the i-th posterior mean weight from (7) and iγ  is defined by: 

1i i iiγ α= −  (10) 

wherein ii  is the i-th diagonal element of the posterior weight covariance from (6) 

computed with the current α  and 2σ  values. 
For the noise variance 2σ , the update is as follows: 
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The finally model obtained by linear kernel RVM can be regarded as minimize: 

2( ) ( ) logi p ip p
i p p

L y xβ β λ β= − +  (12) 

This model is built on the few features whose associated weights do not go to zero 
during the training process. These remaining features are obtained for prediction 
modeling. This method is named as FSRVM.  

3   Effectiveness of FSRVM 

The effectiveness of FSRVM on synthetic data is evaluated in this section. Our goal is 
to examine whether FSRVM can choose all features that are most predictive of a 
given outcome.  

The synthetic data set is randomly generated with the similar rule used in [11] as 
follows: 

5
1 2 3 4 6 122 3 2sin 0 ... 0xy x x x x e x x= + + + + + + +  

Here feature 1 2 5, ,...,x x x  are independently and identically distributed random 

variables following standard normal distribution. The 6th variable is 6 1 1x x= +  

which is correlated to 1x . The 7th variable is 7 2 3x x x=  which relates to both 2x  and 
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3x . Five additional standards normally distributed variables are also generated, and 

have nothing to do with the dependent y . We generate 200 examples.  

  As shown in table 1, FSRVM selects all desired features, and the coefficients of 

irrelevant features selected by FSRVM ( 8 11,x x ) are very small compared with that of 

relevant features ( 2 3 4 5 6, , , ,x x x x x ). FSRVM does not select 1x  since either 1x  or 

6x  could be represented by each other. From the results above, we can conclude that 

FSRVM is effective in selecting features needed for an effectively prediction of a 
targeted property. 

Table 1. Regression coefficients of the feature subset selected by FSRVM 

Symbols Regression Coefficients 
x2 2.0342 
x3 2.9059 
x4 1.2653 
x5 1.3042 
x6 1.064 
x8 -0.050252 
x11 -0.023229 

4   Application to Modeling of Aqueous Solubility and Permeability  

In this section, we constructed models using two datasets as previously used in GA-
PLS[5-6]. The first dataset contains 211 drug-like compounds (Solubility) and 88 
descriptors, while the second dataset involves 110 compounds (Caco-2) and 72 
descriptors. 

The performance of the model can be assessed using several metrics. The 
correlation coefficient r or squared correlation coefficient r2 can be considered as a 
measurement of “self-consistency” of a model, or be used to assess the approximated 
generalization of a model using cross-validated prediction.  

The results demonstrate that FSRVM is effective in reducing the dimensionality. 
The number of features selected by FSRVM for solubility and Caco-2 are 27 and 19 
respectively, is less than features selected by GA-PLS (29 and 24 respectively). 

5   Conclusion 

In this study, a novel feature selection approach named FSRVM is established. Then a 
prediction modeling approach named FSRVM-PLS is proposed through combining 
FSRVM with PLS, and applied successfully in predicting aqueous solubility and 
permeability. Experiment results show that FSRVM-PLS is capable of providing 
comparable generalization performance to GA-PLS, while utilizing fewer features. 
Furthermore, there is no parameter needed to be estimated in our feature selection 
phase and is therefore faster than GA-PLS. 
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Abstract. A new method for data clustering is presented in this paper. It can 
cluster data set with both continuous and discrete data effectively. By using this 
method, the values of cluster variable are viewed as missing data. At first, the 
missing data are initialized randomly. All those data are revised through the it-
eration by combining Gibbs sampling with the dependency structure that is built 
according to prior knowledge or built as star-shaped structure alternatively. A 
penalty coefficient is introduced to extend the MDL scoring function and the 
optimal cluster number is determined by using the extended MDL scoring func-
tion and the statistical methods.  

1   Introduction 

Clustering is a process that divides data into clusters according to a certain rule so as 
to represent the underlying structures compactly in the data set. Such a representation 
will lose some detail information, but it makes the problem more concise and appre-
hensible. As clustering plays an important role in data analysis and prediction, it has 
been extensively applied to information indexing, information abstraction, web page 
analysis, medical diagnosis, market analysis and so on. 

Current clustering algorithms mainly focus on discrete or continuous data respec-
tively. For hybrid data, the common approaches are to discrete continuous variables 
or numberalize discrete variables. As a result, some useful information for clustering 
is lost. Researches on direct clustering hybrid data are scarce. AutoClass algorithm [1-
3] is one of the most representative hybrid data clustering algorithms. In the algo-
rithm, given the upper bound for cluster number according to prior knowledge, it uses 
star-shaped structure and EM (expectation-maximization) algorithm to fix values for 
the cluster variable, and the cluster number is regulated dynamically in the clustering 
process by merging a smaller cluster into a larger one. There are some problems with 
AutoClass. On one hand, as EM algorithm is a greedy searching method, it is sensi-
tive to the original value and is liable to be trapped in the local maximum. Further-
more, the iteration process may converge to the parameter space boundary that is 
always not the likelihood function maximum to cause deceptive convergence. On the 
other hand, there is no reliable criterion to determine whether to keep a cluster or not.  
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In this paper, a new algorithm named HDC-DSGS (hybrid data clustering based on 
dependency structure and Gibbs sampling) is presented to avoid the problems we 
stated above. HDC-DSGS takes the values of cluster variable as missing data. At the 
beginning, the missing data are initialized at random. Then Gibbs sampling [4, 5] and 
dependency structures are utilized to revise those values at each iteration. As the stan-
dard Gibbs sampling is a sampling process based on full conditional distribution and 
the sampling complexity is exponential in the number of variables, dependency struc-
tures built by prior knowledge or as star-shaped when prior knowledge is unavailable 
can be exploited to simplify this problem. Therefore, the sampling efficiency is im-
proved. In theory, Gibbs sampling can iteratively converge to the global stationary 
distribution, the result is irrelevant to the original value, and the local optima can be 
escaped as well. To determine the optimal cluster number, a penalty coefficient is 
introduced to extend MDL [6] (minimal description length) metric and HDC-DSGS 
uses the extended MDL criterion and statistical methods to find the optimal cluster 
number. Experimental results show the validity of the algorithm. 

Throughout the paper, we use nXX ,...,1  to denote attribute variables, including both 

discrete and continuous variables, 1+nX is the cluster variable, 11,..., +nnxxx is their 
instantiation. D represents a data set with N  cases, all data being generated from 
some hybrid probability distribution P randomly. 

The paper is organized as follows: In section 1, the clustering method with fixed 
cluster number is presented. Section 2 studies method to determine the optimal cluster 
number. In Section 3 experiments are conducted from the aspects of accuracy and 
validity of the determination of optimal cluster number respectively. 

2   Clustering with Fixed Cluster Number 

Cluster number bounds minM (generally is 2) and maxM are set according to prior 

knowledge. For selected number of cluster between minM  and maxM , all the missing 

values are initialized and get a complete data set denoted by )0(D . Then all those 
values we padded in will be revised in the course of iteration. For each iteration, 
Gibbs sampling based on star-shaped structure assumption will be used to revise each 
missing value in the data set sequentially. When one missing value is revised, parame-
ters for the star-shaped structure is regulated and reused to revise the next data.  

Standard Gibbs sampling conducts sampling from full conditional distribution, that 
is, it samples values for variable iX  from distribution ( )1111 ,...,,,...,| ++− niii xxxxxp . 
As the conditional set is of high dimensionality, the complexity is exponential in the 
number of variables. There is not yet any sound sampling approach for high dimen-
sion hybrid distribution. This problem can be solved by taking the dependency struc-
ture into consideration. When prior knowledge for structure is unavailable, the star-
shaped structure can be used, denoted by S , as an alternative. All the following analy-
ses are based on this star-shaped structure assumption. 

According to the star-shaped structure, the joint probability distribution can be fac-
tored as: 

∏
=

+++ =
n

i
ninnn xxpxpSxxxp

1
1111 )|()()|,,...,(                              (1) 
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where )|( 1+ni xxp denotes conditional probability for discrete variables, and condi-
tional density for continuous variables. 

Let mnx )1( +  be the data to be revised for 1+nX in case m , mnx )1(ˆ + be the value re-

vised. 1+nX can take value only from 1
1

1
1,..., +

++
nr

nn xx . For iteration 1+k , )(
1)1(

)( k
n

k DD += is 

the data set before revision, )(
)1)(1(

k
mnD −+ is the data set before mnx )1( + is revised, 

and )(
)1(

)1( k
Nn

k DD +
+ = is the data set after revision and is to be used for the next itera-

tion. The time complexity for one revision is )(NO . 

For discrete variables, if ( ) 0,,| )(
)1()1(

)( =−+ SDxxp k
mimnim

k , the value will be 

Laplace-corrected [7] as 

( )SDxxp k
mnmnjm

k ,,| )(
)1)(1()1(

)(
−++  

( ) ( ) ( )( )( )NDxNDxNN k
mnim

k
mnmn /1||//1 )(

)1)(1(
)(

)1)(1()1( −+−++ +=                              
(2) 

where ( ))(
)1)(1()1( | k

mnmn DxN −++ and ( ))(
)1)(1(| k

mnim DxN −+  are case numbers for 

mnn xX )1(1 ++ = and imi xX =  in )(
)1)(1(

k
mnD −+  respectively. 

For continuous variables, it is reasonable to assume a normal distribution, or as-
sume kernel density or hybrid density as an alternative, and we get 

( ) ( )SDxgSDxxp k
mnxxjm

kk
mnmnjm

k
mnmn

,|,;,,| )(
)1)(1(

)()(
)1)(1()1(

)(
)1()1( −+−++ ++

= σμ      (3) 

where ( )
( )

mnx

mnxjm

mn

mnmn

x

x

k
mnxxjm

k eSDxg )1(

2
)1(

)1(

)1()1(

2)(
)1)(1(

)(

2

1
,|,; +

+

+

++

−
−

−+ =
σ

μ

πσ
σμ ,

mnx )1( +
μ is 

the mean for attribute jX in cluster mnx )1( + and 2
)1( mnx +

σ is the variance. 

According to the star-shaped structure,  

( ) ( ) ( )∏
=

−+++−++ =
n

i

k
mnnimn

k
mnnmmn SDxxpxpSDxxxp

1

)(
)1)(1(11

)(
)1)(1(11 ,,|,,,...,| α , 

where α is a number irrelevant to 1+nX . After normalizing 

( ) ( )∏
=

−+++

n
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k
mnnimn SDxxpxp
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)1)(1(11 ,,| , denote 

( ) ( )
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For random number λ , value for 1+nX is: 
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 (4) 

3   Determining the Optimal Cluster Number 

If the cluster number is unknown, the following approach should be used to determine 
the optimal cluster number in the algorithm.  

MDL is a criterion for discrete variables. When there are continuous variables in 
the domain, the continuous variables should not be treated in the same way as a dis-
crete one. In this paper, a penalty coefficient is introduced to settle this problem. Let 

( )maxmin MkMDk ≤≤  be the final data set for cluster number k after iteration. The 

monotonic penalty coefficient bounds are obtained by calculating the extended MDL 
scoring criterion. Meanwhile the optimal cluster number can be found through statis-
tical methods in response to the criteria. 

3.1   Extended MDL Scoring Metric 

Let )|( kDSEMDL be the extended MDL scoring metric, 

( ) [ ] ( )kk DSLSS
N

DSEMDL |
2

log
| 21 −+= ρ                              (5) 

Where ( ) ( )−+=−+= +++
k

kn
k

knn rrrrrS 111 1111 , 1+nr is the dimension of the 

cluster variable, kr is the dimension of discrete attribute variable
kX

. 122 2 += nrnS , 

2n is the number of continuous attributes. 0>ρ is the penalty coefficient.  

( ) ( )( ) ( ) ( )( )
=

++
= +

==
n

i xx
knikni

N

i
kik

ni

DxxpDxxpNDupDSL
1 ,

11
1 1

,|log|,|log| . if 

iX is a continuous attribute, the equation above can be calculated through conversion 

( ) ( ) ( )kniknkni DxxpDxpDxxp ||||, 111 +++ = . 
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3.2   Determining the Optimal Cluster Number 

Let ( ) maxmin21 ,...,,,...,2),|(
2

log
)( ρρρρρ ==−+= vivi MiDSLSS

N
L . Notice 

that ρ  can take a different starting value and step according to domain knowledge. 

Find thresholds minρ  which makes { })(ρiL  monotonically non-increasing for 

1min −= ρρ , that is )1(...)1()1( minmin3min2 −≥≥−≥− ρρρ
vMLLL , but this 

monotonic property is destroyed for minρρ = , and maxρ  which makes { })(ρiL  

monotonically non-decreasing for 1max += ρρ , that is 

)1(...)1()1( maxmax3max2 +≤≤+≤+ ρρρ
vMLLL , but this monotonic property is 

destroyed for maxρρ = . Let { })(minarg
2

* ρρ i
Mi

LI
v≤≤

= , maxmin ρρρ ≤≤ . Choose the 

value appearing most frequently in { }*
ρI  as the optimal cluster number. minρ  is the 

boundary where awarding likelihood is dominating, while maxρ  is the boundary 
where penalizing likelihood is dominating. Those two kinds of likelihood both work 
between minρ and maxρ . The optimal cluster number is often the one that appears 

most frequently in { }*
ρI . If two cluster numbers appear with the same or almost the 

same frequency, it is difficult to figure out the better one. In this situation, domain 
knowledge or Ocams razor can be used to choose the better one.  

4   Experiments 

To verify the applicability of HDC-DSGS, experiments are conducted from aspects of 
validity of the determination of optimal cluster number and clustering accuracy on the 
data sets from UCI [8] data house.  

Let 10max =M . The situation of finding optimal cluster numbers of 10 data sets is 

as follows:  

Table 1. The situation of finding optimal cluster number 

Data set 
minρ  maxρ  

Finding optimal cluster number Classes 

Heart_disease 1 30 |c|=2(41.83%), |c|=3(46.27%), |c|=8(11.9%) 2 
Hepatitis Null 32 |c|=2(56.25%), |c|=4(43.75%) 2 
Soybean 2 19 |c|=4(74.82%), |c|=7(25.18%) 4 
Tic_tac_toe 4 28 |c|=2(33.85%), |c|=3(30.86%), |c|=4(35.29%) 2 
Voting_records Null 24 |c|=2(69.35%), |c|=4(11.23%), |c|=5(19.42%) 2 
New_thyroid Null 22 |c|=3(100%) 3 
Iris Null 8 |c|=3(62.5%), |c|=7(12.5%), |c|=9(25%) 3 
Wdbc 3 16 |c|=2(41.66%), |c|=4(41.66%), |c|=8(16.68%) 2 
Wine 1 9 |c|=3(85.72%), |c|=4(14.28%) 3 
Glass Null 12 |c|=3(12.35%), |c|=4(67.86%), |c|=6(19.79%) 4 
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From the above Table 1 we can see that HDC-DSGS can accurately find true cluster 
number in most cases. Even if acquired optimal cluster number is not real class, they 
also are very near. It is sure that HDC-DSGS can reliably find optimal cluster number. 

To the data sets (hepatitis, soybean, voting_records, new_thyroid, iris, wdbc, wine 
and glass) of accurately finding optimal cluster number, the percentages of accurately 
finding respective cluster members are 86.73%, 97.3%, 88.27%, 96.26%, 93.33%, 
91.39% , 96.07% and 64.35%. It is sure that HDC-DSGS can reliably find cluster 
members. 

Table 2 compares the optimal cluster number and likelihood between AutoClass 
and HDC-DSGS, where 10max =M . As AutoClass and HDC-DSGS are both based on 

star-shaped dependency structure, they can be evaluated by average negative log-
likelihood (the lower is the better). 

Table 2. Comparison of AutoClass and HDC-DSGS 

AutoClass HDC-DSGS 
Dataset Classes Cluster 

Num. 
Likelihood 

score 
Cluster 
Num. 

Likelihood 
score 

Heart_disease 2 7 6.45 3 6.83 
Hepatitis 2 4 8.43 2 8.22 
Soybean 4 4 8.68 4 8.12 
Tic_tac_toe 2 7 8.31 4 8.43 
Voting_records 2 5 7.17 2 7.03 
New_thyroid 3 3 2.43 3 2.28 
Iris 3 7 2.24 3 2.13 
Wdbc 2 7 42.76 2 25.87 
Wine 3 5 13.81 3 13.1 
Glass 4 5 5.71 4 2.65 

Table 2 shows, in most cases, HDC-DSGS can determine the cluster number cor-
rectly and has a superior performance than AutoClass does. The clustering accuracy 
for HDC-DSGS is high and the clustering results are reliable. With respect to average 
negative log-likelihood, HDC-DSGS is better than AutoClass in most cases, except 
for a few datasets, where the parameter space has only one optimum and EM can find 
the optimum more accurately due to its local search property. 

5   Conclusion 

A hybrid data clustering algorithm based on dependency structure and Gibbs sampling, 
HDC-DSGS, is proposed in this paper. The algorithm can avoid the problems coming 
along with EM and provide a flexible framework for hybrid data clustering. The de-
pendency structure can be constructed using prior knowledge, the continuous variable 
can take different form of density function, and the hierarchical clustering can also be 
incorporated into the framework easily. Experimental results show its superiority to 
AutoClass on clustering accuracy and determination of optimal cluster number. 
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Abstract. This paper is devoted to the multi-label classification problem. We 
propose two new methods for reduction from ranking to multi-label case. In 
existing methods complex threshold functions are being defined on the input 
feature space, while in our approach we propose to construct simple linear 
multi-label classification functions on the class relevance space using the output 
of ranking algorithms as an input. In our first method we estimate the linear 
threshold function defined on the class relevance space. In the second method 
we define the linear operator mapping class ranks into the set of values of 
binary decision functions. In comparison to existing methods our methods are 
less computationally expensive and in the same time they demonstrate 
competitive and in some cases significantly better accuracy results in 
experiments on well-known multi-label benchmarks datasets.  

1   Introduction 

Multi-label classification is an extension of traditional multi-class classification 
problem, where each sample may belong to several classes simultaneously. These 
problems arise in many important applications, such as text categorization [1,3,5], 
image recognition [4], bioinformatics [7,8], etc. A multi-label classifier must predict 
all relevant classes for a given sample. Existing multi-label classification methods can 
be divided into three groups: methods based on one-against-rest binary 
decomposition of multi-label problem into multiple independent binary classification 
subproblems [1,4] (for each class the individual classifier is built to separate samples, 
which belong to the class from samples, which do not belong to it); methods based on 
direct posteriori class set probability estimation [3,8] (they search the most expected 
combination of relevant classes); methods based on reduction from ranking [1,2,7]. 
Solving multi-label problem with ranking approach involves two stages. The first 
stage is learning a predictor that ranks classes according to their relevance for a given 
sample. The second stage is construction of the multi-label classification function to 
separate top ranked relevant classes from irrelevant. As a rule, threshold methods 
[1,2,7] are used. The problem is that usually a threshold depends on the sample and 
fixed thresholds [1,2] lead to poor precision. Thus, in addition to building ranking 
predictor one needs to estimate a threshold function. Elisseeff and Weston proposed 
                                                           
* Research is supported by grants: RFBR #05-01-00744, #06-01-00691 and MK-2111.2005.9. 
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to construct Threshold function defined on the Input Feature Space (TIFS) [7]. 
However, in many practical applications this approach does not work well, because 
the input space dimensionality is too high, and, as a result, time and space complexity 
are unacceptable. Besides, usually such threshold functions are imprecise. 

To avoid these drawbacks we formulate two new methods for reduction from 
ranking to multi-label. They are denoted as TCRS (Threshold function on the Class 
Relevance Space) and LORM (Linear Operator from class Ranks to Multi-label 
decision functions). The key idea of these methods consists in constructing multi-
label classification functions not on the input feature space, but on the class relevance 
vector space, i.e. the space of vectors, which coordinates are values of class ranks. In 
other words, we consider predicted ranks as new features of the sample. Usually the 
dimensionality of class relevance space is much smaller than dimensionality of the 
input space. Moreover, since predicted ranks are already the results of some nonlinear 
transformation of input features we can assume that dependence between class ranks 
and multi-label decision functions may be very simple. In this paper we consider the 
family of linear functions. All these allow greatly reduce the amount of calculations 
keeping the same or even better accuracy, as it was confirmed by experiments on 
well-know multi-label benchmark datasets.  

2   Our Approach to Reduction from Ranking to Multi-label  

Let us start with ranking learning problem and multi-label learning problem formal 
definitions. Assume that the input feature space is n-dimensional real space n

X = ℜ  
and the set of all possible classes is denoted by Y , where the number of different 
classes is Yq = . Given a multi-label training set {( , ) | 1 , , }

i i i i

n
S x y i m x y Y= ≤ ≤ ∈ ℜ ⊂ , 

where each sample n
x ∈ ℜ   is associated with subset of relevant classes i

y Y⊂ . The 
goal of ranking learning algorithm is to analyze the training set S and produce a 
ranking function ℜ→×YXrS : , such that for any given sample x  it orders classes 
from Y according to their relevance to the sample. Class l is more relevant than class k 
iff ),(),( kxrlxr > . The ideal ranking algorithm produces the ranking function that 
always predicts the perfect order, i.e. the order where all relevant classes are 
positioned higher than any irrelevant, but the order among relevant ones (and among 
irrelevant) is insufficient. On the other hand, the goal of multi-label learning 
algorithm is to analyze S and construct the decision function : 2

q
F X →  that for any 

x  determines all its relevant classes. Unlike in ranking problem, the order of classes 
is insufficient. In fact, most multi-label methods are based on Hamming Loss  
minimization [5,8], while ranking methods re based on “confusion” (disorder) error 
minimization, such as Ranking Loss, Average Precision or Coverage [5,8]. 

Our first method TCRS is an improvement of the input space threshold method 
TIFS [7]. In our version we propose to find threshold function defined on q-
dimensional class relevance vector space, instead of n-dimensional input feature space 
as in [7] (q<<n). Our threshold function is being found in a family of linear functions:  

0
1

)())(( axraxrt
q

j
jj +=

=
, (1) 
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Here we assume that ranking algorithm has produced the perfect (or nearly perfect) 
order of class ranks q

iqii xrxrxr ℜ∈= ))(),...,(()( 1  and any class l is relevant for x  iff 
its rank ( )

l
r x  is among top ( )s x  sorted classes. In that way, the task is to estimate 

the number of top relevant classes ( )s x . For each training sample ix  we estimate the 
best threshold value it  that minimizes the number of incorrectly classified relevant 
and irrelevant classes for ix :  

( )arg min { | ( ) } { | ( ) }i i l i i l i
t

t l y r x t l y r x t= ∈ ≤ + ∈ > . (2) 

Then we assume it  to be the observation of real value of function (1) in ix  and we 
apply least squares method to estimate the coefficients of (1) over all training 
samples:  

= =
+−

m

i

q

j
ijji

a
axrat

1

2

1
0)(min . (3) 

To predict the set of relevant classes for new given sample test
x  we need to calculate 

ranks 
1

( ) ( ( ), ..., ( ))
test test test q test

r r x r x r x= = , substitute them into (1) and obtain threshold 
)(...)(110 testqqtesttest xraxraat +++= .Then the size of the relevant classes set is 

estimated to the number of classes, for which the value of ranking function is above 
found threshold },)(|{)( Yltxrlxs testtestltest ∈>= . 

Our second method LORM is based on the notation of multi-label decision 
functions, defined for each class separately. Let consider vector function 

( )1
( ) ( ), ..., ( )

q
f x f x f x= , where ( )

l
f x  are q individual binary decision functions 

defined for each class l.  The sign of ( )
l

f x  gives a prediction whether class l is 
relevant for a given x . We propose to find decision functions ( )f x  depending on 
ranking functions )(xr  in a familiy of linear functions. It means to find a linear 
operator A mapping from )(xr  to ( )f x : ( ) ( )f x Ar x b= +  Adding to a ranking 
vector a fictitious component 

0
( ) 1r x ≡  we can reformulate the problem in 

homogeneous form ( ) ( )f x Ar x= , where A is unknown linear operator, represented 
by ( 1)q q× +  matrix. The advantage of such approach is that, unlike in threshold 
methods, we do not assume any more that the class order produced by ranking 
algorithm is perfect or really close to perfect. To find operator A we set ( )

l i
f x  to 1 if 

class l is relevant for the training sample i
x  and –1 otherwise. Using learned ranking 

function ( )r x  we calculate 
0 1

( ) ( ( ), ( ), ..., ( ))
i i i q i

r x r x r x r x=  for each 
i

x S∈  and obtain m 
linear systems )()( ii xrAxf =  with the same ( 1)q q× +  unknown matrix A and 
known ( )

l i
r x  and ( )

l i
f x . Now for each class l we can find l-th row of matrix A 

minimizing the mean-square error:  

2

,  0 ,
1 0

min ( ) ( )
lj

qm

l i lj j i
a j q

i j

f x a r x
= = =

− . (4) 

Solving (4) for all q classes with least squares method we obtain the matrix of linear 
operator A, which defines the mapping between class ranks and our multi-label 
decision functions ( )f x . To classify new sample 

test
x , we need first to predict class 
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ranks 
1

( ) (1, ( ), ..., ( ))
test test q test

r x r x r x=  and then find values of q decision functions  
according to the formulas: 

0 1 1
( ) ( ) ( ) ... ( )

l test l test l l test lq q test
f x a r x a a r x a r x= = + + + . If ( ) 0

l test
f x ≥ , 

we consider that class l is relevant for 
test

x  and irrelevant otherwise. Though, the 
decision about relevance of each class is madden separately the correlation between 
classes is considered in our method, because the decision functions depend on ranks, 
which are correlated.  

3   Experiments 

We evaluated the performance of our methods TCRS (t=ar) and LORM (f=Ar) on 
Yeast (functional gene data) and Reuters-2000 (multi-topic text articles) multi-label 
benchmark datasets [9]. Two subsets of Reuters-2000 were used (case 1: 3000 
training to 3000 test documents; case 2: 15000 to 15000). Our methods have been 
tested with following popular ranking methods: Multiclass-Multilabel Perceptron 
(MMP) [5]; ensemble of binary Perceptrons (bPerc) [5]; ranking k-Nearest Neighbors 
(kNN) [6]. For each selected ranking method we run series of experiments with 
different reduction settings: “>0” constant threshold (it is not applicable to kNN 
ranking); “TIFS” threshold function on the input space [7]; “TCRS” - our threshold 
method; LORM - our linear operator method. Each group of experiments corresponds 
to the same ranking learning method, but different reduction methods. Additionally, 
we have included two multi-label methods that are not based on ranking, but on one-
against-rest binary decomposition (AdaBoost.MH [1]) and posteriori class set 
probability estimation (ML-KNN [8]). Experimental results are presented in the table.  

Table 1. Experimental Results on Yeast and Reuters-2000 datasets 

Yeast 
(1500/917) 

Reuters-2000 
(3000/3000) 

Reuters-2000 
(15000/15000) 

 
Method 

Rank. 
Loss 

Hamming 
Loss 

Rank. 
Loss 

Hamming 
Loss 

Rank. 
Loss 

Hamming 
Loss 

AdaBoost.MH [7] 0.298 0.237 0.0268 0.0160 0.0169 0.0146 
ML-kNN [8] 0.168 0.197 0.0194 0.0144 0.0167 0.0135 
MMP+(>0) 0.4349 0.2942 0.3031 
MMP+TIFS 0.2981 0.0157 0.0126 

MMP+TCRS (t=ar) 0.2977 0.0155 0.0126 
MMP+LORM (f=Ar) 

 
0.3779 

0.2034 

 
0.0241 

0.0149 

 
0.0137 

0.0129 
bPerc+(>0) 0.4689 0.0705 0.0337 
bPerc+TIFS 0.3131 0.0162 0.0128 

bPerc+TCRS (t=ar) 0.3110 0.0158 0.0127 
bPers+LORM (f=Ar)  

 
0.4195 

0.2131 

 
0.0210 

0.0146 

 
0.0099 

0.0130 
kNN+TIFS 0.2093 0.0146 0.0131 

kNN+TCRS (t=ar) 0.1985 0.0141 0.0130 
kNN+LORM (f=Ar) 

 
0.1676 

 0.2064 

 
0.0202 

 0.0144 

 
0.0167 

 0.0137 

Ranking Loss does not depend on the reduction method and estimates how good 
the class order was before reduction. Only Hamming Loss shows the quality of multi-
label prediction. Experimental results demonstrate that our linear methods outperform 
their main competitors in each group. Besides, they demonstrate the accuracy 



1156 M. Petrovskiy and V. Glazkova 

comparable to one of the most precise probabilistic method ML-KNN and completely 
outperform popular AdaBoost.ML. Another interesting thing is that our linear 
operator method can significantly improve the accuracy of multi-label solution in the 
case when the produced ranking order is not perfect.  

4   Conclusions  

In this paper we propose the improvement of traditional approach to solving multi-
label classification problem based on reduction from ranking. The key idea of the 
proposed improvement consists in defining multi-label decision functions on the class 
relevance vector space instead of input feature space. It allows greatly reduce the 
amount of calculations and construct multi-label decision functions in the family of 
linear functions. Following this idea we formulate two new methods. In our first 
method we have extended standard threshold method and proposed to define a 
threshold function on the class relevance vector space. Our second method is based on 
construction the linear operator, which maps ranking algorithm outputs directly to the 
values of multi-label vector decision function. Both methods lead to the mean squares 
error minimization and we use least squares method to find decision functions 
coefficients. Experiments on well-known multi-label benchmarks datasets have 
demonstrated high accuracy of developed methods.  
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Abstract. Kernel Matching Pursuit Machine is a relatively new learning 
algorithm utilizing Mercer kernels to produce non-linear version of conventional 
supervised and unsupervised learning algorithm. But the commonly used Mercer 
kernels can’t expand a set of complete bases in the feature space (subspace of the 
square and integrable space). Hence the decision-function found by the machine 
can’t approximate arbitrary objective function in feature space as precise as 
possible. Wavelet technique shows promise for both nonstationary signal 
approximation and classification, so we combine KMPM with wavelet technique 
to improve the performance of the machine, and put forward a wavelet 
translation invariant kernel, which is a Mercer admissive kernel by theoretical 
analysis. The wavelet kernel matching pursuit machine is constructed in this 
paper by a translation-invariant wavelet kernel. It is shown that WKMPM is 
much more effective in the problems of regression and pattern recognition by the 
number of comparable experiments. 

1   Introduction 

The Kernel Matching Pursuit Machine (KMPM) is a new and promising classification 
technique proposed by Pascal Vincent, and can be seen as a form of boosting [1]. The 
performance of the KMPM shows comparable to that of Support Vector Machine 
(SVM), while typically requiring far fewer support points [2]. Many kinds of kernels 
can be used in KMPM, and preferably satisfy the Mercer condition for computation 
purposes [3], such as the RBF and polynomial kernels. However, the commonly used 
Mercer kernels can’t expand a set of complete bases in the feature space (subspace of 
the square and integrable space). Hence the decision-function found by the machine 
can’t approximate arbitrary objective function precisely in feature space, which means 
the decision function learned by KMPM is only the approximation to the objective 
function but not its reconstruction. 

The application of wavelet technique to matching pursuit is originated by Mallat 
[4,5]. As we know, the wavelet functions are a set of complete bases in the subspace of 
the square and integrable space, which shows the great flexibility and validity in signal 
coding and information processing. Nowadays, the application field of wavelet 
technique includes many domains such as selective modifications of signals, detection 
and classification [6]. Since the success of combination of wavelet and matching 
pursuit, it is valuable for us to study the problem of whether a better performance could 
be obtained if we apply wavelet technique to KMPM. In this paper, we proposed a 
wavelet translation invariant kernel, Bubble wavelet kernel, which is also an admissible 
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Mercer kernel by theoretical analysis. The number of experiments shows the validity 
for improving the performance of KMPC. 

2   Wavelet Mercer Kernel 

In order to make use of the advantage of wavelet technique in KMPM, we propose 
wavelet Mercer kernel. First, some lemma must be cited. 

Lemma 1 (Mercer dot-product wavelet kernel [2]). Let ( )xφ  be a mother wavelet, 

and let a and b denote the dilation and translation factors, respectively. If , ' nR∈x x , 
then dot-product wavelet kernel is 

' '

1

( , ')
n

i i i i

i

x b x b
K

a a
φ φ

=

− −
= ∏x x . (1) 

Lemma 2 (Mercer translation invariant kernel [7]). A translation invariant kernel 
( , ') ( ')K K= −x x x x  is an admissive Mercer kernel if and only if the Fourier transform 

of ( )K x  satisfy 

2[ ]( ) (2 ) exp( ( ) ( ) 0
n

n

R
F K i K dω π ω−= − ≥x x x , (2) 

where nR∈x . 

From lemma 1, the Mercer dot-product wavelet kernel of the mother wavelet ( )xφ  can 

be constructed directly, but the dilation and translation factors must be predefined. 
Such wavelet kernel is not convenient to practical use because the choice of the 
parameters in the kernel functions is quite difficult. From lemma 2, we only need to 
predefine dilation factor if we could design a wavelet Mercer translation invariant 
kernel, so the difficulty of the wavelet kernel used in KMPM will be greatly decreased. 
In the following, a practical wavelet translation invariant kernel is designed by the 
mother wavelet function chosen as Bubble wavelet, which is a widely used mother 
wavelet in practice. The form of the Bubble wavelet can be expressed as 

2 2

2 21 4

2
( ) 1 exp

23
B

t t
tφ

α απ α
−= − . (3) 

Theorem 3. Given the mother wavelet (3) and the dilation factor Rα ∈ . If , ' nR∈x x , 
the wavelet translation invariant kernel is 

2 2

2 21 4
1 1

2 ( ') ( ')
( , ') ( ') 1 exp ,

23

n n
i i i i

B
i i

x x x x
K x xφ

α απ α= =

− −= − = − −∏ ∏x x  (4) 

which is an admissive Mercer kernel. 
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3   Validation of WKMPM’s Effectiveness 

In the paper, we compare the wavelet function with the most commonly used kernel 
function, RBF kernel, and in each experiment of this paper, the parameters p  for the 
RBF kernel and α  for the Bubble wavelet kernel are selected by using cross validation 
that is in wide use. We adopt the parameters’ notation of KMPM as follows: 
N—maximum of the basis functions; stops—KMPC stopping criterion (predefined 
accuracy); fitN—KMPC doing a back-fitting in every fitN-step. In the test of 

regression, we adopt the approximation error as 2

1
( ( ) )

l

ss i ii
e y f l

=
= − , and both in the 

regression and in the classification tests, the loss function of the KMPM adopts squared 
loss. For avoiding the weak problem, each experiment has been performed 30 
independent runs, and all experiments were carried on a Pentium  2.6Ghz with 512 
MB RAM using Matlab6.01 compiler. 

3.1   Regression Experiments  

A well-known dataset, Boston housing dataset, choosing from the UCI machine 
learning database1, has been tested in this experiment. The input space of Boston 
housing dataset is 13 dimensions. It contains 506 samples, and some of them are taken 
as the training examples while others as testing examples. Test Parameters: RBF kernel 

2 2( , ) exp( 2 )K p= − −x y x y  with 3.1 2p e= + , wavelet kernel 3.8 2eα = +  and 

parameters of KMPM 150, 0.01, N 5N stops fit= = = . Table 1 lists the approximation 

errors using the two kernels. 

Table 1. Approximation Results of Boston Housing Data 

#.tr2 #.te Kernel # sp Error 
Wavelet 17 7.9801 400 106 

RBF 7 8.1536 
Wavelet 18 7.9519 450 56 

RBF 7 8.1307 

3.2   Experiments of Pattern Recognition 

A. Two Spirals’ Problem 

Learning to tell two spirals apart is important both for purely academic reasons and for 
industrial application [8]. In the research of pattern recognition, it is a well-known 
problem for its difficulty. The parametric equation of the two spirals can be presented 
as follows: 

                                                           
1 URL:http://www.ics.uci.edu/mlearn 
2 We adopt note ‘#’ to present ‘the number of’ and ‘tr’, ‘sp’, ‘te’ means the training samples, 

support points of the KMPM and testing samples. 
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1 1 1

1 1 1

2 2 2

2 2 2

( ) cos( )

( )sin( )

( )cos( )

( )sin( )

x k e

y k e

x k e

y k e

,

 

(5) 

where 1 2 1 2,  ,   and k k e e  are parameters. In our experiment, we choose 1 2 4k k= = , 

1 1e = 2 10e = . We select RBF kernel function with 8p =  and bubble wavelet kernel 

with 18σ = . We uniformly generate 2000 samples, and randomly choose some of 
them as training data, others as test data. 

KMPM Parameters: 100,  0.02, N 5.N stops fit= = =  Table 2 lists the 

classification result by wavelet kernel and RBF kernel, respectively. 

Table 2. Recognition Results of Two Spirals 

Kernel #.tr #.sp #.te Accuracy 

Wavelet 200 14 1800 95.93% 
RBF 200 12 1800 95.80% 

Wavelet 600 18 1400 98.04% 
RBF 600 14 1400 96.48% 

B. Classification on the Realistic Dataset  

Waveform is one dataset of the UCI repository. It has 21 characteristic attributes with 
all including noise and one class attribute. It contains three classes, waveform 0, 
waveform 1 and waveform 3, whose number of data is 5000. When training KMPM, 
we choose one class as positive samples and others two classes as negative samples. 
The selection of the training samples is shown in table 3 and the left samples as test 
data. In the table 3, “Team i” means the classification on waveform ( 1 3)i i =  and 

“+, -” represent positive and negative samples, respectively. 

Table 3. Selection of the Training 

# Training examples 
Team 1 Team 2 Team 3 Group 

+ - + - + - 
1 200 400 200 400 200 400 
2 250 500 250 500 250 500 

We select RBF kernel function 7.68p =  and bubble wavelet kernel 3.36σ = . 

KMPM Parameters: 120,  0.05, N 4N stops fit= = = . Table 4 lists the classification 

result by wavelet kernel and RBF kernel, respectively. 
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Table 4. Recognition Results of Waveform Dataset 

Recognition rates 
Group Kernel 

Team 1 Team 2 Team 3 
Wavelet 91.34% 91.68 91.28% 

1 
RBF 89.50% 89.87% 90.01% 

Wavelet 92.00% 92.13% 91.89% 
2 

RBF 90.01% 89.98% 90.12% 

4   Concluding 

KMPM is a class of learning algorithm to map the input space of the problems to a 
feature space and acquire a well control between the sparsity and precision. But the 
commonly used kernel in the machine can’t expand a set of complete bases in feature 
space. Hence the decision-function found by the machine can’t approximate arbitrary 
objective function as precise as possible. In this paper, the wavelet technique has been 
combined with the kernel matching pursuit machine to improve the performance of the 
machine. We construct the wavelet KMP machine through the Bubble wavelet 
translation invariant kernel. The Bubble wavelet kernel shows much higher 
performance than the commonly used Mercer kernel not only in regression but also in 
the problems of classification, which mainly because the wavelet kernel forms an 
complete basis of 2 ( )L R .  
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Abstract. Bayesian networks (BNs) are rapidly becoming a leading tool
in applied Artificial Intelligence (AI). BNs may be built by eliciting ex-
pert knowledge or learned via causal discovery programs. A hybrid ap-
proach is to incorporate prior information elicited from experts into the
causal discovery process. We present several ways of using expert infor-
mation as prior probabilities in the CaMML causal discovery program.

1 Introduction

Bayesian Networks (BNs) are popular graphical models for probabilistic rea-
soning. BNs can be hand-crafted, using expert elicited domain knowledge, or
machine learned. Expert elicitation is time-consuming, expensive and heavily
dependent upon human expertise. Automated learning methods are necessary
to break through this “knowledge bottleneck”, but these also suffer from lim-
itations. Structural learning usually needs large and clean datasets. Also, the
learning algorithms do not have common sense domain knowledge and hence
the learned networks often contain rather simple errors. A hybrid approach is
to introduce expert elicited knowledge into the learning process in the form of
a constraint or prior probability. The hybrid approach both reduces the search
space and biases the search, potentially improving the learning efficiency.

In this study, we present several ways in which experts may specify struc-
tural information about the domain along with a confidence in the information.
We show how this can be incorporated as soft priors into the CaMML (Causal
discovery via MML) program [1,2]. Elsewhere [3] we compare CaMML to a va-
riety of BN learners and show (a) CaMML achieves comparable results without
prior information and superior performance with it and (b) that CaMML is well
calibrated to variations in the expert’s skill and confidence.

2 BN Structural Learners

A Bayesian network is a directed acyclic graph (DAG) whose nodes represent
random variables and arcs represent direct dependencies (e.g., causal relation-
ships). Each node has a conditional probability table (CPT), quantifying the re-
lationship between connected variables. An important concept for causal learning
is the statistical equivalence class (SEC) [4]. Two BNs in the same equivalence
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class can be parameterised to give an identical joint probability distribution.
There is no way to distinguish between the two using only observational data,
although they may be distinguished given experimental data.

BN structural learning algorithms can be classified into constraint-based (e.g.
PC [5], implemented in Tetrad [6]) and metric-based. Metric-based methods such
as K2 [7] and CaMML [1] search for a BN to minimise or maximise a metric;
many different metrics have been used (see [8, Ch.8]). These learners also vary
in the search method used, and in what is returned from the search; some (e.g.,
K2) return a DAG, others (e.g., GES [9]) learn only the SEC.

Here, we introduce expert prior information about the BN structure into
CaMML. CaMML attempts to learn the best causal structure to account for the
data, using a minimum message length (MML) metric with an MCMC search
over the model space. MML [10] provides a Bayesian information-theoretic met-
ric, making a tradeoff between prior probability (model complexity) and good-
ness of fit. The MML code for BNs describes: (1) network structure, (2) the
parameters given this structure (CPTs), and (3) the data given these parame-
ters. We have modified the encoding of the BN structure to incorporate expert
priors. CaMML’s structure code requires a probability for the existence of an arc
(in either direction), called Parc, which by default it estimates from the data.

In contrast to other metric learners that use a uniform prior over DAGs or
SECs for their search, CaMML uses a uniform prior over Totally Ordered Models
(TOMs). A TOM consists of (1) a DAG and (2) a full temporal ordering for that
DAG. A single DAG may include several TOMs, just as an SEC several DAGs.
Figures 1(a) and (b) show two DAGs that belong to the same SEC. However,
Figure 1(a) represents a single TOM with a total ordering ABC while the DAG
in Figure 1(b) represents two TOMs with orderings ABC and ACB. So under
CaMML’s default prior, the DAG in Figure 1(b) is twice as likely, reflecting the
larger number of ways this DAG can be realized (see [8] for further discussion).
CaMML also differs from other learners in using Metropolis sampling to estimate
a distribution over the model space. For a fair comparison with other learners,
here we restrict CaMML to using its single “best” BN, the DAG which best
represents all DAGs in the highest posterior MML equivalence class.

Finally, existing BN learners do support the use of structural knowledge: K2
[7] requires a total ordering; Heckerman and Geiger [11] proposed the use of a

A B C

A C

C

A

B

C

B
DAGs

TOMs

B

A

B

C

A

(a) (b)

Fig. 1. These DAGs belong to the same SEC, but represent different TOMs: (a) one
TOM with total ordering ABC; (b) two TOMS, with total orderings BAC and BCA
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Minimum Weighted Spanning Tree (MWST) algorithm to learn a tree-like BN
structure, which can then be used to initialise K2. Tetrad’s implementations of
Greedy Equivalence Search (GES) and PC allow the specification of ‘temporal
tiers’, a partial ordering of variables; earlier versions of CaMML (e.g., [1]) allowed
the specification of temporal orderings. However, these are all hard constraints.
Heckerman and Geiger [12] proposed soft constraints by computing a prior dis-
tribution from the edit distance between an expert specified structure and the
candidate structure, while Castelo and Siebes [13] use a prior over directed arcs.
Neither method is supported in any BN structural learning package.

3 Structural Priors in CaMML

When eliciting structural information from experts, we want to give them a num-
ber of ways to describe relationships between variables. While specific, accurate
information is ideal, we generally prefer accuracy over specificity. If the infor-
mation we require is too specific, we may fail to get anything useful. Hence, we
introduce several levels of structural information, each of which can be accom-
panied by a confidence level. The levels are presented below in (arguably) most
specific to most general order.

Full structure. An expert may supply a fully specified network.
Direct causal connections between variables may be indicated. This requires a

high level of knowledge of the causal process between the variables.
Direct relation. It may be known that two variables are related directly, but

the direction of causality is unknown.
Causal dependency. This allows an expert to indicate that one variable is an

ancestor of the other, when the mechanism between them remains unknown.
For example, it is generally accepted that smoking causes lung cancer, how-
ever little is known about the detailed process.

Temporal order. In many domains it is clear that some variables come before
others; we allow that to be indicated independent of other information.

Correlation. The most general sort of information we use is correlation. This
implies that there is some connection between the nodes. It may be a causal
dependency in either direction, or via a common ancestor.

During the elicitation process, the expert may respond with either a full struc-
ture, or any combination of the remaining prior types above. The system de-
scribed below synthesizes the information into a coherent whole.

3.1 Pairwise Relationship Priors

CaMML allows an expert to specify priors on a combination of five types of
pairwise relationships. Direct causal connections, direct relations and temporal
order are considered “local” as only the variables involved are required to deter-
mine the status of the relationship. Indirect causal relation and correlation are
“global” as the full network may be required to determine this.
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Local priors are converted into four distinct relationships. A → B, B → A,
A � B and B � A where A � B represents (A ≺ B and not A → B). The
distinction between A � B and B � A is required as the TOM prior treats them
as distinct states. Expert specified “local” priors are mapped into this space by:

– Fix A → B and B → A if they are specified by an expert.
– Fix all other implied values. For example, if P (A → B) = 0.2 and P (A ≺
B) = 0.3 specified, then P (A � B) = 0.1 is implied.

– Set remaining values proportional to P (A ≺ B)×P (A−B) where P (A ≺ B)
and P (A−B) are expert priors if specified, or default priors if not specified.

– If the generated prior does not match the expert priors, reject expert priors
as inconsistent.

The message length of a TOM, t, based on local priors, is:

Clocal(t) =
∑
i,j

⎧⎪⎪⎪⎨⎪⎪⎪⎩
− logPi→j if i → j

− logPj→i if j → i

− logPi�j if i � j

− logPj�i if j � i

where the sum is over all unique pairs (i, j).
Global Priors are mapped from expert specified priors on indirect causal

and correlation relationships. Experts can specify A ⇒ B, A is an ancestor of
B, and A ∼ B, A and B are correlated. Internally these are transformed into
A ⇒ B, B ⇒ A, A ⇔ B and A �∼ B, where A ⇔ B represents A and B have
a common cause (direct or indirect), but one is not an ancestor of the other.
A �∼ B represents A and B are uncorrelated, there is no causal chain between
them and they do not share a common ancestor.

We translate these global priors into CaMML’s internal format in a similar
way to our local priors. The default prior is calculated by sampling TOMs using
our default value for Parc and k, the number of nodes in the network.

Cglobal(t) =
g∑

i,j

⎧⎪⎪⎪⎨⎪⎪⎪⎩
− logPi⇒j if i ⇒ j

− logPj⇒i if j ⇒ i

− logPi⇔j if i ⇔ j

− logPi�∼j if i �∼ j

where g is the set of (i, j) pairs which have an expert specified prior on i ⇒ j,
j ⇒ i or i ∼ j.

Encoding the TOM Structure. Summing these partial costs gives the total
cost of the TOM’s structure: C(t) = Clocal(t) + Cglobal(t) + γ. The constant γ
is used to normalise the probability distribution; i.e., γ enforces the efficiency
requirement that

∑TOMs
t e−C(t) = 1. In practice, γ need never be calculated as

all operations in the CaMML search use relative MML costs, so we omit it from
further discussion.
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Example Consider the example of Figures 2. We have an expert who is 70% sure
that A causes B, 20% sure that B causes A and 60% sure of a link between A
and C, Parc = 0.5. CaMML converts these priors to the table shown in 2(b).
During the sampling process, suppose the TOM of Figure 2(c) is sampled. Using
Figure 2(b), the cost of Figure 2(c) would be C(t) = − ln(.05)− ln(.3)− ln(.25).

C

A

B

0.7

0.2

0.6
i j P (i → j) P (j → i) P (i � j) P (j � i)

A B 0.70 0.20 0.05 0.05
A C 0.30 0.30 0.20 0.20
B C 0.25 0.25 0.25 0.25

A

C

B

(a) (b) (c)

Fig. 2. (a) Expert specified network with local priors. (b) CaMML’s interpretation of
priors from (a). (c) Candidate TOM with ordering ACB.

3.2 Using an Expert Specified BN

Prior information can also be coded as a specific network structure, say DAG
d, if that network (or subnet) is known to be near the truth. Priors over other
networks can be computed via their edit distance from the given network. We also
allow the expert to specify a confidence, expressed as a probability Pd. We apply
Pd as probability of each arc in d. We have defined two edit distance functions:
EDd(d1, d2), the edit distance between two DAGs d1 and d2; EDt(d, t), the edit
distance from a DAG d to the TOM t itself. See [3] for details.

Message Length. Given these edit distances, we can generate priors over TOM
space. The partial costs for a candidate TOM t using these edit distances are:

Cd(t) = −EDd(d, dt)(log(Pd) − log(1 − Pd))
Ct(t) = −EDt(d, t)(log(Pd) − log(1 − Pd))

4 Conclusions

The aim of this research was to improve the performance of CaMML by incor-
porating prior structural knowledge – that is, knowledge about the relationships
between the domain variables under consideration – elicited from experts. Our
method can handle numerous types of structural information, providing much
greater flexibility in the elicitation process. It also incorporates the expert’s con-
fidence, allowing both hard constraints (as supported by other BN learners) and
soft constraints, so that experts are not forced into over- or underconfidence.
In [3] we present experimental results showing that CaMML achieves results
without prior information comparable to competitive algorithms, and superior
performance with prior information. Furthermore, we show CaMML is well cal-
ibrated to variations in expert skill and confidence.
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Abstract. Acquisition of good quality training samples is becoming a
major issue in machine learning based human motion analysis. This pa-
per presents a method to simulate human body motion with the intention
to establish a human motion corpus for learning and recognition. The
simulation is achieved by a unique temporal-spatial-temporal decompo-
sition of human body motion into actions, joint actions and actionlets
based on the human kinematic model. The actionlet models the primitive
moving phase of a joint and can be simulated based on the kinesiologi-
cal study. A joint action is formed by proper concatenation of actionlets
and an action is a group of synchronized joint actions. Methods for con-
catenation and synchronization are proposed in this paper for realistic
simulation of human motion. Results on simulating ”running” verifies
the feasibility of the proposed method.

1 Introduction

Action recognition has been one of the most active research areas in Human
Motion Analysis for the past few decades. Action recognition may be simply
considered as a classification problem of time varying feature data. Recent re-
search [1,2,3] has demonstrated that machine learning approach has the potential
to lead to a generic solution. However, the success of machine learning approach
hinges on the quality and amount of training samples which is difficult to be es-
tablished because of the complication of human activities. This paper proposes
the concept of building the motion corpus through simulation and generating
good quality human motion data by decomposing the human activity into prim-
itive motion elements that can be easily simulated.

Simulation of human motion is usually based on either human kinematic mod-
els or motion capture devices. In kinematic model, physical constraints and dy-
namic constraints are employed to solve the inverse kinematics for positioning
the body [4,5,6]. Although the kinematics model is more accurate to simulate
human motion, it is usually applied to actions generated by one and two joints
due to its high computational load and has hardly been extended to slightly more
complicated actions. In addition, the simulated motion sometimes looks unnat-
ural. Motion capture devices usually acquire and represent the human action
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data as discrete spatial and temporal points recording the position of the body
and the joint angles with respect to a hierarchical skeleton model. Simulation of
human motion using the acquired data then becomes interpolation and extrapo-
lation [7,8,9]. Motion capture method has the advantage of make the simulation
more smoothly and realistically than other method. Both of them are hardly
applicable to the generation of motion data for learning and recognition since
the former is limited to simple actions and the latter is infeasible to acquire large
amount of data.

In this paper, we propose an approach to simulate human motion by de-
composing it into primitive actions, referred to as actionlet. The actionlets can
be modelled analytically based on the kinesiological study of human muscles or
using captured motion data and appropriately derived variations. One of the ob-
vious advantages of the proposed method is that virtually unlimited simple and
complicated action data can be generated with a limited number of actionlets.

2 Kinematic Model and Motion Decomposition

Human body is often viewed as a system of rigid links or segments connected
by joints. This paper concerns only the posture and its temporal changes. Only
main joints are calculated in the 15-joint, 22-DOF kinematic model showed in
Fig. 1(a). The DOFs of joints are indicated in the figure by the numbers after the
joint names. Relative Euler angles [10] coordinate system is defined to represent
the rotation of each segment.

(a) (b) (c)

Fig. 1. The adopted kinematic model and velocity curves. (a) Kinematic model and
main joints, (b) A typical velocity curve based on kinesiological study [11], (c) Two
simulated velocity curves using Eq. 2.

Human motion has both spatial and temporal nature. Our approach uses both
of them. We consider human motion as a concatenation of actions (temporal
decomposition). Each action is formed by a set of coordinated joint actions
(spatial decomposition). A joint action is further decomposed into a sequence of
actionlets based on the kinesiological study [11,12]. (temporal decomposition),
where each actionlet represents a cycle of acceleration and decceleration of a
joint. Fig. 1(b) shows a typical velocity curve [11] of an actionlet.
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Let v(t) be a velocity function that satisfies v(t) ∈ [Tb,Te], t ∈ [Tb,Te], and
v(Tb) = v(Te) = 0. An actionlet in the period [Tb,Te] can be represented as
Eq. 1. Eq. 2 is a demo of v(t).

f(t) =

Te∫
Tb

v(t)dt; Tb ≤ t ≤ Te (1)

v(t) =
{

h ∗ sin( π
T ∗ t); Tb ≤ t ≤ T

h ∗ sin( π
1−T ∗ (t− (T − 1−T

2 ))); T ≤ t ≤ Te,
(2)

Assuming a joint action F (t) consists of N actionlets, then

F (t) = {fi(t) |{1 ≤ i ≤ N, , Tbegin ≤ t ≤ Tend}, (3)

where the i′th actionlet happens in the time [Tbi ≤ t ≤ Tei], 1 ≤ i ≤ N . The
actionlets are subject to,

Tei = Tb(i+1) (4)
fi(Tei) = fi+1(Tb(i+1)) (5)

f
′
i (t) |t=Tbi

= f
′
i (t) |t=Tei = 0 (6)

N∑
i=1

(Tei − Tbi) = Tend − Tbegin (7)

An action, Λ, is composed of a set of coordinated or synchronized actions,
Λ = synch(F1(t), F2(t), · · · , F10(t)) where synch(·) represents a synchronizing
function and Fi(t), i = 1, 2, · · · , 10 is the i′th joint action. A motion Ψ is a
concatenation of a sequence of actions, that is Ψ = {Λi, i = 1, 2, · · · , } The
decomposition of motion into actions, joint actions and then actionlets allows
the simulation of a variety of human motions from a finite set of actionlets. The
actionlets can be either defined analytically or captured from motion capture
devices.

3 Simulation

With the proposed decomposition, simulation amounts to the composition of a
specified sequence of actions using the actionlets. Any actionlet has to satisfy
all possible physical constraints to which the corresponding joint may be sub-
jected. There are two main composition operations required to build a specific
type of motion (e.g. running) from actionlets: concatenation and synchroniza-
tion. The realism of the simulated motion depends on how well these operations
perform.

Concatenation is employed to build a joint action from actionlets or to form
a motion from a sequence of actions. We apply the continuity of the Euler angles
and their first order derivatives (speed) to all of the Euler angles that describe
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(a) (b) (c)

Fig. 2. Simulation of action ”running”. (a) Two types of actionlets for joint ”knee”
(AB and BC). (b) Synchronization of ”knee”’ and ”hip” (c) Mutation result of ”knee”,
actionlets were modelled by Eq. 2 with T = 0.3 (solid line) and T = 0.5 (dotted line).

the body posture (as expressed in Eqs. 4- 7). When two actionlets or actions do
not meet the concatenation criteria, the two actionlets or actions will be either
blended or a transition actionlet or action is inserted between them.

Synchronization is required when an action involves a number of joints.
The joints have to act in a coordinated manner in order for the action to be
realistic and meaningful. A simple action, such as ”waving a hand”, may involve
one or two joints and complicated actions like ”running” usually involve many
joints. A typical example is ”walking” where the arms and legs and the two
joints (keen and hip) on the legs have to be synchronised properly. To simplify
the synchronization problem, we introduce joint action group or group of joint
actions, which is composed of a number of joint actions. The joints in a joint
action group are usually connected together. For instance, joint actions of the
left shoulder and elbow may be grouped together to become a group joint action.

Let 7g(t) be a joint action group, then 7g(t) ≡ {Fk(t) |k ∈ ℘}, where ℘ is a
set of valid joints. Assume 7p(t) and 7q(t) are two groups of joint actions, we
consider both 7p(t) and 7q as periodic functions, the synchronization between
them can be represented as 7q(t) = 7p(sh∗t+φ), where sh denotes the temporal
scale coefficient and φ is a phase variable.

(Mutation) Due to the demand for large number of samples of a particular
action for learning, we introduce a mutation process in the simulation to generate
variations of a particular action, instead of specifying an action for each sample.
There are two ways to mutate the samples. One is to choose same type of action-
lets but with different velocity functions from the actionlet database. Another is
to perturb the parameters of the velocity functions as shown in Fig 1(c).

4 Implementation and Results

Fig. 2(a) shows one joint action (knee) while running at the temporal resolution
of 3000 frames per second. The action was composed from two types of actionlets
AB (or CD) and BC (or DE). Fig. 2(b) shows the synchronisation between joint
”knee” and ”hip” for running. Actionlets AB,BC,CD,DE construct the joint
action AE for ”knee” and joint action XZ for hip. There is a phase |A − X |
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difference between these two joint actions, but the two joint actions have the
same period, that is |E−A| = |Z −X |. Fig. 2(c) shows the mutation of the joint
action for ”knee”.

5 Conclusion

In this paper, we have presented a method to simulate human motion. The sys-
tem is designed for generating large samples of human motion that can be fed to
machine learning algorithms for automatic identification and analysis of human
motion. The system is based on novel scheme to decompose human motion into
actions, joint actions and actionlets. This decomposition makes feasible a large
scale simulation of human body motion in which not only a virtually unlimited
types of actions can be simulated from a finite set of actionlets, but also an
unlimited variations of one action can be generated.
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Abstract. Decision tree-based probability estimation has received great
attention because accurate probability estimation can possibly improve
classification accuracy and probability-based ranking. In this paper, we
aim to improve probability-based ranking under decision tree paradigms
using AUC as the evaluation metric. We deploy a lazy probability es-
timator at each leaf to avoid uniform probability assignment. More im-
portantly, the lazy probability estimator gives higher weights to the leaf
samples closer to an unlabeled sample so that the probability estimation
of this unlabeled sample is based on its similarities to those leaf samples.
The motivation behind it is that ranking is a relative evaluation mea-
surement among a set of samples, therefore, it is reasonable to yield the
probability for an unlabeled sample with reference to its extent of simi-
larities to its neighbors. The proposed new decision tree model, LazyTree,
outperforms C4.5, its recent improvement C4.4 and their state-of-the-art
variants in AUC on a large suite of benchmark sample sets.

1 Introduction

A learning model is induced from a set of labeled samples represented by the
vector of an attribute set A = {A1, A2, . . . , An} and a class label C. Classic de-
cision trees are typical decision boundary-based models. When computing class
probabilities, decision trees use the observed frequencies at leaves for estimation.
For instance, if a leaf contains 100 samples, 60 of which belong to the positive
class and the others are in the negative class, then for any unlabeled sample
that falls into the leaf, decision trees will assign the same positive probability
of p̂(+|Ap = ap)=60%, where Ap is the set of attributes from the leaf to the
root. However, this incurs two problems: high bias (traditional tree inductive
algorithm tries to make leaves homogeneous, therefore, the class probabilities
are systematically shifted toward zero or one) and high variance (if the number
of samples at a leaf is small, the class probabilities are unreliable) [9].
� This work was done when the author was a visiting worker at Institute for Informa-

tion Technology, National Research Council of Canada.
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Accurate probability estimation is important for problems like classification
and probability-based ranking. Provost and Domingos’ Probability Estimation
Trees (PETs) [7] turn off pruning and collapsing in C4.5 to keep some branches
that may not be useful for classification but are crucial for accurate probability
estimation. The final version is called C4.4. PETs also use Laplace smoothing to
deal with the pure nodes that contain samples from the same class. Instead of
assigning a probability of 1 or 0, smoothing methods try to give a more modest
estimation. Other smoothing approaches, such as m-Branch [2] and Ling&Yan’s
algorithm [6], are also developed. Using a probability density estimator at each
leaf is another improvement to tackle the “uniform probability distribution”
problem of decision trees. Kohavi [4] proposed an Näıve Bayes Tree (NBTree),
in which a näıve Bayes is deployed at each leaf to produce probabilities. The
intuition behind it is to take advantage of leaf attributes Al(l) for probability
estimation. Therefore, p(c|et) ≈ p(c|Ap(l),Al(l)).

The main objective of this paper is to improve the ranking performance of
decision trees. The improvement comes from two aspects. Firstly, decision trees
work better when the sample set is large. After several splits of attributes, the
samples at the subspaces can be too few on which to base the probability. There-
fore, although employing a traditional tree inductive process, we stop the splits
once the samples are reduced to some extent and deploy probability estimators
at leaves. The probability estimators assign distinct probabilities to different
samples. Thus, the probability generated by such a tree is more accurate than
assigning a uniform probability for the samples falling into the same leaf. Sec-
ondly, and more importantly, we observe that probability-based ranking is indeed
a relative evaluation measurement where the correctness of ranking depends on
the relative position of a sample among a set of other samples. In our paper, a
lazy probability estimator that calculates the probability of an unlabeled sample
based on its neighbors is designed for better ranking quality. The lazy probability
estimator finds m closest neighbors at a leaf for the unlabeled sample and calcu-
late a weight for each neighbor using a newly proposed similarity score function.
We generate the probability estimates for this unlabeled sample by normalizing
all weights of the neighbors at the leaf in terms of their class values. The new
model is called LazyTree. AUC [3] is used to evaluate our method. On a large
suite of 36 standard sample sets, empirical results indicate that LazyTree per-
forms substantially better than C4.5, C4.4 and their variants with other methods
designed for optimal ranking, such as m-Branch, Ling&Yan’s algorithm and a
voting strategy–bagging, in yielding accurate ranking.

2 Using Lazy Learner to Improve Tree-Based Ranking

2.1 The Lazy Learner

Our work aims to calibrate probability-based ranking of decision trees. Improve-
ment comes from two aspects. Firstly, we want to trade-off between bias and
variance of decision trees by deploying a probability estimator at each leaf.
Probability Estimator is defined as:
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Definition 1. Given a set of unlabeled samples E and a set of class labels C =
{ci}, a Probability Estimator is a set of functions pi : E �→ [0, 1], such that
∀e ∈ E,

∑
pi(e) = 1.

The probability estimators give distinct probabilities to different samples. As a
result, the probability estimation generated by such trees is more precise than
the uniform probability assignment for the samples falling into the same leaf.

Secondly, and more essentially, we observe that probability-based ranking is
indeed a relative evaluation measurement where the correctness of ranking
depends on the relative position of a sample among a set of other samples. For
instance, for a binary-class problem, if assigned class probabilities of a positive
sample e+ and a negative sample e− satisfy p(+|e+) > p(+|e−), it is a correct
ranking. For multi-classes, the right ranking means pi(e ∈ ci) > pi(e′ /∈ ci).

These inspire us to use a lazy probability estimator which calculates the
probability of a sample based on its neighbors. The lazy probability estimator
finds m closest neighbors at a leaf (here m means all the samples at this leaf)
for an unlabeled sample and calculate a weight for each neighbor using a newly
proposed similarity metric.

Assume that sample e can be represented by an attribute vector as < a1(e),
a2(e), ..., an(e) > , where ai(e) denotes the value of ith attribute. The distance
between two samples e1 and e2 is calculated in (1):

d(e1, e2) =

√√√√ n∑
i=1

δ(ai(e1), ai(e2)), (1)

δ(ai(e1), ai(e2)) outputs zero if ai(e1) is equivalent to ai(e2), otherwise it out-
puts one.

For an unlabeled sample et and a set of labeled samples {ei|i = 1, ...,n} falling
in a leaf, we assign a weight to each of the labeled sample ei based on its distance
to et (as in 2):

wi = 1 − di∑n
i=1 di

. (2)

In (2), di = d(et, ei) is the distance of an unlabeled sample ei to et. Notice that
for any two labeled samples ei and ej, the shorter the distance to et (assuming
that di ≤ dj), the larger weight the sample (wi ≥ wj). That implies a labeled
sample nearest to et contribute most when calculating the probability for et.

We generate the probability estimates of the unlabeled sample by normalizing
all weights of the labeled samples at a leaf in terms of their class values, as in (3):

p(cj |et) =

∑m
k=1 wj

k + 1
|C|∑n

k=1 wk + 1
, (3)

where n represents the number of samples at a leaf and m is the number of
samples that belong to cj .
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2.2 LazyTree Induction Algorithm

We deploy a lazy probability estimator at each leaf of a decision tree and call
this model LazyTree. To induce the model, we adopt a heuristic search process,
in which we exhaustively build all possible trees in each step and keep only
the best one for the next level expansion. Suppose that finite k attributes are
available. When expanding the tree at level q, there are k-q+1 attributes to
be chosen. On each iteration, each candidate attribute is chosen as the root
of the (sub) tree, the generated tree is evaluated, and we select the attribute
that achieves the highest gain ratio as the next level node to grow the tree.
We consider two criteria for halting the search process. We could stop splitting
when none of the alternative attributes can statistically significantly upgrade
the classification accuracy. Or, to avoid the “fragmentation” problem, there are
at least 30 samples at the current node. Besides, we still permit splitting if the
relative increment in accuracy is not a negative value, which is greedier than
C4.5. The tree model is represented as T . An unlabeled sample et is assigned a
set of class probabilities as in Algorithm 1.

Algorithm 1. LazyT rees(T , et) return {p(cj|et)}
T : a model with a set of leaves L
Sl: a set of labeled samples at a leaf l
et: an unlabeled sample
{p(cj|et)|cj ∈ C}: a set of probability estimates of et

Dispatch et into one leaf l according to its attributes
for each labeled sample etrain ∈ Sl do

Calculate the distance dtrain between etrain and et, by utilizing Equation 1
Calculate the sample weight wtrain, in terms of its similarity to et, by
utilizing Equation 2

for each class value cj ∈ C do
Use Equation 3 to compute p(cj |et)

Return a set of probability estimates {p(cj|et)} for the unlabeled sample et

3 Empirical Study

More details of empirical study can be found in [5]. We used 36 standard sample
sets from the UCI repository [1] and conducted three groups of experiments in
terms of ranking within the Weka [8] Platform. Table 1 lists the properties of
the sample sets. Numeric attributes were handled by decision trees themselves.
Missing values were processed using the mechanism in Weka, which replaced all
missing values with the modes and means from the training set. Besides, due to
the relatively high time complexity of LazyTree, we made a re-sampling within
Weka in sample set Letter and generated a new sample set named Letter-2000.
The selection rate is 10%.
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Table 1. Brief description of sample sets used in our experiments

Data Set Size Classes Missing Numeric Sample Set Size Classes Missing Numeric
anneal 898 6 Y Y ionosphere 351 2 N Y
anneal.ORIG 898 6 Y Y iris 150 3 N Y
audiology 226 24 Y N kr-vs-kp 3196 2 N N
autos 205 7 Y Y labor 57 2 Y Y
balance 625 3 N Y letter-2000 2000 26 N Y
breast 286 2 Y N lymph 148 4 N Y
breast-w 699 2 Y N mushroom 8124 2 Y N
colic 368 2 Y Y p.-tumor 339 21 Y N
colic.ORIG 368 2 Y Y segment 2310 7 N Y
credit-a 690 2 Y Y sick 3772 2 Y Y
credit-g 1000 2 N Y sonar 208 2 N Y
diabetes 768 2 N Y soybean 683 19 Y N
glass 214 7 N Y splice 3190 3 N N
heart-c 303 5 Y Y vehicle 846 4 N Y
heart-h 294 5 Y Y vote 435 2 Y N
heart-s 270 2 N Y vowel 990 11 N Y
hepatitis 155 2 Y Y waveform-5000 5000 3 N Y
hypoth. 3772 4 Y Y zoo 101 7 N Y

In the first group of our experiments, LazyTree was compared to C4.5 and its
PET variants including C4.5-L (C4.5 with Laplace estimation), C4.5-M (C4.5
with m-Branch) and C4.5-LY (C4.5 with Ling&Yan’s algorithm). In the second
group, we compared LazyTree with C4.4 and its PET variants, which contain
C4.4-nLa (C4.4 without Laplace estimation), C4.4-M (C4.4 with m-Branch) and
C4.4-LY (C4.4 with Ling&Yan’s algorithm). In the last group, we made a com-
parison between LazyTree-B (LazyTree with bagging) and C4.5-B (C4.5 with
bagging) and C4.4-B (C4.4 with bagging). Multi-class AUC was calculated by
M -measure[3]. The AUC value on each sample set was measured via a ten-fold
cross validation ten times, and we performed two-tailed t -tests with a signifi-
cantly different probability of 0.95 to compare our model with others. Now, our
observations are highlighted as follows.

1. LazyTree achieves remarkably good performance in AUC among C4.5 and
its variants. LazyTree performs significantly better than C4.5 (31 wins and
0 loss). As the results show, C4.5 variants can improve the AUC values of
C4.5. However, LazyTree considerably outperforms these models in AUC. In
addition, decision trees with m-Branch or with Ling&Yan’s algorithm can
not generate multiple probabilities for the samples falling into the same leaf.

2. LazyTree is the best model among C4.4 and its variants in AUC. LazyTree
significantly outperforms C4.4 (10 wins and 1 loss). Since C4.4 is the state-
of-art decision tree model designed for yielding accurate ranking, this com-
parison provides strong evidence to the ranking performance of LazyTree.
LazyTree also outperforms most of C4.4 variants in AUC.

3. LazyTree-B performs greatly better than C4.5-B and C4.4-B. C4.5-B has a
good ranking performance compared with other typical models. However,
LazyTree-B produces better AUC values than C4.5-B (15 wins and 0 loss)
and also performs better than C4.4-B (7 wins and 2 losses).
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4. Besides having good performances on ranking, LazyTree also has better ro-
bustness and stability than other models. The average standard deviation of
LazyTree in AUC is 4.37, the lowest among all models.

Generally speaking, LazyTree is a trade-off between the quality of probability-
based ranking and the comprehensibility of results when selecting the best model.

4 Conclusion

In this paper, we analyzed that traditional decision trees have inherent defects in
achieving precise ranking, and proposed to resolve those issues by representing
the similarity between each sample at a leaf and an unlabeled sample. One key
observation is that for a leaf, deploying a lazy probability estimator is an optimal
alternative to produce a unique probability estimate for a specific sample, com-
pared with directly using frequency-based probability estimation based on the
leaf samples. Experiment results prove our expectation that LazyTree outper-
forms typical decision tree models in ranking quality. In our future work, other
parameter-learning methods could be used to tune the probability estimation at
a leaf. Additionally, we can find the right tree size for our model, i.e. based on
C4.5 we use the leave-one-out technique to learn a weight for each sample at
leaves, then continue fully splitting the tree, and at each leaf we normalize the
weights and produce probability estimation of that leaf.
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Abstract. In this paper, we propose the Kernel Laplacian Eigenmaps
for nonlinear dimensionality reduction. This method can be extended to
any structured input beyond the usual vectorial data, enabling the visu-
alization of a wider range of data in low dimension once suitable kernels
are defined. Comparison with related methods based on MNIST hand-
written digits data set supported the claim of our approach. In addition
to nonlinear dimensionality reduction, this approach makes visualization
and related applications on non-vectorial data possible.

1 Introduction

Recently, many approaches on dimensionality reduction and manifold learning
have been proposed. Most of them attempt to map objects to a lower dimensional
Euclidean space while preserving their proximity relations in the original high
dimensional space,i.e, if two objects are close to each other in the original space,
their images in the embedding space will still be close. Among these approaches,
linear methods like MDS and PCA, as well as graph-based methods like LLE
[1], Laplacian Eigenmaps (LE) [2], and LPP [3] are typical representatives.

One common characteristic shared by the above approaches is that they oper-
ate only on vectorial data. Moreover, they are spectral methods in the sense that
the lower dimensional representations are derived from either the top or bottom
eigenvectors of specially constructed matrices. However, in today’s demanding
applications like those in the field of multimedia and bioinformatics, input in
the form of images, texts, or even gene expressions might not be readily repre-
sented as vectorial data. As such, they present unique challenges to approaches
that assume vectorial input such as those mentioned above. Through feature
mapping, KPCA [4] projects the mapped data on principal kernel “vectors” in
feature space and avoids the vectorization of objects by the “kernel trick”.

Recently, Ham et al. [5] explain several graph-based methods including LLE
and LE by KPCA. But it doesn’t imply that these methods are readily applied
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to non-vectorial objects since the graph construction still requires the vector-
ization of the data input. In this work, by means of kernel, we can obtain the
pairwise similarity between objects in the feature space that can be converted
to a distance measure, thus bypassing the hard vectorization problem. Through
this, the visualization task can be restated as “if two objects are similar, their
distance should be small in the lower dimensional Euclidean space.” Note that
we have used the term ‘similar’ rather than ‘close’ in order to emphasize similar-
ity in the kernel sense instead of the usual Euclidean sense. Here, by providing
a solution for optimizing a new objective function involving kernel within the
framework of Laplacian eigenmaps, we are able to introduce a criterion for vi-
sualizing non-vectorial data that preserves their proximity relations in a lower
dimensional Euclidean space. We call our method kernel Laplacian eigenmaps
or KLE in short.

2 Kernel Laplacian Eigenmaps

Here, we will first give an overview of LE. In the following discussion, let X =
{x1,x2, . . . ,xN} be a set of input objects and Y = {y1,y2, . . . ,yN} its projec-
tion on a lower dimensional manifold. The cost function to be minimized by the
original LE algorithm was defined as∑

ij

‖yi − yj‖2Wij , (1)

where Wij is the weight assigned to the edge connecting xi and xj on an undi-
rected neighborhood graph constructed according to the Euclidean distance be-
tween their vectorized representations. This neighborhood graph can be con-
structed by n nearest neighbors, that is, xi and xj are connected by an edge if
xi is among the n nearest neighbors of xj or vice versa. n is a parameter whose
value affects the final structure of the neighborhood graph being constructed.
Once the neighborhood graph constructed, weights Wij are assigned to the edges
with 1/0 (1 for connected and 0 otherwise) or an exponentially decaying func-

tion, Wij = e−
‖xi−xj‖2

t , if there is an edge between xi and xj and 0 if not. By
assigning weights to the set of edges on the neighborhood graph, a weight matrix
whose entries capture the relations among objects in the original space can be
obtained. Because the entries of the weight matrix reflect the structure of the
neighborhood graph, their values are restricted to be the computed Euclidean
distances between vectorized representation of the objects in LE.

In addition, the importance of the weight matrix to the overall performance of
the original LE algorithm becomes clearer if we analyze equation (1). Because the
LE preserves local distances, objects that are close to each other in the original
space will be mapped close to each other in the embedding space. As the weight
Wij captures the proximity relation in the neighborhood graph, when its value
increases, the Euclidean distance between yi and yj must decrease in order to
minimize the summation. In order to avoid a trivial solution for example all yi
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being some constant, LE imposes specific constraints in the optimization of the
cost function.

From the above discussion, it is clear that the neighborhood graph from which
the actual similarity matrix is derived enables enables the proximity relations
among objects in high dimensional space to be preserved in lower dimensional
embedding. It suggests that we could use kernel to evaluate their similarity,
bypassing the neighborhood graph construction. In the following discussion, we
assume a kernel function, denoted as k(xi,xj) and corresponding kernel gram
matrix Kij = k(xi,xj), has been appropriately chosen to encode the similarity
between each pair of objects in X . We propose a new objective function∑

ij

‖yi − yj‖2k(xi,xj) (2)

to reflect this idea. It can be considered as the sum of products of the inner prod-
uct between similarity “vectors” of non-vectorial objects and their distances in
the lower dimensional embedding. While the former is in the kernel sense, the
latter is in the usual Euclidean sense. So we minimize it for proximity preserving.
Observe that equation (2) and (1) are similar with Wij replaced by k(xi,xj).
Furthermore, we can interpret the kernel gram matrix as a fully connected graph
whose weights are the values of the kernel which satisfy the condition of Lapla-
cian in spectral graph theory [6]. This implies that the minimization of (2) can
be solved under the framework of Laplacian Eigenmaps. The Laplacian will be
computed as L = D − K, where D is a diagonal matrix with Dii =

∑
j Kij .

The lower dimensional representation of the non-vectorial objects can thus be
obtained by solving this generalized eigenvector system:

Ly = λDy , (3)

and then select the m eigenvectors corresponding to the m smallest eigenvalues
excluding those that are 0. We can also apply n-nearest neighbors method to
preprocess K to eliminate too small entries thus endowing the algorithm the
ability to handle locality information, that is, for every object xi, we let Kij = 0
if xj is not among the n most similar objects to xi where similarity is measured
by the kernel function k(·, ·). Since after this procedure, the entries of K still
satisfy the condition of Laplacian mentioned above, and the algorithm is still
applicable. Because this algorithm involves kernel and Laplacian Eigenmaps, we
call it Kernel Laplacian Eigenmaps (KLE).

3 Experimental Evaluation

Experiments were conducted on a subset of the MNIST handwritten digits image
database1. The test data consisted of 500 images with 50 images per digit. All
images are in grayscale and have a uniform size of 28 × 28 pixels. The SCIGV
kernel [7] was chosen to measure the similarity between the input objects. The
lower dimensional embedding is in the form of a 2-D Euclidean space.
1 The dataset can be found at http://yann.lecun.com/exdb/mnist/
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Fig. 1. The comparison of the performance of the KLE and LE

Figure 1 compares the result of our KLE algorithm with that of the LE.
Visually, the result of our KLE algorithm reveals clusters for the different classes
of digits that are more compact and have less overlappings than those of the LE,
whereas the LE exhibits wider dispersion and overlappings of the objects in the 2-
D embedding space. Furthermore, by analyzing the distribution of these clusters
in relation to each other in our results, a commonly accepted belief regarding
the structure of these digit classes was again verified. For example, the clusters
of digits 0 and 1 were far apart from each other as well as from the other digits.
This confirmed that the digits 0 and 1 have the best discriminatory accuracy
which is a widely accepted belief. In addition, groups such as the one involving
digits 9 and 7, and the one involving digits 6 and 8 both exhibit visually common
features as can be inferred from the 2-D embedding space by their overlappings.

In our experiments, we also want to compare the effects of varying the value
of n (a parameter used in constructing the weighted neighborhood graph by
the nearest neighbor method) on the result of the embedding. If we observe the
results2 , it is clear that as the value of n increases, the result of the embedding
begins to deteriorate. when n increases, KLE is exhibiting global rather than
local features. As a result, KLE might fail to provide useful features when the
value of n gets larger and is comparable to the number of samples in a single
class.

4 Conclusions

In this paper, we proposed a novel algorithm, KLE, to embed non-vectorial
objects in a lower dimensional space thus providing an effective technique for
visualizing the structure of their proximity relations. Because vectorization of
input objects is not required, visualization of a much wider range of data is
possible given a proper kernel defined over the set of input objects is selected. In
dimensionality reduction, it is important that a lower dimensional embedding of
the objects faithfully reflects their proximity relations in the original space. A
2 The result is available at http://turing.une.edu.au/∼yguo4/kle
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data dependent and specially designed kernel will definitely improve the result
of KLE since the feature mapping associated with the kernel reveals the true
proximity relations among the objects thus the lower dimensional representation
will certainly be more meaningful.

In KLE, the value of n in the n nearest neighbors method used in preprocessing
K is an adjustable parameter and should be carefully tuned in practice. As shown
in our experiments, a larger n caused the result of the embedding to deteriorate.
Whereas too small an n will incur degeneracy in the embedding. A general
guidance on how to select an optimal value for n will be one of the foci in our
future research.

Finally, possible applications of the proposed KLE algorithm include dimen-
sionality reduction, exploratory data analysis, clustering, etc. for non-vectorial
objects. In our future work, experiments conducted on text, voice, and biological
data will be performed.
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Abstract. In this paper rough c-means is applied to cluster user ac-
cess patterns, in which PSO(Particle Swarm Optimization) algorithm is
employed to tune the threshold and relative importance of upper and
lower approximations. The Davies-Bouldin clustering validity index is
used as the fitness function that is minimized while arriving at an opti-
mal clustering. The effectiveness of the algorithm is demonstrated by an
experiment.

Keywords: web clustering, fuzzy variable, rough set, web user access
pattern, PSO.

1 Introduction

Three important aspects of web mining, namely clustering, association and se-
quential analysis are often used to study important characteristics of web users.
Clustering in web mining involves finding natural groupings of web user access
patterns, web users or other web resources.

Due to a variety of reasons inherent in web browsing and web logging, the
likelihood of bad or incomplete data is higher than conventional applications.
The clusters of web data tend to have vague or imprecise boundaries. Therefore,
the role of soft computing technique such as fuzzy theory and rough theory
is highlighted. Krishnapuram and Joshi [4], Hathaway and Beadek [5] grouped
web users into several disjoint clusters by using fuzzy set theory. Some other
researchers tried to explore clustering method with rough theory. The upper
and lower approximations of the rough set were used to model the clusters in
[3,6]. De [3] applied rough approximation method to cluster web access patterns
from web logs. Lingras [6] adopted the unsupervised rough set clustering method
with genetic algorithms to group web visitors.

This paper proposes an evolutionary rough c-means clustering method to
group user access patterns from web logs. The user access pattern denoting the
unique surfing behavior of ith user can be represented as si ={(Urli1 , ti1), (Urli2 ,
ti2), · · · , (Urlil

, til
)}(1 ≤ i ≤ n), where Urlik

denotes kth visited web page, tik

denotes the time duration on Urlik
, l is the total number of visited web pages.

To easily gain the distance between any two user access patterns, each pattern
is converted into a fuzzy vector with the same length, in which each element
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represents the visited web page and time duration on it. Because these clusters
tend to have ambiguous boundaries, a cluster is represented by a rough set de-
noted by its upper approximation and lower approximation in this paper. Then
a rough c-means method based on the properties of rough set is adopted to
cluster user access patterns denoted by fuzzy vectors. In order to optimize clus-
tering results, PSO algorithm is employed to tune the threshold and the relative
importance of the lower approximation and upper approximation parameters of
the rough sets to minimize the fitness function.

The rest of the paper is organized as follows. The evolutionary algorithm of
clustering user access patterns is proposed in section 2. The effectiveness of the
method is demonstrated in section 3. Finally we conclude in section 4.

2 Evolutionary Rough c-Means Method for Clustering
Web Access Patterns

2.1 Characterizing User Access Pattern as a Fuzzy Vector

Suppose there exist user access patterns S = {s1, s2, · · · , sn}, where si(1 ≤ i ≤ n)
represents a unique surfing behavior of ith user.

Let W be the universe of distinct m web pages visited by all users, U be the
universe of si (1 ≤ i ≤ n).

Each pattern si ∈ S is a non-empty subset of U . Here, the temporal order of
visited web pages has not been taken into account.

The user access pattern si ∈ S(1 ≤ i ≤ n) can be denoted by a vector

Vi =< vt
i1, v

t
i2, · · · , vt

im >, (1)

where vt
ik =

{
tik
, (Urlk, tik

) ∈ si

0, otherwise,
(1 ≤ k ≤ m).

Thus, each pattern si(1 ≤ i ≤ n) is transformed as a real numerical vector
with the same length. Furthermore, vt

ik(1 ≤ k ≤ m) is depicted by a fuzzy
linguistic variable.

Membership functions of time durations on all web pages can be determined by
expert opinion or by statistical methods. Each membership function corresponds
to a fuzzy variable ξi(1 ≤ i ≤ r). Then each numerical vt

ik in vector Vi can be
transformed as a corresponding fuzzy linguistic variable ξj(1 ≤ j ≤ r) by the
method introduced in [8]. Thus the web access pattern of ith user can be denoted
as follows

fvi =< λi1, λi2, · · · , λim >, (2)

where λik ∈ {0, ξ1, ξ2, · · · , ξr} (1 ≤ k ≤ m).

2.2 Algorithm for Clustering Fuzzy User Access Patterns Based on
Rough c-Means

Assume there exist n user access patterns in web transaction S, S = {s1, s2, · · · ,
sn}. Given any two patterns si and sj (1 ≤ i, j ≤ n), they can be denoted
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as follows fvi =< λi1, λi2, · · · , λim > and fvj =< λj1, λj2, · · · , λjm >, where
λik ∈ {0, ξ1, ξ2, · · · , ξr} and λjk ∈ {0, ξ1, ξ2, · · · , ξr} (1 ≤ k ≤ m).

Their sum can be defined as

sum(si, sj) / sum(fvi, fvj) =< E[λi1 + λj1], · · · ,E[λim + λjm] > . (3)

Let f(ξ) = λik + λjk(1 ≤ k ≤ m), then E[f(ξ)] can be gained by fuzzy
simulation method seen in [7]. The distance between si and sj can be defined as

d(si, sj) / d(fvi, fvj) =

√√√√√ n∑
k=1

(E[λik − λjk])2

m
. (4)

similarly, E[λik − λjk] can also be computed by fuzzy simulation.
This paper adopts a rough c-means algorithm for clustering user access pat-

terns. Here, ith cluster Ui(1 ≤ i ≤ k) is characterized as a rough set. Then the
centroid mi of Ui is computed as

mi =

⎧⎨⎩wlow
fvj ∈RUi

fvj

|RUi| + wup
fvj ∈(RUi−RUi)

fvj

|RUi−RUi| RUi − RUi �= Null;

wlow
fvj ∈RUi

fvj

|RUi| otherwise,
(5)

where the parameter wlow/wup controls the importance of the patterns lying
within the lower/up approximation of a cluster in determining its centroid. 0.5 <
wlow < 1 and wup = 1−wlow . |Ui| indicates the number of patterns in the lower
approximation of cluster Ui, while |Ui−Ui| is the number of patterns in the rough
boundary lying between the two approximations Ui and Ui. Thus, the centroid
mi of ith cluster is a real-valued vector denoted by mi =< ci1, ci2, · · · , cim >.

The distance between pattern sl (1 ≤ l ≤ n) and the centroid mi is defined
as follows

d(sl,mi) / d(fvl,mi) =

√√√√√ m∑
k=1

(E[λlk − cik])2

m
. (6)

The main steps of the clustering algorithm is described as follows.

step1: For each si ∈S, denote si by a corresponding fuzzy vector fvi.
step2: Assign initial means mi for the c clusters.

Here, choose randomly c user access patterns as the initial means.
step3: For each fuzzy vector fvl (1 ≤ l ≤ n) do

For i=1 to c do
Compute d(fvl,mi) according to Eq.(6).

step4: For each pattern sl (1 ≤ l ≤ n) do
If d(fvl,mi) − d(fvl,mj) (i �= j) is less than threshold δ
then sl ∈ RUi and sl ∈ RUj ,
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else if the distance d(fvl,mi) is minimum over the c clusters
then sl ∈ RUi.

step5: C1 = {RU1,RU1}, · · · , Cc = {RUc,RUc}.
step6: Compute new mean for each cluster using Eq.(5).
step7: Repeat steps 3-6 until convergence.
step8: output C.

2.3 Evolutionary Optimization

It is observed that the performance of the algorithm is dependent on the choice
of wlow , wup and the threshold δ. In this paper we employed an evolutionary
PSO algorithm, which was originally designed by Eberhat and Kennedy [2] to
compute the optimal values of the parameters involved. In this paper we compute
the optimal number of clusters by the Davies-Bouldin cluster validity index [1].

The optimal model is defined as follows⎧⎪⎪⎨⎪⎪⎩
min 1

c

c∑
k=1

max
l �=k

{
S(Ck) + S(Cl)

d(Ck, Cl)

}
s.t. 0 < wup < 1, 0 < δ < 0.5.

(7)

The main steps of optimal algorithm are provided below.

step1. K = 1, randomly choose N particles (wupi
, δi)(i = 1, 2, · · · , N , and

V K
iwup

= 0, V K
iδ = 0.

step2. Run algorithm 1, and compute Davies-Bouldin cluster validity index
F (PK

iwup
,PK

iδ ).
step3. If F (P s

iwup
,P s

iδ) = max
1≤l≤K

F (P l
iwup

,P l
iδ) then pbesti = (P s

iwup
,P s

iδ).

If F (P t
iwup

,P t
iδ)= max

1≤l≤K,1≤i≤N
F (P l

iwup
,P l

iδ) then gbest=(P t
iwup

,P t
iδ).

step4. V K+1
iwup

= wV K
iwup

+ c1r1(P s
iwup

− wK
upi

) + c2r2(P t
iwup

− wK
upi

).
V K+1

iδ = wV K
iδ + c1r1(P s

iδ − δK
i ) + c2r2(P t

iδ − δK
i ).

w is the weight, c1, c2 are constants, and r1, r2 are random numbers
in the interval [0, 1].

step5. wK+1
upi

= wK
upi

+ V K+1
iwup

. δK+1
i = δK

i + V K+1
iδ .

step6. repeat steps 2-6 until convergence.

3 An Experiment

Assume 5,650 user access patterns are extracted from the information resource
after a web log is downloaded. And these web access patterns are to be grouped
into 5 clusters. Time durations on web pages correspond to trapezoidal fuzzy
variables ξ1(5, 5, 30, 40), ξ2(30, 60, 90, 120), ξ3(90, 120, 150, 150).

The clustering results are shown in Table 1.
The same data is clustered into groups by other algorithms. The comparison

with other algorithms are shown in Table 2.
By comparison, the evolutionary rough c-means gets better clustering results.
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Table 1. Clustering result

cluster number the included web access patterns
cluster 1 272
cluster 2 965
cluster 3 656
cluster 4 153
cluster 5 74

Table 2. Comparison of clustering results

clustering algorithm Davies-Bouldin index
rough approximation method 0.780
fuzzy c-means 0.712
evolutionary rough c-means 0.656

4 Conclusion

In this paper, an evolutionary approach based on rough c-means in fuzzy envi-
ronment is proposed to cluster user access patterns. This approach is useful to
cluster web access patterns from web logs so that similar surfing behavior can
be grouped into one class. Thus people can build up adaptive web server and
design personalized service according to users’ surfing behaviors.
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Abstract. Reduced set method is an important approach to speed up 
classification process of support vector machine (SVM) by compressing the 
number of support vectors included in the machine’s solution. Existing works 
find the reduced set vectors based on solving an unconstrained optimization 
problem with multivariables, which may suffer from numerical instability or get 
trapped in a local minimum. In this paper, a novel reduced set method relying 
on kernel-based clustering is presented to simplify SVM solution. This 
approach is conceptually simpler, involves only linear algebra and overcomes 
the difficulties existing in former reduced set methods. Experiments on real data 
sets indicate that the proposed method is effective in simplifying SVM solution 
while preserving machine’s generalization performance.  

Keywords: Approximate solution; Reduced set vector; Kernel-based clustering.   

1   Introduction 

Recently, there has been considerable research on speeding up the classification 
process of Support Vector Machine (SVM) [1] by approximating the solution in terms 
of a reduced set of vectors. In [2,3,4], authors try to approximate the decision function 
with a much smaller number of reduced set vectors that are constructed incrementally. 
These approaches need to solve an unconstrained optimization problem with 
multivariables. Therefore, as in any nonlinear optimization problem, one may suffer 
from numerical instability or get trapped in a local minimum and the result obtained is 
thus sensitive to the initial guess [5]. 

This paper presents a novel reduced set approach to simplify SVM solution. The 
proposed method is conceptually simpler, involves only linear algebra and does not 
suffer from numerical instability or local minimum problems. Experiments on real 
data sets show the effectiveness of the proposed method in simplifying the SVM 
solution while preserving machine’s generalization performance. 

The paper is organized as follows. In section 2, the proposed method is introduced 
in detail. Experimental results are demonstrated in Section 3 to illustrate the 
effectiveness of the proposed method. Conclusions are included in Section 4. 
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2   Proposed Reduced Set Method 

In [3], authors give an interpretation of reduced set vector related with cluster 
centroid. Motivated by that, we propose to organize positive and negative support 
vectors in clusters, respectively, in F, and replace images of support vectors within the 
cluster by the cluster centroid to simplify SVM decision function. 

2.1   Kernel-Based Clustering 

A simply unsupervised clustering (UC) algorithm proposed in [6] is applied to 
organize positive and negative support vectors in clusters, respectively. However, the 
simplification of SVM solution is processed in feature space. The cluster centroids 
generated by the UC algorithm in input space may not be suit for as a reduced vector 
set to approximate the decision function of SVM. To make use of the UC algorithm 
for the simplification, we have to extend the original UC algorithm into feature space 
by using kernel methods and develop the kernel-based unsupervised clustering (KUC) 
algorithm to generate cluster centroids in feature space instead of in input space. The 
KUC algorithm is described as following: 

Suppose that the sample set for clustering is 1 2{ , ,..., }mX x x x= , , 1,...d
ix R i m∈ = , the 

cluster radius is r, and ϕ  is a nonlinear mapping function to project xi into feature space F. 
1) 1 1 1 1 2{ ( )}, ( ), _ 1, { ,... }mC x O x Cluster num Z x xϕ ϕ= = = = . 

2) If Z = ∅ , then STOP. 
3) For a sample ix Z∈ , choose the cluster centroid Oj closest to ( )ixϕ from the 

existing cluster centroids, i.e,  
_

1
arg min ( ( ), )

Cluster num

j i k
kj

O d x Oϕ
=

= .                                                (1) 

    4) If the distance ( ( ), )i jd x O rϕ ≤ , add ( )ixϕ into cluster Cj, i.e, { ( )}j j iC C xϕ= , 

the centroid of this cluster is adjusted to the mean value of all the samples within the 
cluster in F:  

( )

1
j j i

j
j

n O x
O

n

ϕ× +
=

+
,                                                       (2) 

where nj is the number of samples within the cluster. Adjust nj = nj + 1, and go 
to step 6. 
     5) If the distance ( ( ), )i jd x O rϕ > , add a new class Cluster_num=Cluster_num+1, 

CCluster_num= { ( )}ixϕ , _ ( )Cluster num iO xϕ= . 

     6) { }iZ Z x= − , go to step 2. 
In step 3, the distance between ( )ixϕ and kth cluster centroid 

1
(1/ ) ( )k

p

n

k k kp
O n xϕ

=
=  can be calculated as: 

2
1 , 1

2 1
( ( ), ) ( , ) ( , ) ( , )

k k

p p q

n n

i k i i i k k k
p p qk k

d x O k x x k x x k x x
n n

ϕ
= =

= − + ,                (3) 

where nk denotes |Ck| and ( ), 1,...,
ik kx i nϕ = , are the samples within the cluster Ck. 
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Finally, the cluster centroid obtained by KUC algorithm is the mean value of all 
the images of support vectors within the cluster, which assumes that each support 
vector exerts same force on cluster centroid and does not take into account the 
corresponding weights of support vectors. To amend the problem, we adjust the 
expression of cluster centroid as following: 

 
1

( )
k

i i

n

k k k
i

O b xϕ
=

= , 
1

/
k

i i i

n

k k k
i

b α α
=

= , k = 1,…,Cluster_num,                  (4) 

where 
ikα , 1,..., ki n= , are corresponding weights of support vectors within the cluster 

Ck  in F. 

2.2   Solution of Pre-image Problem 

It is clear that the cluster centroids in F derived from KUC algorithm cannot be used 
directly, thus, we must use their pre-images in input space. In [7], Kwok and Tsang 
present a method to find the approximate pre-images of patterns that are denoised in 
feature space via kernel principal component analysis (KPCA). We follow their 
strategy to seek the pre-images of cluster centroids generated by KUC algorithm.  

The feature-space distance between cluster centroid Ok and an arbitrary point 

ix can be calculated as following: 

  2

1 , 1

( , ( )) ( , ) 2 ( , ) ( , )
k k

p p p q p q

n n

i k i i i k k i k k k k
p p q

d O x k x x b k x x b b k x xϕ
= =

= − +  .         (5) 

Suppose the pre-image of Ok is zk in input space, for the Gaussion kernel, the 

following simple relation holds true between 2 ( ( ), ( ))i k id z xϕ ϕ  and 2 ( , )i k id z x [8]: 

    2 2( ( ), ( )) || ( ) ( ) || ( , ) 2 ( , ) ( , )i k i k i k k k i i id z x z x k z z k z x k x xϕ ϕ ϕ ϕ= − = − +  

2 2 21
( , ) 2 ln(1 ( ( ), ( )))

2i k i i k id z x d z xσ ϕ ϕ= − − .                                          (6) 

Because the feature-space distance 2 ( , ( ))i k id O xϕ  is available from (5), the 

corresponding input-space distance between the desired approximate pre-image zk of 
Ok and xi can be calculated based on (6). Generally, the distances with neighbors are 
the most important in determining the location of any point. Hence, we will only 
consider the (squared) input-space distances between cluster centroid Ok and its nk 
nearest neighbors 

1 2
{ ( ), ( ),... ( )}

nk
k k kx x xϕ ϕ ϕ  which are all the support vectors within 

the cluster Ck in F. Define a vector 

2 2 2 2
1 2[ , ,... ]

k

T
nd d d d=  ,                                                         (7) 

where di, i=1,…,nk, are the input-space distance between the desired pre-image of Ok 
and 

ikx . In [9], one attempts to find a representation of a further point with known 

distance from each of other points. Thus, we can use the idea to transform Ok back to 

the input space. For the nk neighbors 
1 2

{ , ,..., }
nk

d
k k kx x x R∈ obtained by KUC 
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algorithm, we will first center them at their centroid 
1

(1/ ) k

i

n

k ki
x n x

=
= and define a 

coordinate system in their span. First, we construct the kd n×  matrix 

1 2
[ , ,..., ]

nk
k k kX x x x= and a k kn n× centering matrix 

     
1

11T

k

H I
n

= − ,                                                               (8) 

where I is a k kn n×  identity matrix and 1=[1,1,…,1]T is a 1kn ×  vector. The XH will 

center the 
ikx ’s at their centroid  

     
1 2

[ , ,..., ]
nk

k k kXH x x x x x x= − − − .                                      (9) 

Suppose that XH is of rank q, we can obtain the singular value decomposition (SVD) 
of the kd n×  matrix XH as: 

         1 1
1 2 1 1 1 1

2

0
[ , ]

0 0

T
T

T

V
XH E E E V E

V

Λ
= = Λ = Γ ,                       (10) 

where 1 1 2[ , ,... ]qE e e e=  is a d q×  matrix with orthonormal columns ei, and 

1 1 1 2[ , ,... ]
k

T
nV c c cΓ = Λ =  is a kq n×  matrix with columns ci being the projection of 

ikx onto the ej’s. Note that, 2 2|| || || || , 1,...,
ii k kc x x i n= − = , and collect this into a nk-

dimensional vector, as 2 2 2 2
0 1 2|| || ,|| || ,..., || ||

k

T

nd c c c= . It is clear that the location of 

the pre-image zk is obtained by requiring 2 ( , ), 1,...,
ik k kd z x i n=  to be as close to those 

values in (7) as possible, i.e,  

2 2( , )
ik k id z x d , 1,..., ki n= .                                              (11) 

Define 1qc R ×∈  via 1 kE c z x= − , then 

2 2 2 2 2|| || || ( ) ( ) || || || || || 2( ) ( )
i i i

T

i k k k k i k kd z x z x x x c c z x x x− = − − − = + − − − , 1,..., ki n= . (12) 

Following the steps in [9] and [7], we obtain that 

     1 2 2 1 2 2
0 1 1 0

1 1
( ) ( ) ( )

2 2
T Tc d d V d d− −= ΓΓ Γ − = Λ − .                            (13) 

Finally, by transforming c  back to the original coordinated system in input space, the 
approximate pre-image of cluster centroid in F is 

1kz E c x= + .                                                                (14) 

2.3   Determine Optimal Coefficients of Reduced Set Vectors 

With the derived pre-images of cluster centroids,  the goal is now to find the optimal 

coefficients kβ  to approximate 
1

( )k

i i

n

k ki
xα ϕ

=
  by ( )k kzβ ϕ : 
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2

1
( ) || ( ) ( ) || , 1,..., _k

i i

n

k k k k ki
d z x k Cluster numβ β ϕ α ϕ

=
= − = ,               (15) 

where kz  is pre-image of centroid of cluster Ck,  
ikx , i=1,…,nk are support vectors 

within the cluster Ck in F and 
ikα are corresponding weights. For the extreme, we 

have ( ( )) 0
k kdβ β∇ = and obtain that 

    
1

( , ) / ( , )
k

i i

n

k k k k k k
i

k z x k z zβ α
=

=  , 1,..., _k Cluster num= .                 (16) 

For Gaussion kernel, ( , ) 1k kk z z = , thus,
1

( , )k

i i

n

k k k ki
k z xβ α

=
= .  

In [3], the optimal coefficients 1 2( , ,..., )
ZNβ β β β=  are computed by  

1( )z zxK Kβ α−=  ,                                                                  (17) 

where ( ) ( )z T
ij i jK z zϕ ϕ=  and ( ) ( )zx T

ij i jK z xϕ ϕ= . The (17) take into consideration 

collective property of all reduced set vectors, thus, it always generates a solution that 
is better than original one. In our method, we adopt (17) to recompute corresponding 
optimal coefficients of desired reduced set vectors after iterative simplification step 
finished. 

2.4   The Main Algorithm 

The sketch of our reduced set method can be summarized as following: 

1) Initializes cluster radius R, step length λ , stopping threshold τ  
2) Organize  the  positive  and negative  support  vectors  in  clusters  in  F, 

respectively, by KUC algorithm with cluster radius R. 
3) Find the pre-images of cluster centroids in F following the approach described 

in section 2.2. 
4) Regard these pre-images of cluster centroid as reduced set vectors and 

determine the optimal coefficients using (16) to construct a simplified SVM. 
5) If the difference between simplified SVM solution and original one is bigger 

than a given stopping threshold τ  
go to step 6 

Else  
      R R λ= + , go to step 2 

6) Adopt the reduced set vectors obtained in previous iteration as desired reduced 
set vectors and recompute their optimal coefficients using (17) to generate 
resulting simplified SVM. 

Generally, the simplified solution is different from the original one, which may 
lead to the degradation in generalization performance of simplified SVM. To control 
the situation, we monitor the difference between simplified SVM solution and the 
original one. If the generated simplified SVM makes the difference exceed a given 
threshold τ , the simplification process will stop. The difference between them can be 
measured as following: 
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2
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1 1 , 1 1 1

2
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1 , 1

|| ( ) ( ) || ( , ) 2 ( , )
|| ' ||
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|| ||

|| ( ) || ( , )
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= = = = =

= =

− −
−

= = + . (18) 

3   Experiments and Discussions 

The proposed method is implemented in Matlab 7.0 and VC++. The LIBSVM [10] is 
used for SVM implementation. USPS handwritten digit data set from UCI machine 
learning repository [11] is used in experiments.  

In the experiment on the USPS data set of 7291 training patterns and 2007 test 
patterns, we simplify the SVM solution of ten binary classifiers, each trained to 

separate one digit from the rest. The Gaussion kernel is used with g= 82− , and C is set 
to 10, which are obtained by doing 10-fold cross validation on a small subset. 

Table 1 shows a different reduction in number of support vectors as well as 
different test errors with different values of stopping threshold τ . The last column 
displays number of reduced set vectors and test errors for 10-classification, and the 
numbers included in bracket denote corresponding reduction rate and test error rate, 
respectively.  

From Table 1, it can be seen that the proposed method is able to reduce the support 
vectors even up to 90% on USPS data set with only 0.44% loss in generalization 
performance, which is better than results reported in [3] (90% reduction rate with 
0.7% loss). Moreover, the results can be further improved by performing a subsequent 
global gradient descent in the space of all ( ,i iz β ) to minimize || ' ||ϕ ϕ−  [2]. The 

corresponding results are displayed in the last row of Table 1, where RSV-26 stands 
for 26 reduced set vectors for 10-classification. Though the computation is expensive, 
the improved version leads to 90% reduction rate on the data set with only 0.1% loss 
in generalization performance, which is also better than corresponding results 
reported in [3] (90% reduction rate with 0.3% loss). 

Table 1. Performance of simplified SVM on USPS data set 

Stopping threshold τ  0 1 2 3 4 5 6 7 8 9 10-class 

# SVs 211 85 310 313 329 354 215 197 366 337 272 (0) Original 
  SVM # Errors 17 15 33 24 32 23 11 14 25 17 21 (1.05%) 

# RSVs 150 58 210 274 238 296 175 150 287 274 211 (22%) 0.15 
# Errors 15 15 28 21 32 23 12 16 25 19 21 (1.05%) 
# RSVs 101 41 154 132 190 200 107 110 147 165 134 (51%) 0.25 
# Errors 17 15 13 31 34 23 20 16 30 20 22 (1.1%) 
# RSVs 74 29 118 91 132 147 69 62 107 123 95 (65%) 0.3 
# Errors 18 16 15 34 34 25 21 16 31 22 23 (1.15%) 
# RSVs 47 21 80 73 96 83 50 44 93 73 66 (76%) 0.35 
# Errors 22 18 19 35 37 31 24 19 35 24 26 (1.3%) 
# RSVs 21 16 32 27 28 30 22 23 34 25 26 (90%) 0.47 
# Errors 22 21 30 43 41 33 27 23 38 26 30 (1.49%) 

RSV-26 # Errors 17 16 24 21 35 28 19 18 29 24 23 (1.15%) 
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4   Conclusions 

A reduced set method based on kernel-based clustering to simplify SVM solution is 
investigated in this paper. Compared with former reduced set methods, the proposed 
method possesses attractive advantages: (i) It is conceptually simpler, involves only 
linear algebra and does not suffer from numerical instability or local minimum 
problems. (ii) Each reduced set vector obtained by the method has an explicit 
meaning, which can be regarded as a representative of several closed original support 
vectors belonging to the same class in F. (iii) The proposed method is more effective 
in simplifying SVM solution while preserving machine’s generalization performance. 
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Abstract. Based on the off-lattice AB model consisting of hydrophobic and 
hydrophilic residues, a novel hybrid algorithm is presented for searching the 
ground-state conformation of the protein. This algorithm combines genetic 
algorithm and simulated annealing. A kind of optimization of the crossover 
operators in the genetic algorithm is implemented, where a local adjustment 
mechanism is used to enhance the searching ability for optimal solutions of the 
off-lattice AB model. Experimental results demonstrate that the proposed 
algorithm is feasible and can insure the solution quality when used to search for 
native states with off-lattice AB model.  

Keywords: Off-lattice AB Model, Genetic-Annealing Algorithm, Crossover 
Strategy, Local Adjustment. 

1   Introduction 

Predicting the native states of a protein from its given amino acid sequence is one of 
the most central problems in the field of bioinformatics. Based on the minimum free 
energy hypothesis that the native structure of protein is the one in which the free 
energy of the whole system is lowest [1], much work has been devoted to introduce 
theoretical computing methods to search for the structures of proteins, such as Monte 
Carlo [2], genetic algorithm [3] and dynamical approach [4] etc. 

Since solving such a problem is too difficult to be approached with realistic 
potentials for the real protein, the highly simplified models are studied instead. One of 
the most prominent and widely used models is the off-lattice AB protein model in two 
dimensions proposed by Stillinger, etc.[5], where the hydrophobic monomers are 
labeled by A and the hydrophilic ones labeled by B. The energy function for the N-
mer chain is defined as [5]:  

( ) ( )−

=

−

= +=

+=Φ
1

2

2

1 2
21 ,,

n

i

n

i

n

ij
jiiji rVV ξξθ  (1) 

Where ( ) ( )iiV θθ cos14/11 −=  and ( ) ( )( )612
2 ,4,, −− −= ijjiijjiij rCrrV ξξξξ . ijr  

denotes the distance between monomer i  and j  of the chain. 1V  is the bending 

potential and independent of the A, B sequence. The 2V  is Lennard-Jones potential 
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with a species-dependent coefficient ( )jiC ξξ ,  which is +1, +1/2 and -1/2 for AA, BB 

and AB pairs respectively, thus there is attractive for pairs of like monomers and 
repulsive for AB pairs of monomers.                

Even for this simple model, it is still nontrivial to predict the native state for the 
protein folding problem. Therefore, the global optimization problem is a sticking 
point of the protein structure prediction. In this paper, we developed a new efficient 
method of conformational search called the local adjustment genetic-annealing 
algorithm (LAGAA). One of the greatest advantages of LAGAA is that it can 
improve the global searching ability, and compute the lowest energy of a protein in a 
more efficient way. 

2   Improved Genetic-Annealing Algorithm 

A novel hybrid algorithm that merges Genetic algorithm (GA) with Simulated 
annealing (SA) is proposed in this paper. This algorithm takes the advantage of GA 
by using its stochastic linearity combination crossover strategy, and the advantage of 
SA. Moreover, local adjustment mechanism is involved to enhance the searching 
ability for optimal solutions of the off-lattice AB model.  

1) Local adjustment mechanism 

x

ih

minh

y

ih

ih ih

 

Fig. 1. A schematic diagram of local adjustment. The cycles indicate the individuals to be 
optimized, and the dots indicate the current individual with minimum energy. 

Fig. 1 presents the schematic diagram of local adjustment for the tetramers. 
According to off-lattice AB model, the energy of each tetramer is determined 
by two angles of bend xθ  and 

yθ . If the individuals 
ih  distribute in areas , , , 

�, then the distance between each parameter of each individual 
ih  and the 

corresponding parameter of minh  can be described as: 

−=Δ

−=Δ
min

min

y
i
yy

x
i
xx

θθθ
θθθ  

(2) 

Since searching smaller areas in which the global minimum lies will lead to a faster 
convergence to the desired solution, every parameter of ih  is adjusted by Eq. (3) to 

keep the searching in smaller areas. 

)(θΦ
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2) Crossover strategy 
For the main genetic evolution, LAGAA is the same as standard genetic algorithm 

in the reproduction process. But there is difference in the crossover processe. If the 
current solution with minimum energy is described as },,,{ minmin

2
min

1min nh θθθ= , 

and each solution selected is defined as },,,{ 21
i
n

ii
ih θθθ= , which is to do the 

crossover process with minh , and then the new solution is },,,{ 21

′′′=′ i
n

ii
ih θθθ , where 
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i
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m ≤≤
≥+

<−+
=′

α
αθθ

θ  (4) 

The novel crossover mode is proposed here to bring the better characters of the 
parent into the next generation for improving the performance.  
3) Simulated annealing  

In the annealing process, a melt, initially at high temperature and disordered, is 
slowly cooled so that the system at any time is approximately in thermodynamic 
equilibrium. As cooling proceeds, the system becomes more ordered and approaches a 
frozen ground state at 0=T . If the initial temperature of the system is too low or 
cooling is done insufficiently slowly the system may become trapped in a local 
minimum energy state. In this paper, the cooling schedule that provides necessary and 
sufficient conditions for convergence is  

ii TT σ=+1  

When the simulated annealing is applied to the protein folding problem, the 
potential energy function Eq. (1) of the off-lattice AB model becomes the objective 
function. For any n-residue molecule, the 2−n  angles of bend should be found when 
the objective function obtains the energy minimum, which is based on the 
thermodynamic hypothesis formulated by Anfinsen [1]: the natural structure of a 
protein in its physiological environment is the one of lowest free energy. 

3   Experimental Results  

LAGAA based on off-lattice AB model has implemented by C++ in windows XP. In 
our experiments, the parameters are set as following: the initial temperature is 100, 
the terminal temperature 10-7, the drop rate of temperature 0.96, the loop times under 
same temperature 100, the mutation rate 0.8, the crossover rate 0.6, and the 
population scale 100. 

Our experiment uses the same Fibonacci sequences in [6]. The purpose of the 
experiment is to see whether LAGAA algorithm is feasible and efficient for searching 
the low energy conformations in the off-lattice AB model. Table 1 lists the lowest 
energies obtained about the off-lattice AB model for all Fibonacci sequences 
with 5513 ≤≤ N , along with the values obtained by different methods for 
comparison. For 13<N , our energies are identical extremely to those of Frank H. 
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Stillinger [6] and our algorithm can find the ground states. Here minE  is the minimum 

energy obtained by Stillinger, while PERME  is the lowest energy obtained by the 

pruned-enriched-Rosenbluth method (PERM) presented in Ref. [7]. 
LAGAAE  is the 

optimal energy obtained by LAGAA.  

Table 1. The minimal energy of test sequences 

N SEQUENCE minE  PERME  
LAGAAE  

13 ABBABBABABBAB -3.2235 -3.2167 -3.2940 

21 BABABBABABBABBABABBAB -5.2881 -5.7501 -6.1896 

34 ABBABBABABBABBABABBABABBABBABABBAB -8.9749 -9.2195 -10.7068 

55 BABABBABABBABBABABBABABBABBABABBAB 
BABABBABABBABBABABBAB 

-14.4089 -14.9050 -18.4615 

 
Table 1 shows that our results for length 13, 21, 34 are slightly better than the 

results obtained by other two methods, while for length 54, our result of the lowest 
energy is obviously improved. That is, LAGAA is the best among the given three 
methods for all the four sequences. 

Table 2. Potential energies and radians of angles iθ  at the global minima for test sequences 

N 
LAGAAE  πθ /i

 

13 -3.2940 0.47479, 0.47741, -0.27642, 0.47093, 0.48360, -0.46668, 0.62175, -0.46118, 
0.48274,  0.47198, -0.33155 

21 -6.1896 0.16358, -0.61686, 0.14949, -0.11481, 0.06093, 0.52453, -0.61960, 0.16149,       -
0.13183, -0.09260, -0.57751, -0.29349, 0.02896, 0.52495, -0.61886, 0.14284,      -
0.11223, 0.07111, 0.40653 

34 -10.7068 -0.09772, 0.33904, 0.56449, 0.09170, 0.14540, -0.16349, 0.62107, -0.52645,       -
0.04390, 0.30323, 0.57495, 0.09415, 0.13507, -0.50433, 0.62122, -0.19441,       -
0.12072, -0.33411, -0.55866, 0.61784, -0.14333, 0.10918, 0.10479, 0.57515, 
0.29846, -0.03399, -0.52983, 0.61925, -0.13770, 0.16489, -0.30205, -0.57564  

55 -18.4615 -0.13178, 0.61671, -0.50615, 0.06790, -0.02486, -0.14901, 0.61880, -0.51957, 
0.17089, 0.09566, 0.54638, 0.35748, -0.11441, -0.15688, 0.62172, -0.51987, 
0.07735, -0.02729, -0.15179, 0.61996, -0.54520, -0.36638, 0.05201, -0.59061,      -
0.03153, 0.00999, -0.13696, 0.62001, -0.52548, 0.14548, -0.04684, -0.35851, 
0.47495, 0.47441, -0.11061, 0.61705, -0.16891, 0.14216, -0.12201, -0.14319, 
0.61801, -0.52185, 0.03918, 0.05469, -0.35503, 0.47158, 0.48566, -0.48229, 
0.62187, -0.20130, -0.05457, -0.30557, 0.53524 

 
Table 2 is the computed results of the potential energies and radians of angles iθ at 

the global minima for test sequences. Fig. 2 depicts the lowest energy conformations 
in two-dimensions obtained by LAGAA, corresponding to the energies and radians 
shown in Table 2, where the conformation of 13=n  has the single hydrophobic core, 
which is analogous to the real protein structure. But in other three conformations, the 
hydrophobic monomers form the clusters of particles. This is that hydrophobic 
residues are always flanked by hydrophilic residues along the chain. This shows that 
off-lattice AB model reflects the native characters of the real proteins in two-
dimensions but it still is not perfect. 
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         (a)                    (b)                                (c)                                  (d) 

Fig. 2. The lowest energy conformations for the four Fibonacci sequences obtained by LAGAA 
algorithm.  (a) n =13; (b) n =21; (c) n =34; (d) n =55. The black dots represent hydrophobic 
A monomers, white circles represent hydrophilic B monomers.  

4   Conclusion 

This paper proposes a hybrid genetic-annealing algorithm with novel crossover 
operator based on an off-lattice AB model that is used to locate the native structure of 
protein by the given potential function. To insure the solution quality, local 
adjustment mechanism is also added in the algorithm. Consequently, the algorithm 
appears to be superior performance and higher efficiency. As a future work, we will 
extend the proposed algorithm to three-dimensional off-lattice AB model to predict 
protein folding problem. 

Acknowledgements 

This work was supported in part by the Scientific Research Foundation for the 
Returned Overseas Chinese Scholars, State Education Ministry, and the Project 
(No.2004D006) from Hubei Provincial Department of Education, P. R. China. 

References 

1. C. B. Anfinsen. Principles that govern the folding of protein chains. Science, 181, 223-227, 
1973. 

2. A. Irback, C. Peterson, F. Potthast. Identification of amino acid sequences with good folding 
properties in an off-lattice model. 55: 860-867, 1997. 

3. R. Kong, T. Dandekar. Improving genetic algorithms for protein folding simulations by 
systematic crossover. BioSystems, 50:17-25,1999. 

4. A. Torcini, R. Livi, A. Politi. A dynamical approach to protein folding. J. Biol. Phys., 27: 
181-186, 2001. 

5. F. H. Stillinger, T.H. Head-Gordon, C. Hirshfel. Toy model for protein folding. Physical 
review, E48:1469-1477, 1993. 

6. F. H. Stillinger. Collective aspects of protein folding illustrated by a toy model. Physical 
Review, E52:2872-2877, 1995. 

7. H. P. Hsu, V. Mehra, W. Nadler, and P. Grassberger, J. Chem. Growth algorithms for lattice 
heteropolymers at low temperatures. Phys. 118, 2003. 



Evolution of Characteristic Tree Structured

Patterns from Semistructured Documents

Katsushi Inata, Tetsuhiro Miyahara, Hiroaki Ueda, and Kenichi Takahashi

Faculty of Information Sciences,
Hiroshima City University, Hiroshima 731-3194, Japan

{miyahara, ueda, takahasi}@its.hiroshima-cu.ac.jp

Abstract. Due to the rapid growth of Internet usage, semistructured
documents such as XML/HTML files have been rapidly increasing. Ge-
netic Programming is widely used as a method for evolving solutions
from structured data and is shown to be useful for evolving highly struc-
tured knowledge. We apply genetic programming to the evolution of
characteristic tree structured patterns from semistructured documents.

1 Introduction

We consider evolution of characteristic tree structured patterns from semistruc-
tured documents by using tag tree patterns [4], which are tree structured patterns
and considered to be extended first order terms.

Due to the rapid growth of Internet usage, semistructured documents such
as XML/HTML files have been rapidly increasing. Finding characteristic pat-
terns from given data is a basic task in data mining and machine learning.
But it is difficult to apply conventional methods for relational databases to find-
ing characteristic tree structured patterns from semistructured documents, since
semistructured documents such as Web documents have no rigid structure which
relational databases have. So a new method for evolving characteristic patterns
from semistructured documents is needed.

On the other hand, Genetic Programming (GP) [1,3] is Evolutionary Com-
putation [2,7] and widely used as a search method for evolving solutions from
structured data. GP is shown to be useful for evolving highly structured knowl-
edge [5,8]. Then, in this paper, we report a new application of GP to the evolution
of characteristic tree structured patterns from semistructured documents.

Many semistructured documents such as XML/HTML files are represented by
rooted trees which have ordered children, and tags or text data as edge labels,
and no vertex labels. To formulate a schema on such tree structured data, we use
a tag tree pattern as a rooted tree pattern with ordered children and structured
variables. A structured variable in a tag tree pattern can be substituted by an
arbitrary tree.

This paper is organized as follows. In Section 2, we introduce tag tree patterns
as tree structured patterns. In Section 3, we define our machine learning problem
of evolving characteristic tag tree patterns and report an application of GP to
the problem. In Section 4, we report experimental results on XML documents.

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1201–1207, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Tag Tree Patterns as Tree Structured Patterns

In this section, we briefly review tag tree patterns [4] which are used for repre-
senting characteristic tree structured patterns.

Let T = (VT ,ET ) be a rooted tree with ordered children (or simply a tree)
which has a set VT of vertices and a set ET of edges. Let Eg and Hg be a
partition of ET , i.e., Eg ∪ Hg = ET and Eg ∩ Hg = ∅. And let Vg = VT . A
triplet g = (Vg,Eg,Hg) is called a term tree, and elements in Vg, Eg and Hg

are called a vertex, an edge and a variable, respectively. A variable in a term
tree can be substituted by an arbitrary tree. We assume that every edge and
variable of a term tree is labeled with some words from specified languages. Λ
and X denote a set of edge labels and a set of variable labels, respectively, where
Λ∩X = φ. By regarding a variable as a special type of an edge, we can introduce
the parent-child and the sibling relations in the vertices of a term tree. We use
a notation [v, v′] to represent a variable {v, v′} ∈ Hg such that v is the parent
of v′. We assume that all variables in Hg have mutually distinct variable labels
in X . A term tree with no variable is considered to be a tree.

A substitution θ on a term tree t is an operation which identifies the vertices of
a variable xi with the vertices of a substituted tree gi, and replaces the variables
xi with the trees gi, simultaneously. We assume that the parent of a variable
is identified with the root of a substituted tree, and the child of a variable is
identified with a leaf of a substituted tree. By tθ we denote the term tree which
is obtained by applying a substitution θ to a term tree t.

For example, Fig. 1 shows a term tree t and trees t1, t2. In figures, a variable is
represented by a box with lines to its parent and child vertices. The label inside
a box is the variable label of a variable. The term tree t is defined as follows.
Vt = {u1, u2, u3, u4, u5, u6}, Et = {{u1, u5}, {u2, u3}, {u2, u4}}, Ht = {h1,h2}
with variables h1 = [u1, u2], h2 = [u5, u6], Λ = {a, b}, X = {x, y}. Consider
the substitution θ which identifies the vertices u1, u2, u5, u6 with the vertices
v1, v2, v3, v4 respectively and replaces the variables h1 and h2 with the trees t1
and t2 respectively. The term tree tθ is obtained by applying the substitution θ
to the term tree t.

There are two kinds of words: tags and keywords. For example, in Fig. 2,
“〈Fruits〉” and “〈Name〉” are tags, and “melon” and “watermelon” are keywords.
A tag tree pattern is a term tree such that each edge label on it is any of a
tag, a keyword, and a special symbol “?”, which is a wildcard for any edge label.
A tag tree pattern with no variable is called a ground tag tree pattern. Consider
an edge e with an edge label L of a tag tree pattern and an edge e′ with an edge
label L′ of a tree. We say that the edge e matches the edge e′ if (1) L and L′

are the same tag, (2) L and L′ are keywords and L is a substring of L′, or (3)
L is “?” and L′ is any tag or keyword. A ground tag tree pattern π matches a
tree T if π and T have the same tree structure and every edge of π matches its
corresponding edge of T . A tag tree pattern π matches a tree T if there exists
a substitution θ such that πθ is a ground tag tree pattern and πθ matches T .
For example, in Fig. 2, the tag tree pattern π matches the tree t1 but does not
match the trees t2 and t3.
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Fig. 1. A term tree t, trees t1, t2, and a term tree tθ obtained by a substitution θ
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Fig. 2. A tag tree pattern π and trees t1, t2, t3

3 Evolution of Characteristic Tree Structured Patterns
Using Genetic Programming

3.1 Our Machine Learning Problem

We consider applying GP to the following machine learning problem.

Problem of Finding Characteristic Tag Tree Patterns
Inputs: A finite set of positive and negative tree structured data (or trees)
D = {T1,T2, · · · ,Tm}.
Problem: Find a tag tree pattern π such that π matches all positive tree exam-
ples in D and π matches no negative tree examples in D. Such a tag tree pattern
π is called a characteristic tag tree pattern w.r.t D.

We apply GP method to the Problem of Finding Characteristic Tag Tree
Patterns as follows. (1) Determine a finite set of tags Tag and a finite set of
keywords KW , which are used in tag tree patterns, based on the set D. (2)
Generate the initial population of tag tree patterns in a random way by using
Tag and KW . (3) Evaluate the fitness fitnessD(π) for each tag tree pattern
π in the population. (4) Select individuals with probability in proportion to
fitness. (5) Perform genetic operations such as crossover, inversion, mutation
and reproduction on selected individuals, and generates individuals of the next
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generation. (6) If the termination criterion is fulfilled, then terminate the whole
process. Otherwise return to (3).

3.2 Fitness

Let π be a tag tree pattern and D = {T1,T2, · · · ,Tm} a finite set of positive
and negative tree examples. numP denotes the number of positive examples Ti

in D, and numN denotes the number of negative examples Ti in D. hitsP (π)
denotes the number of positive examples Ti in D which π matches, and hitsN (π)
denotes the number of negative examples Ti in D which π does not match. The
frequency, which is the ratio of explained examples over all examples, freqD(π)
of π w.r.t. D is defined as follows [8]:

freqD(π) =
1
2
× (

hitsP (π)
numP

+
hitsN (π)
numN

).

The previous work [8] introduced a measure of specificness of a tag tree pattern
π, which represents how specific the tag tree pattern π is. In this work we use
another measure of specificness of a tag tree pattern, since a tag tree pattern with
many tags or keywords is considered to be a better candidate. The specificness
specific(π) of a tag tree pattern π is defined as the sum of the assigned values
of each edge or variable. The assigned value of an edge with a tag or keyword
is 1.0, the assigned value of an edge with “?” is 0.2, and the assigned value of a
variable is 0.1.

A desirable GP process first finds a tag tree pattern π with freqD(π) = 1.0
and then modifies π and finds a more specific tag tree pattern than π. So we
define the fitness fitnessD(π) of π w.r.t. D as follows:

fitnessD(π) =
{

freqD(π) (freqD(π) < 1.0)
freqD(π) + max{1.0 − 1.0/specific(π), 0} (freqD(π) = 1.0)

For example, consider the tag tree pattern π and the set of trees D={t1, t2, t3}
in Fig. 2. specific(π) is 3.3. In the setting that t1 and t2 are positive examples, and
t3 is a negative example, we have freqD(π) = 0.75 then we have fitnessD(π) =
0.75. In the setting that t1 is a positive example, and t2 and t3 are negative
examples, we have freqD(π) = 1.0 then we have fitnessD(π) = 1.7.

3.3 Generation of Tag Tree Patterns

In order to avoid generating inappropriate tag tree patterns, we use the following
generation algorithm [8]. (1) Extract a document structure consisting of elements
such as tags or keywords from positive tree examples in D. (2) Generate only tag
tree patterns conforming with the extracted document structure in the processes
of generating initial individuals and applying genetic operators.

We probabilistically apply the following 7 genetic operators: (1) crossover
(Fig. 3), (2) inversion, (3) change-subtree, (4) add-subtree, (5) del-subtree, (6)
replace-question-mark (replace a question mark with a tag or a keyword in an
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Fig. 3. A genetic operator crossover on tag tree patterns

Table 1. Parameters of GP

population size 50 probability of mutation 0.1
probability of reproduction 0.1 selection elite tournament
probability of crossover 0.7 with size 5
probability of inversion 0.1 maximum number of generations 100

individual), (7) replace-tag-or-keyword (replace a tag or a keyword with a ques-
tion mark in an individual). If we regard a variable as a special type of an edge,
the operators (1)–(5) are considered usual tree-based GP operators.

4 Experiments

We have implemented our GP-based method for evolving characteristic tag
tree patterns from semistructured documents. The implementation is by GCL
(GNU Common Lisp) Version 2.2.2 on a SUN workstation Blade 2000 with clock
900MHz CPU. Our program uses the algorithm [6] for determining whether a tag
tree pattern matches a tree or not. The first sample file (garment) is converted
from a sample XML file about garment sales data. The file consists of 24 positive
tree examples and 104 negative tree examples, and the average number of vertices
of trees in the file is 23. The second sample file (dblp) is an extraction from the
DBLP bibliographic database (http://dblp.uni-trier.de/xml/dblp.xml). Table 1
shows the parameters of our GP setting. The maximum number of generations
in a GP run is 100. We have an experiment of 5 GP runs for each sample file.

First we report the experimental result on the first sample file (garment). In
all 5 runs, our method finds tag tree patterns with frequency 1.0. Table 2(A)
shows the data of the tag tree patterns with frequency 1.0 which our method
generates first in each run. “best” (“worst”) means the value of the tag tree
pattern with best (worst) fitness in the set of tag tree patterns with frequency
1.0 which our method generates first in each run. “average” means the average
value of the tag tree patterns with frequency 1.0 which our method generates
first in each run. “generation of obtaining” means the generation when tag tree
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Fig. 4. A tag tree pattern πf with frequency 1.0 obtained first and a tag tree pattern
πb with best fitness

Table 2. The data of (A) tag tree patterns with frequency 1.0 obtained first and (B)
tag tree patterns with best fitness

Table(A) Table(B)
best average worst best average worst

frequency 1.0 1.00 1.0 1.0 1.00 1.0
specificness 4.1 2.40 1.7 12.8 9.94 8.5
fitness 1.756 1.5414 1.412 1.922 1.8968 1.882
generation of obtaining 2 3.6 2 45 61.0 40
time (sec) of obtaining 871 1501 924 26704 25194 17813

patterns with frequency 1.0 are generated first in each run. “time of obtaining”
means the run time until tag tree patterns with frequency 1.0 are generated first
in each run. The Table 2(A) shows that tag tree patterns with frequency 1.0 are
generated in a relatively early generation. Fig. 4(left) shows the tag tree pattern
πf with best fitness in the set of tag tree patterns with frequency 1.0 which our
method generates first in each run.

Table 2(B) shows the data of the tag tree patterns with best fitness in each
run. “best” (“worst”) means the value of the tag tree pattern with best (worst)
fitness in the set of the tag tree patterns with best fitness in each run. “average”
means the value of the tag tree patterns with best fitness in each run. “generation
of obtaining” means the generation when tag tree patterns with best fitness are
generated first in each run. “time of obtaining” means the run time until tag
tree patterns with best fitness are generated first in each run. Table 2 shows
that the specificness of the tag tree patterns with best fitness is greater than
that of the tag tree patterns with frequency 1.0. This is because the fitness of
many individuals is determined by specificness and such individuals influence the
evolution of individuals after some generation. But the generation of obtaining
tag tree patterns with best fitness is in middle stage and the run time of obtaining
tag tree patterns with best fitness is very large.

Fig. 4(right) shows the tag tree pattern πb with best fitness in the set of
tag tree patterns with best fitness in each run. The tag tree pattern πb shows
structural feature and has larger size and more tags or keywords than tag tree
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patterns with frequency 1.0 obtained first. In order to evaluates the obtained
tag tree pattern, we manually generates a target tag tree pattern which is char-
acteristic of the sample file (garment). The frequency, specificness and fitness of
this target tag tree pattern is 1.0, 13.6, 1.926. These values are almost equal to
those of the best tag tree pattern πb in Fig. 4.

In the second experimental results on the sample file (dblp), our method finds
tag tree patterns with frequency 1.0 and the tag tree patterns with best fitness
have structural feature characteristic to the sample file. These two experiments
show that our GP-based method can successfully evolve characteristic tag tree
patterns from semistructured documents.

5 Conclusions

In this paper, we have reported a new application of Genetic Programming
to the evolution of characteristic tree structured patterns from semistructured
documents. This work is partly supported by Grant-in-Aid for Scientific Research
(C) No.16500084 from Japan Society for the Promotion of Science.
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Abstract. Lay people discussing machine translation systems often per-
form a round trip translation, that is translating a text into a foreign
language and back, to measure the quality of the system. The idea be-
hind this is that a good system will produce a round trip translation that
is exactly (or perhaps very close to) the original text. However, people
working with machine translation systems intuitively know that round
trip translation is not a good evaluation method. In this article we will
show empirically that round trip translation cannot be used as a measure
of the quality of a machine translation system. Even when using trans-
lations of multiple machine translation systems into account, to reduce
the impact of errors of a single system, round trip translation cannot be
used to measure machine translation quality.

1 Introduction

Research in MT system evaluation concentrates on finding a fair way to measure
the quality of MT systems. If a system is perceived to be better than another
system by a user, an evaluation metric should also reflect this. However, evalu-
ating MT systems is non-trivial. For instance, when several human translators
translate a text from one language to another, there is a high likelihood that the
resulting translations differ.

Automatic evaluation (where the computer compares the translation against
one or more human translations) has advantages over human evaluation (where
people directly analyse the outcome of MT systems). Not only is automatic
evaluation much cheaper and less expertise-intensive (human translations only
need to be produced once and can be reused afterwards), it is also faster.

There are several metrics that allow a computer to compare text translated by
an MT system against pre-made human translations of the same text. Examples
of such metrics are Bleu [1], F-Measure [2], and Meteor [3]1.

1 In this article, we used the implementations of the Bleu score available from
http://www.ics.mq.edu.au/~szwarts/Downloads.php.
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Inthisarticle,we investigatehowfarfullyunsupervised,automaticMTevaluation
can be taken. Unsupervised evaluation means that we evaluate using no human-
made translationof any text.This requirement ismuch stricter than thatof existing
measures, thatneedoneormorehuman translationsof the textunder investigation.

This article is structured as follows. We introduce new, unsupervised evalua-
tion methods in section 2. Next we measure the usefulness of these approaches
in section 3. Finally, we will mention possible future work in this direction and
draw a conclusion.

2 Unsupervised MT System Evaluation

There are several ways of evaluating MT systems in an unsupervised way. Here
we will discuss three different approaches. The first translates a text from the
source to the target language and tries to evaluate the system based on that
translation. The other two approaches rely on round-trip translations, where the
source text is translated into the target language and then translated back to
the source language. The evaluation takes place on the source language. All of
these approaches will be treated in more detail.

2.1 One Way Translation

In the one-way quality assessment approach, we evaluate based on the outputs
of different MT systems in the target language. The idea is that we can use the
different outputs as reference translations with respect to the system that we are
trying to measure. This means that we do not require any pre-translated text
at all. In this approach, we use c + 1 different MT systems, which leads to one
text under investigation and c reference texts.

The translation flow is similar to normal automatic translation (this means that
for this new approach the traditional automatic evaluation tools can be used): the
source text that will be used to evaluate is translated into the target language
using both the MT system to be evaluated and several “reference” MT systems.
The outputs of the reference MT systems are used as reference translations.

Evaluation using “round trip translation” (RTT) is very popular among lay
people. The idea here is that a text in the source language is translated into the
target language and that text is then translated back into the source language
again. The evaluation is performed by comparing the original text with the
back-translated text, all in the source language.

The advantage of RTT compared to other unsupervised evaluation methods is
that we can use the original text as a reference text, which we know is a correct
“translation”. This is different from the other approaches, where the evaluation
is performed on texts translated by other (unreliable2) MT systems.

The assumption behind RTT is that the closer the original sentences are to
sentences translated to another language and back, the better the MT system
2 The systems are unreliable in that their quality has not been measured on the text

that is being evaluated.
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is. The idea is that measuring the quality of the back-translation against the
original text will give a measure of the forward translation.

There are, however, reasons to believe that RTT does not work. MT systems
often make the same mistakes in the forward translation as in the back transla-
tion. For example, if the MT system completely failed in putting the words in
the right order in the target language and again failed to reorder it during the
back translation, the words in the round trip translation are still in the right
order, even though the translation in the target language is incorrect.

RTT also gives incorrect results when the two translation steps are asymmet-
rical. For example, the forward translation may be perfect, but only the back
translation is incorrect. This leads to a low RTT evaluation score, even though
the forward translation is correct.

The effectiveness of RTT has been investigated earlier [4] and the results
presented there are not promising. It seems that RTT evaluation has little cor-
relation to evaluation based on human translations. Here we investigate this
further. We aim to reduce the impact of errors of the back translation step by
using more MT systems. This is done in the multi-engine RTT evaluation as
described in the next section.

2.2 Multi-engine Round Trip Translation

To reduce the impact of the errors made by the MT system in RTT, we also
investigated approaches using multiple MT systems. We identified two of these
approaches, which we call single RTT and multi RTT (in contrast to the “stan-
dard” RTT, which we will call default RTT here).

The dashed box in Figure 1 illustrates single RTT evaluation. The translated
text is back translated using several MT systems. SRTT is now evaluated with
the output of the reference systems (Sreference[0][x]) as reference translations.

Soriginal MTtest Toriginal MTtest SRTT

MTreference[1] Sreference[0][1]

...
...

MTreference[c] Sreference[0][c]

MTreference[1] Treference[1] MTtest Sreference[1][0]

... MTreference[1] Sreference[1][1]

...
...

...

MTreference[c] MTreference[c] Sreference[1][c]

Fig. 1. Translation flow, round trip translation
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Multi RTT (see complete Figure 1) is quite similar to single RTT. The idea is
to generate even more reference texts by performing forward translations as well
as back translations using multiple systems. The added amount of data allows
us to average the translations to reduce the impact of the translation mistakes of
the individual systems (in both the forward and back translation steps). Using
c + 1 translation engines (including the one that is being tested) we generate
(c + 1)2 − 1 reference texts and compare these against one candidate text.

3 Experiments

We are interested in how effective the unsupervised evaluation methods (one-
way translation, default RTT, single RTT, and multi RTT) are at measuring
the quality of a single MT system without having to rely on human translated
texts. To measure this, we have conducted several experiments that measure the
performance of the unsupervised methods and we have compared these against
a control experiment on the same texts. The control experiment is simply com-
paring the output of the MT system against human translated reference texts.

A method is successful if the result of the unsupervised evaluation method cor-
relates highly with the results of the control experiment. We assume that the re-
sults of the control experiment have a high correlation with human translations.

3.1 Setting

Several parameters need to be set before the actual experiments can take place.
First of all, MT systems behave differently on different types of texts. To reduce
this impact, we have conducted the experiments on texts from different genres.

The choice of languages may also influence translation quality. We have used
different language pairs to restrict the influence of language choice. Texts are
translated from English to German or from French to English. Each of the texts
consist of 100 sentences.

euEG, euFE English to German and French to English translations of the
Europarl corpus [5]. These, quite formal texts, are extracts from sessions of
the European Parliament over a couple of years;

maFE parts of a tourism website of Marseilles available in French and English
translations are available. This text is less formal than the Europarl corpus;

miFE parts from the novel 20.000 Leagues Under the Sea by Jules Verne. The
original French version and an English translation are used.

3.2 Empirical Results

To find out whether unsupervised automatic MT evaluation is effective, we cor-
relate the output of the different unsupervised methods with the standard eval-
uation method. Finding a high correlation between the unsupervised evaluation
and the standard evaluation indicates that the unsupervised method provides
similar results and is as usable.
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We compute the Bleu scores of the different MT systems by comparing them
against the human translated reference texts, which serves as the control data.
We use the Bleu metric with n-gram sizes up to 4. The results can be found in
Table 1.

Table 1. Bleu scores for the different MT-systems and corpora

MT system euEG euFE maFE miFE

system 1 0.110304 0.186572 0.186828 0.140024
system 2 0.106163 0.178278 0.230331 0.180803
system 3 0.105912 0.181388 0.205101 0.139894
system 4 0.100855 0.141064 0.147441 0.145592
system 5 0.095173 0.188239 0.179050 0.160152

Table 2. Formulas used to compute the measures

A.1 Bleu(Toriginal, Treference[1], . . . , Treference[c])

A.2 1
c

c
i=1 Bleu(Toriginal, Treference[i])

B Bleu(SRTT, Soriginal)

C.1 1
c

c
i=1 Bleu(Sreference[0][i], Soriginal)

C.2 Bleu(SRTT, Sreference[0][1], . . . , Sreference[0][c])

C.3 1
c

c
i=1 Bleu(SRTT, Sreference[0][i])

D 1
(c+1)2−1

c,c
i=0,j=0 Bleu(SRTT, Sreference[i][j]), where i �= 0 ∨ j �= 0

As is seen in Table 1 there is no one MT system that consistently performs best
(on different language pairs and genres). The unsupervised evaluation metrics
should reflect these differences as well.

The first experiment of unsupervised evaluation measures the effectiveness of
one-way translation as described in section 2.1. We calculate the Bleu score
of the translation of the original text (Toriginal) with respect to the reference
translations generated by the five MT systems (Treference[x] with x = 1 . . . 4).
This is computed using formula A.1 of Table 2.3

In experiment A.2 we compute the Bleu score of the translation with respect
to each of the single reference translations, which results in four Bleu scores.
Bleu expects all reference texts to be correct, which is certainly not the case
here. Hence we propose averaging individual Bleu scores here.

Experiment B evaluates the default round trip translation. Only one MT
system is used in the evaluation; this is essentially a reproduction of Somers’s
experiments [4]. Although he does not publish exact figures, we suspect that he
used n-grams with n=1 only, whereas we use n=4.

InexperimentCwemeasure theeffectivenessof the singleRTTapproach (dashed
box in Figure 1). We first compute the average Bleu score of the reference back
3 Note that the names of the texts in the formulas refer to th names in the figure 1.
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Table 3. Correlations of all experiments (formulas given in Table 2)

Exp. Corr. Exp. Corr. Exp. Corr. Exp. Corr.

A.1 0.295 B 0.193 C.1 -0.063 D 0.341
A.2 0.441 C.2 0.532

C.3 0.401

one-way default RTT single RTT multi RTT

translationswith respect to theoriginal text (C.1).We also compute theBleuscore
of the round trip translation of the test systemanduse the round trip translations of
the reference systems as reference texts (C.2). C.3 (like A.2) computes the average
Bleu score using each of the reference texts separately.

Experiment D is similar to experiment C, only in this case multi RTT is
evaluated (Figure 1). This means that more data points are available, because
the forward translation step is also performed by several MT systems (in contrast
to single RTT, where only one MT system is used in the forward translation).
Due to space restrictions, we only show the results of the average Bleu score
here. The other results are similar to those in experiment C.

Looking at the results presented in Table 3, we see that none of the exper-
iments show a correlation that is high enough to use for a final MT quality
assessment. The highest correlation is found in experiment C.2, where the round
trip translation of the tested system is compared against all other round trip
translations based on the forward translation of the tested system. Even the
correlation of experiment D, which uses more data points (and as such may
have given us more precise results) is lower.

4 Conclusion

In this article, we investigated unsupervised evaluation methods in the context
of machine translation. Unsupervised evaluation is an automatic evaluation that
removes the requirement of human translated reference texts by evaluating on
texts that are translated from one language to another and back.

Unfortunately, the experiments show that unsupervised evaluation (including
round trip translation which is often used by lay people) is unsuitable for the
selection of MT systems. The research described here covers most possible com-
binations of one way and round trip translation using one or more MT systems.
The highest correlation we found was 0.532. We think that this is not enough to
base a clear verdict on. Essentially, RTT should never be used to illustrate MT
system quality.
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Abstract. We describe Scusi?, a multi-stage, spoken language interpretation
mechanism designed to be part of a robot-mounted dialogue system. Scusi?’s in-
terpretation process maps spoken utterances to conceptual graphs, and the nodes
in these graphs to concepts in the world. Maximum posterior probability is used
to rank the (partial) interpretations produced at each stage of this process.

1 Introduction

The DORIS project aims to develop a spoken dialogue module for a robotic agent. Even-
tually, this module will be able to engage in a dialogue with users and plan physical
actions (by interfacing with a planner). In this paper, we describe Scusi?, the speech
interpretation module that is being developed within the DORIS framework. Scusi? was
designed to achieve the following objectives: (1) provide a variety of possible interpre-
tations of the input, ranked according to merit; (2) change its mind regarding the best
interpretation if warranted by new information; and (3) assist the dialogue module in
handling partial or faulty interpretations and recovering from them.

To achieve these objectives we use a multi-stage, probabilistic interpretation process
based on that introduced in [1]. Each interpretation is an understanding of spoken input
in terms of the system’s information structures and domain knowledge. Our interpre-
tation process comprises three main stages: (a) speech recognition, (b) parsing, and
(c) semantic interpretation (Section 2). Each stage produces multiple candidate options,
which are ranked according to their probability of being intended by the speaker. The
probability of a candidate depends on the probability of its parents (generated in the
previous stage of the interpretation process) and that of its components (Section 4).

Each of the final interpretations and the intermediate sub-interpretations are main-
tained by Scusi?, enabling it to return to previously “unpreferred” options, update pre-
vious sub-interpretations in light of new information, and possibly change its mind
regarding the preferred interpretation. Additionally, by keeping track of the probability
of different components of an interpretation, Scusi? can determine which parts of an
interpretation can be used for further processing, and which should be re-examined in
order to get a better interpretation.

2 Multi-stage Processing

Figure 1 illustrates the stages involved in processing spoken input. The first stage
activates ViaVoice – an Automatic Speech Recognizer (ASR) – to generate candidate

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1215–1220, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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(S1 (S (VP (VB find)
(NP (NP (DT the) (JJ blue) (NN mug))

(PP (IN in) (NP (DT the) (NN kitchen)))
(PP (IN for) (NP (NNP Susan))))))

find

Object

mug

Attribute

blue

Definiteness

the

Susan

for

kitchen

Definiteness

the

in

galley02

definite01

Location01

Definiteness01

find03

Susan05

Beneficiary01

definite01

Definiteness01

blue01

cup01

Colour01

Patient01

(c2) ICG(c1) UCG

INPUT: SpeechWave

(a) SPEECH RECOGNITION: Text

(b) PARSING: Parse Tree

(c) SEMANTIC INTERPRETATION

find the blue mug in the kitchen for Susan

Fig. 1. Structures for the interpretation stages

sequences of words (Text) from a Speech Wave. Each Text has a score that represents
how well its words fit the speech wave. This score is converted into a probability. The
word sequences are then parsed using Charniak’s probabilistic parser, which generates
a set of Parse Trees. The last stage uses Concept Graphs (CGs) to perform semantic
interpretation. Two types of CGs are generated (Section 3). First, the Parse Trees are
mapped into a set of Uninstantiated Concept Graphs (UCGs), which represent mainly
syntactic information. Next, Scusi? proposes candidate Instantiated Concept Graphs
(ICGs) from selected UCGs. This is done by nominating Instantiated Concepts from
DORIS’s knowledge base as a potential realization for every Uninstantiated Concept in
a UCG.

2.1 Anytime Processing

The consideration of all possible options for each stage of the interpretation process
is computationally intractable. To address this problem, we have adapted the anytime
algorithm described in [1], which applies a selection-expansion cycle to build a search
graph as follows. The selection step nominates a single sub-interpretation (Speech, Text,
Parse Tree or UCG) to expand, and the expansion step generates only one child for
that sub-interpretation. The selection step then nominates the next sub-interpretation
to expand, which may be the one that was just expanded, its new child, or any other
sub-interpretation in the search graph.

The nomination of a sub-interpretation is made on the basis of two factors: (1) the
level in the search tree, and (2) the probability of its previously generated children.
Preference is given to later stages in the search (e.g., UCGs rather than Texts) to en-
courage the early generation of complete interpretations, and within a stage, to sub-
interpretations that have a “proven track record”, i.e., that have previously produced
high-probability children.
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The selection-expansion cycle is repeated until one of the following happens: all the
options are fully expanded, a time limit is reached, or the system runs out of memory.
The results of the interpretation process are available to the dialogue module contin-
uously. This enables the dialogue module to decide on an action on the basis of the
progress of the interpretation process.

2.2 Features of the Interpretation Process

Our interpretation process implements an iterative optimization method, which retains
all sub-interpretations, and allows even low-ranking sub-interpretations to generate chil-
dren. This safeguards against getting stuck in local maxima, and supports a flexible and
dynamic behaviour, allowing DORIS to improve its understanding and management of
the dialogue in various key ways.

– Reviewing the overall picture: Each sub-interpretation is stored with its individual
probability. As a result, the dialogue module is not restricted to choosing its actions
solely on the basis of the high ranking ICGs. It can use other information obtained
during the interpretation process to determine whether special attention needs to be
paid to the results from other stages in the interpretation process. For instance, if the
Text for the current top ICG has a low-probability due to the speech recognizer “mis-
hearing” an unclear speech wave, the dialogue module can initiate a clarification
sub-dialogue regarding the original input.

– Recovery from partial success: Interpretations that do not match all grammatical
sub-categorization requirements or domain expectations have a low probability, but
are still retained. This enables the dialogue module to initiate a focused recovery
using elements from incomplete or flawed interpretations.

– Updating probabilities: New information can be added to concept graphs (e.g., as a
result of user feedback or visual input) or to the knowledge base (e.g., after an action
performed by a planner in the physical world). Our process allows the probabilities
of existing sub-interpretations and final interpretations (ICGs) to be efficiently re-
calculated and re-ranked in light of updates.

– Background exploration: Provided memory is available, Scusi? continues its search
in the background, even after the time limit is reached. If a significantly better ICG
is found, then a new interpretation can be proposed to the dialogue module.

3 Conceptual Graphs

Conceptual graphs represent entities and the relationships between them [2]. For in-
stance, the CG in Figure 1(c2) indicates that there are two concepts find03 and cup01
that have a Patient01 Relationship.

Uninstantiated Conceptual Graphs. A UCG represents the syntactic relationships
found in a Parse Tree. Most phrases map to a Concept Node representing their head-
word. Slightly different Parse Trees may yield the same UCG. For instance, the blue
Concept Node in Figure 1(c1) could be generated from an Adjectival Phrase instead of
a stand-alone adjective (JJ) adjunct to the NP. The mapping from Parse Tree to UCG
works the same way for declarative, imperative and interrogative sentences and for sin-
gle words.
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Instantiated Conceptual Graphs and the Knowledge Base. The generation of an ICG
requires the selection of an Instantiated Concept from the knowledge base for each
Uninstantiated Concept in a UCG. The knowledge base contains entries for specific
real-world objects (e.g., cup03), general objects (e.g., CupClass01), domain actions
(e.g., find02), abstract concepts (e.g., blue01) and relationships (e.g., Patient01). To
postulate Instantiated Concepts for Uninstantiated ones, each Uninstantiated Concept
in a UCG is associated with a list of Instantiated Concepts. Each entry in the list is as-
signed a probability on the basis of how well it matches the Uninstantiated Concept. To
generate an ICG, one Instantiated Concept is iteratively selected from the list of each
Uninstantiated Concept in the parent UCG, starting with the most probable candidates.

4 Probabilities of Interpretations

ICGs are ranked according to their posterior probability in light of the given speech
wave and the conversational context, which is obtained from concepts recently seen or
mentioned. The interpretation stages shown in Figure 1 lead to the following equation
for the probability of an ICG.

Pr(ICG|Speech,Context) = α Pr(ICG|Context)×∑
txt,prsTr,ucg

{
Pr(UCG|ICG) × Pr(ParseTr|UCG)×
Pr(Text|ParseTr) × Pr(Speech|Text)

}

where α is a normalizing constant. The summation is required since a sub-interpretation
may have multiple parents.

At present, the probabilities required to perform this calculation are not available.
Instead of providing probabilities in the required direction, the ASR provides probabil-
ities from Speech Wave to Text (its scores are directly translated to probabilities), and
the probabilistic parser from Text to Parse Tree. Hence, we approximate the calculation
of the posterior probability of an ICG as follows.

Pr(ICG|Speech,Context) ∼= α Pr(ICG|Context)×∑
txt,prsTr,ucg

{
Pr(ICG|UCG) × Pr(UCG|ParseTr)×
Pr(ParseTr|Text) × Pr(Text|Speech)

}

We assume that Pr(UCG|ParseTr)=1 since a UCG is directly built from the Parse
Tree. Pr(ICG|UCG) depends only on the match between each ICG concept and its
corresponding UCG concept, given the lexical items associated with the ICG concept.
Pr(ICG|Context) represents whether the concepts in the ICG make sense in the current
context, given their salience and the relationships they expect to be in.

5 Related Research

This research extends our previous work [1] in its use of conceptual graphs as a repre-
sentation formalism and its expansion of the probabilistic interpretation framework to
incorporate these knowledge structures.



Probabilistic, Multi-staged Interpretation of Spoken Utterances 1219

Conceptual graphs were also used by Sowa and Way [3] and Shankaranarayanan and
Cyre [4] for discourse interpretation. However, these researchers did not employ a prob-
abilistic approach, did not retain multiple interpretations, and their usage of conceptual
graphs resembled semantic grammars, which take advantage of domain related informa-
tion early in the interpretation process. Miller et al. [5] and He and Young [6] also used
semantic grammars for the interpretation of utterances from the ATIS corpus, but they
applied a probabilistic approach similar to ours. Instead of using semantic grammars,
Scusi?’s interpretation process initially uses generic, syntactic tools, and incorporates
semantic- and domain-related information only in the final stage.

Our work resembles most that of Gorniak and Roy [7] in its use of a probabilistic
parser and its integration of context-based expectations with alternatives obtained from
spoken utterances. But Gorniak and Roy do not retain multiple interpretations, and
they restrict the search space by training the parser on a domain-relevant corpus and
providing tightly constrained domain expectations.

6 Conclusion

We have presented a multi-stage, probabilistic interpretation process that derives the
meaning of spoken utterances in light of contextual information. Our interpretation
process relies on an approximation of Bayesian propagation for the incremental cal-
culation of the probability of interpretations; an iterative optimization method, which
allows the examination of suboptimal sub-interpretations; and a unified knowledge rep-
resentation formalism that can represent information from various sources.

Additionally, our interpretation process brings to bear semantic and domain knowl-
edge only in the final stage of this process, retains all sub-interpretations and infor-
mation about them, and can take new information into account. These features enable
our system to make some sense of flawed interpretations, change its mind about the best
interpretation, and provide sufficient information to a dialogue module for handling par-
tial or flawed interpretations. Preliminary tests indicate that improved results are gained
by examining sub-interpretations that are not ranked highly.
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Abstract. Real-coded Genetic Algorithms (RGAs) usually meet the demand of 
continuous and continuous/discreet mixed space problems and have been widely 
applied in many fields. The paper proposed a new Hybrid Real-coded Genetic 
Algorithm (NHRGA), in which the idea of Particle Swarm Optimization (PSO) 
is introduced into mutation operator and physics field theory is also employed in 
algorithm operators. The NHRGA reduces the possibility of trapping into the 
local optimal solutions and improves the computation efficiency. A practical 
engineering example is given to demonstrate computation efficiency and 
robustness of the proposed method. 

Keywords: Genetic Algorithms, Particle Swarm Optimization, operator, 
computation efficiency. 

1   Introduction 

Genetic Algorithms (GAs), first proposed by Holland in 1975, are a kind of highly 
parallel, random and adaptive searching algorithms. Now GAs have been applied in 
many fields, such as biology, combination optimization, engineering design and 
optimization and so on [1, 2, 3, 4]. 

Binary-coded and real-coded forms are usually found in genetic algorithms. RGAs 
can directly describe continuous parameter optimization problems without coding and 
decoding. Compared with binary-coded genetic algorithms, real-coded genetic 
algorithms have advantages as follows: 

1) Solution space continuity. Because RGAs can express any solution in the 
continuous space, computation precision will be higher. 

2) Uniform standard. Coding and decoding is not necessary, which can improve 
computation efficiency. 

3) Without Hamming cliffs. RGAs can avoid Hamming cliffs. 

In practical engineering application, many continuous or continuous/discrete mixed 
space problems are referred to. RGAs meet the demands of the practical engineering 
application and are widely focused on. 

To improve the computation efficiency and reduce the possibility of trapping into 
the local optimum, many different crossover and mutation operators have been 
proposed. In this paper, both mutation operator and crossover operator are improved 
to reduce the possibility of trapping into the local optimal solution and increase the 
computation efficiency. The organization of this paper is as follows. Section 2 
presents the improvement of mutation operator and crossover operator in more 
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details. In Section 3, a practical engineering example is used to demonstrate its 
computation efficiency and robustness. Conclusions are given in Section 4. 

2   Analysis on Improved Operator 

2.1   Mutation Operator Improvement 

In PSO algorithm, every particle can ceaselessly update location in each step of 
iteration, which also means closer to the optimal location by iteration. In NHRGA, the 
aim of mutation is to let part of individuals closer to the optimal location. To reach the 
aim and make the algorithm simple, PSO algorithm can be rewritten as [5]: 
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igbestX  denotes the optimal solution of the entire colony of the ith variable.  

In order to avoid trapping into the local optimal location, field theory is introduced 
into the mutation operator, which can be expressed by the following equation: 
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Let d=x-y and Eq. (3) can be rewritten as:  
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With the above two factors, mutation operator can be expressed as follow: 
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There are many parametersω , β , σ , m and k, which need to be given. ω  is between 

(0.4,0.9), while β >0, σ >0, m>0, k is a positive integer. However, the enactment of 

these parameters causes a little influence to the algorithm. 

2.2   Crossover Operator Improvement 

According to literature review, only when relatively best elitists appear in the next 
generation, does the convergence to the global optimal solution become possible [6]. 
The best five elitists and the fifteen mutated elitists get into the crossover pool. The 
detailed steps will be explained as follows. 
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Where 
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×= . Field theory is also applied in crossover operator to form an 
adaptive niche. According to the equations above, we know that one of filial 
generation lies between the two parents and the other lies beside the two parents but 
closer to the better one. However, it may cause some variables to go out of the 
constraint range. Thus, we make some rules as follows: 
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3   Case Study 

An example of flow transmission series system with four basic units, shown in Fig. 1, 
is given here. The system is a power station coal transportation system that can 
continuously supply coal to boilers [7]. 

  

Fig. 1. The flowchart of a flow transmission series system 

Each unit has different range of reliability according to its function demand and 
they are  

0.85 R1 0.999, 0.90 R2 0.999, 0.88 R3 0.999, 0.83 R4 0.999 
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in sequence. Further more, the system reliability R should be greater than or equal to 
0.8. To make sure every element satisfies the requirement of reliability, maintenance 
cost of the elements must be allocated according to the difficulty and time of 
maintenance activities. It can be expressed as [8]: 

i

m

i
i R

t
C

ln

4

1

−=
=

α  (9) 

Here mt  is the operation time, 
iα  is the parameter of maintenance cost. The question 

is how to decide R1, R2, R3 and R4 so as to 

min   
i

m

i
i R

t
C

ln

4

1

−=
=

α  (10) 

Let [x1, x2, x3, x4] = [R1, R2, R3, R4], tm=20 and [
4321 ,,, αααα  ] = [0.8, 0.9, 0.9, 0.8]. 

The mathematic model of this system can be expressed as: 

min 10000/)
ln

20
8.0

ln

20
9.0

ln

20
9.0

ln

20
8.0(

4321 xxxx
C

−×+−×+−×+−×=  

s.t.     999.085.0 1 ≤≤ x  

999.090.0 2 ≤≤ x  

999.088.0 3 ≤≤ x  

999.083.0 4 ≤≤ x  

43218.0 xxxx ×××≤  

NHRGA is used to demonstrate its advantages in this problem. When t=10, the 
algorithm reaches the global optimum. Table 1, which shows the searching process of 
the NHRGA when solving the problem, is obtained.  

From Table 1, we can see that when t=10, variables x1, x2, x3 and x4 can minimize 
cost C. That is, when R1=0.9532, R2=0.9493, R3=0.9428 and R4=0.9417, the system 
cost reaches the minimum 0.1219 ten thousands dollars. 

Table 1. Variables x1, x2, x3, x4 and cost C 

Generation(t) mean 
x1 

mean 
x2 

mean 
x3 

mean 
x4 

mean 
C 

min C 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

0.9474 
0.9514 
0.9551 
0.9564 
0.9555 
0.9561 
0.9555 
0.9546 
0.9531 
0.9532 

0.9651 
0.9600 
0.9580 
0.9500 
0.9524 
0.9506 
0.9495 
0.9493 
0.9493 
0.9493 

0.9587 
0.9495 
0.9505 
0.9443 
0.9404 
0.9414 
0.9423 
0.9426 
0.9427 
0.9428 

0.9610 
0.9452 
0.9418 
0.9401 
0.9387 
0.9386 
0.9395 
0.9403 
0.9416 
0.9417 

0.4926 
0.1547 
0.1401 
0.1287 
0.1272 
0.1267 
0.1262 
0.1260 
0.1259 
0.1257 

0.1450 
0.1407 
0.1313 
0.1248 
0.1240 
0.1229 
0.1221 
0.1220 
0.1219 
0.1219 
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4   Conclusions and Discussions 

Due to the similarity between PSO and the mutation operator of GA, PSO is applied 
to improve the mutation operator. If the distance between two individuals is bigger, 
the interaction between them will decrease sharply, which is similar to the field 
theory. Therefore, the algorithm forms a not-so-strict niche, which reduce the 
possibility of trapping into the local optimal solution. Meanwhile, NHRGA increases 
the computation precision and the computation efficiency. However, there are two 
issues to answer in our future work: How to define the index of diversity in every 
generation and control the degree of the diversity, and how to explain the diversity 
with pattern theory.  
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Abstract. This paper describes a performance comparison for two approaches 
to numeral string interpretation: manually generated rule-based interpretation of 
numerals and strings including numerals [8] vs automatically generated feature-
based interpretation. The system employs three interpretation processes: word 
trigram construction with a tokeniser, rule-based processing of number strings, 
and n-gram based classification. We extracted numeral strings from 378 online 
newspaper articles, finding that, on average, they comprised about 2.2% of the 
words in the articles. For feature-based interpretation, we tested on 11 datasets, 
with random selection of sample data to extract tabular feature-based con-
straints. The rule-based approach resulted in 86.8% precision and 77.1% recall 
ratio. The feature-based interpretation resulted in 83.1% precision and 74.5% 
recall ratio.  

1   Introduction 

The domain of natural language processing focuses on sequences of alphabetical 
character strings, in a text. The text includes different types of data such as numeric 
(e.g. “801 voters”) or alpha-numeric (e.g. “9:30pm”) with/without special symbols 
(e.g. $ in “$2.5 million”) [5]. Current NLP systems treat such strings as either a nu-
meral (e.g. “801 voters”) or as a named entity (e.g. Money for “$2.5 million”) by 
using basic categories like PERSON, ORGANISATION, MONEY, etc. [2], [4]. 

In this paper, there are two numeral string types: separate numeral strings (e.g. 
quantity in “5,000 peacekeepers”) and affixed numeral strings (e.g. LENGTH in “a 
10m yacht”). The latter has meaningful semantic units attached (e.g. “m” in “10m”) 
that result in less interpretation ambiguity. The interpretation of separate numeral 
strings uses their syntactic functional pattern (e.g. a modifier or a head of noun 
phrase) or structural pattern information rather than meaningful semantic clues. 

FACILE [2] in MUC used rule-based named entity recognition system incorporat-
ing a chart-parsing technique. Semantic categories and semantic tags were used for a 
Chinese classification system in [7], [14] and for Japanese documents in [12]. The 
ICE-GB grammar [9] treated numerals as one of cardinal, ordinal, fraction, hyphen-
ated, or multiplier, with two number features. Zhou and Su [15] classified numeral 
strings with surface and semantic features like FourDigitNum (e.g. 1990) as a year 
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form (see also [3] and [11] for time phrases in weather forecasts). Polanyi and van 
den Berg [10] studied anaphoric resolution of quantifiers with a quantifier logic 
framework. 

We implemented two numeral interpretation systems: a manually generated rule-
based interpretation method [8] and an automatically generated tabular feature-based 
method. Both systems are composed of word trigram construction with a tokeniser, 
rule-based processing of number strings, and n-gram based disambiguation of classi-
fication (e.g. a word trigram - left and right strings of a numeral string). In this paper, 
we will focus on an automatically generated tabular feature-based method. 

In the next section, we will describe the disambiguation process for numeral strings 
based on two methods, in more detail, and focus on the disambiguation process based 
on the automatically generated tabular feature-based method. Section 3 will describe 
preliminary experimental results obtained with both methods, and discussion and 
conclusions follow. 

2   Disambiguation of Numeral String Categories 

There are two types of numeral strings: separate and affixed. A chart parsing algo-
rithm [6] based on context-free rules was applied to the interpretation of affixed nu-
meral strings using 40 syntactic and semantic categories. To interpret affixed numeral 
strings (e.g. “10m” in “a 10m yacht”), the system uses 64 context-free rules (e.g. 
LENGTH → number + length-unit) to represent their structural forms (see [8] for 
more detail). 

2.1   Disambiguation Based on Manually Generated Rules 

Word trigrams are used to disambiguate the syntactic/semantic categories of numeral 
strings after interpreting numeral strings. Disambiguation of categories is based on 
rules manually encoded by using sample data and each rule covers morpho-
syntactic/semantic features of the word trigrams. Features used are based on POS, 
NUMBER (singular, plural) punctuation marks (e.g. comma), character case (e.g. 
capital letter), semantic category based on pattern matching (e.g. January  
MONTH), and verification of categories. With these manually generated rules ex-
tracted from sample data, called a rule-based method, the contextual information 
based on word trigrams is applied to disambiguate the multiple categories resulting 
from the numeral string interpretation process (see [8] for more detail). 

2.2   Disambiguation Based on Automatically Generated Tabular Features 

The other method to disambiguate the category of a numeral string is based on auto-
matically generated tabular features from sample data. The features, based on a tabu-
lar format (set of attributes and values), are composed of the following attributes: 
direction (:D – e.g. left or right), offset (distance from the numeral string), Part-of-
Speech (:POS), syntactic features (:SYNF – e.g. number, tense), prefix, suffix (e.g. 
prefixed/suffixed symbols or punctuation marks), and spec (:SPEC – e.g. specific 
semantic information like MONTH for “January”). 
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Table 1. Examples of tabular features and their category indexes 

ID :D :OFFSET :POS :SYNF :PREFIX :SUFFIX :SPEC 
1 L 1 NOUN PLUR NIL NIL NIL 
2 R 1 PREP “by” NIL NIL CAPITAL 
3 R 1 ADV NIL NIL NIL CAPITAL 

Table 1, above, shows examples of feature tables extracted from sample data. The 
sample data’s annotated category information is indexed using a field called ID (see 
Table 2). The tabular feature construction process is as follows: First, the tabulated 
features of an annotated numeral string with its word trigrams are automatically gen-
erated. Second, each feature table obtained by Step 1 is compared with an existing 
tabular database (Table 1). If a feature tabular is new, then add the feature table to 
tabular database (Table 1) with new indexed category information. Otherwise, modify 
its category indexing information in Table 2 (increment of its annotated category 
frequency by 1). 

Table 2. Examples of category frequency of tabular features 

ID Category Frequency of Feature Tables 
1 ((MONEY 2) (RATE 1) (AGE 1) (QUANT 1) (NUMBER 1) (DATE 17)) 
2 ((SCORES 3) (YEAR 1) (AGE 2) (NUMBER 2) (PLURAL 1) (DAY 5) (QUANT 4)) 
3 ((RANGE 1) (FLOATNUMBER 32) (QUANT 67)) 

When disambiguating the category of a numeral string, the most frequent category 
based on retrieved tabular features from word trigrams of the numeral string is se-
lected. This is called a tabular feature-based method. If a numeral string’s feature 
vectors retrieved from its word trigrams were ID-1 and ID-3 in Table 1, then all cate-
gory frequency information related to the feature tables are retrieved from Table 2 and 
summed up to select the category QUANT (e.g. (QUANT 68)). 

3   Experimental Results 

We collected online newspaper articles for nine days (378 articles). The articles cover a 
range of topics (e.g. domestic, international, sports, and economy). The articles included 
4173 (2.3%) numeral strings among a total of 192528 strings. To test this system, we 
produced 11 sets of sample and test data. For each set, we randomly selected 2 days’ 
articles (83 articles (22.0%) with 915 numeral strings (22.1%) on average) to extract 
tabular features and category frequency information (3799 category features (22.5%) on 
average) and the remaining 7 days’ articles were used for testing this system. 

Figure 1 shows the results of tests with the 11 datasets. The precision ratio for the 
11 datasets, based on the tabular feature-based method is 74.5%, and the recall ratio is 
68.1%, so the balanced F-measurement is 71.2% on average. The best result (S-4 in 
Fig. 1) shows 83.1% for precision, 74.5% for recall, and 78.6% for F-measurement. 
The worst result (S-1 in Fig. 1) shows 57.2% for precision, 61.1% for recall, and 
59.1% for F-measurement. 
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Fig. 1. Results for 11 test sets based on the tabular feature-based method 

Table 3. Recall/Precision/F-measurement ratios for our two methods 

Test Methods Precision ratio (%) Recall ratio (%) F-measure (%) 
Rule-based Method (Base) 86.8 77.1 81.6 
Feature-based Method (average) 74.5 68.1 71.2 
Feature-based Method (best) 83.1 74.5 78.6 
Feature-based Method (worst) 57.2 61.1 59.1 

Table 3 shows the manually generated rule-based method, based on conjunctive 
constraints relating to word trigrams, performs better than the automatically generated 
tabular feature-based method, based on disjunctive constraints relating to word tri-
grams. The performance difference between the rule-based method and the feature-
based method (average) is 12.3% in precision ratio, 9.0% in recall ratio, and 10.4% in 
F-measurement. If the rule-based method is compared with the best feature-based 
method, then the performance difference is 3.7% in precision ratio, 2.6% in recall 
ratio, and 3.0% in F-measurement. 

4   Discussion and Conclusions 

For further improvement, the feature extraction techniques from sample data need to 
be improved, including the use of a POS tagger to get disambiguated lexical informa-
tion for word trigrams. Second, the system may improve its performance with con-
junctive tabular features of contextual information from word trigrams. In addition, 
the extension of this system to other data like biomedical corpora [13] is required to 
test the effectiveness of our approach. 

In conclusion, separate and affixed numeral strings are frequently used in real text. 
However, there is no system that interprets numeral strings systematically; they are 
frequently treated as either numerals or nominal entities. In this paper, we discussed 
two numeral disambiguation methods of a numeral interpretation system. The manu-
ally generated rule-based disambiguation method performs better than the automati-
cally generated tabular feature-based disambiguation method. The current disjunctive 
constraints on word trigrams successfully interpreted 83.1% of test data. 
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Abstract. This research aims to discover effective integrated operation method 
of an automated container terminal, which includes the integration of ATC re-
stacking rule, AGV dispatching rule, and container crane in order to minimize 
the makespan in time of loading. This study tried to find out the optimal way of 
reducing delay time, consequently minimizing the makespan. Among the many 
situations – the re-marshaling degree of blocks, the number of container and 
AGV – an empirical study should identify which combination of operation 
methods are most likely to be robust and effective. To this end, simulation 
models of equipment operation have been tested under various environments.  

Keywords: Automated Container Terminal, Integrated Operation. 

1   Introduction 

An automated container terminal means that it makes use of automated handling 
equipment such as AGV (Automated Guided Vehicles) and ATC (Automated 
Transfer Crane). The effective operation of this automated handling equipment plays 
critical role for the productivity enhancement of a container terminal. The optimal 
operation of handling equipment reduces not only the staying time and waiting time 
of containership, thus lowering the transportation cost per unit, but also increases the 
terminal productivity, consequently reducing the expenses of the container terminal. 
Of course, the optimal operation of automated equipment cannot be done easily.  

The many preceding studies on the optimal operation of automated handling 
equipment can be divided in two. One is to optimize the operation scheduling by 
individual equipment, and the other is to optimize the integrated operation scheduling 
for equipment of more than two. To optimize the routing of the single transfer crane, 
Kim and Kim [4] suggested the MIP (mixed integer programming) model based on 
dynamic programming, and again in 1999 they introduced a beam search algorithm 
for this model [5]. And Chen et al. [1] and Kim and Bae [3] made researches on the 
operation plan of AGV. Chen et al. also presented a network-based Greedy heuristics 
in dealing with AGV dispatching problems. In this research they assumed that the 
transfer cranes were always ready to load and unload into an AGV in order to 
simplify the matters. While suggesting a MIP model for the solution of AGV 
dispatching problems, Kim and Bae [3] aimed to minimize the loading/unloading time 
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of the container cranes through AGV dispatching. However, in the automated 
container terminals the container cranes, ATC, and AGV must be operated under 
mutual cooperation, the operation plan of individual equipment can cause a deadlock 
or a low performance. Because of this, an integrated scheduling of handling 
equipment is necessary. In order to minimize the total makespan of the whole 
automated equipments in an automated container terminal, Meersmans and 
Wagelmans [7] suggested, as an integrated scheduling, the Branch and Bound 
algorithm and Beam search method.  

Although Meersmans and Wagelmans [7, 8] presented a new search method based 
on an integrated scheduling, there is a doubt whether it can be used practically on the 
spot. The reason is that all the automated equipment cannot be operated as planned at 
a given time. In real cases since unexpected situations happen sometimes during the 
operation hours of automated equipment, the scheduling should be revised, 
consequently requiring rescheduling and causing inefficiency. Therefore, this paper 
would like to suggest a new approach. When individual equipment finishes its job, it 
moves to the next transfer point and waits another job order. Let’s call this process an 
“event”. We believe that an event-oriented operation method of automated equipment 
based on dispatching rule is much more practical. Accordingly, capitalizing on AGV 
dispatching rule and ATC re-stacking rule, we assumed various situations of 
integrated operation – the degree of yard re-marshaling, the number of container and 
the number of AGV – thus seeking the most robust combination of the above rules. 
To this end this paper has made simulation models of automated equipment operation 
in the container terminal, then testing each model under diverse environments.  

2   Operation Method of Handling Equipment in an Automated 
Container Terminal 

2.1   Handling Equipments of an Automated Container Terminal 

An automated container terminal uses automated handling equipment such as 
container cranes, ATC, and AGV. It also makes good use of information technologies 
in handling containers and automated equipment in accordance with job scheduling 
on a real time basis, consequently contributing to enhance the terminal’s productivity 
and saving its manpower. Most automated container terminals are using ATC and 
AGV as main handling equipment. ATC, an automated crane, moves containers 
within the yard, or moves containers to the AGV or external trucks. AGV, an 
unmanned automated vehicle, loads containers from the ATC or container cranes, and 
travels between ATC and container cranes. Therefore, container handling can be done 
by mutual cooperation of this handling equipment. To load the containers in the yard 
ATC is used, and AGV moves these containers to the container cranes and waits for 
shipment. Manual container terminals use shuttle trucks to move containers in the 
yard, and so their personnel prepare job scheduling on a manual basis, and give a job 
order to the related workers. However, an automated container terminal demands a 
new operation policy.  
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2.2   Dispatching Rule of Automated Equipment 

The dispatching rule can be easily used without applying a complicated mathematical 
model. In particular, under the circumstances of uncertainty and lack of information, 
the dispatching rule is very attractive. Of course, this cannot match the complicated 
model seeking an optimal solution. Nevertheless, thanks to its merits of speediness 
and simplicity, it is widely used under the dynamic circumstances.  

2.2.1   Re-stacking Rule of ATC 

In general the containers are stacked in multiple layers at the yard. And the 
productivity of yard operation is closely related to the minimization of re-stacking. 
This means that the storage location of containers should be rationally determined, 
and also at the time of transferring containers the storage location and the order of 
moving should be decided systematically. The container re-stacking can be divided in 
two. One is the proactive re-stacking that is done during the idle hours of container 
cranes in anticipation of next container movement (re-marshaling), and the other is 
the reactive re-stacking that is done when there are other containers placed on the 
containers to be moved right now [2].  

The first one has to be dealt with in the yard planning. Therefore, this paper 
handles the reactive re-stacking policy. Practically speaking, the perfect proactive re-
stacking for shipment is nearly impossible owing to a time limit. Because of this, the 
reactive re-stacking takes place. Therefore, the proper location of transferred 
containers, which leads to the minimization of the container re-stacking, is very 
important in reducing the shipping time and in enhancing the efficiency of handling 
equipment. The re-stacking rule of ATC, which decides the location of the containers 
to be transferred, is as follows.  

(1) Random  
The containers to be transferred should not be higher than the highest storage height, 
but can be stacked randomly. In other words, the moving containers should not have 
the highest stacking height, but can be freely placed in the nearest place.  

(2) Closest Position 
This is the way to select the nearest place in transferring containers as far as the place 
doesn’t have the highest stacking height, and also the containers to be placed under 
the moving container should not be sooner in its order of shipment than that of the 
moving container.  

(3) RSC (Remaining Stack Capacity) 
Concerning the storage location (i, j), i = row, j = number of stacking, first calculate 
the value of RSCij before and after the re-stacking of the containers, and then the least 
difference in their value of RSCij is to be the location of the moving container. The 
RSCij of each container’s storage location can be calculated in the following formula 
(1) [2].  
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RSCij = (H – hij) × ((Cij – Cn) + Cn)                                    (1) 

H = the highest storage height 
hij = the height of the present point (i, j) 
Cij = the handling sequence (value) of the highest container at the present point (i, j). 
    If there is no container at the present point (i, j), Cij = C 
C = the handling sequence (value) of the last container.  
Cn = the handling sequence (value) of containers (n=1,2,…..,C) 

2.2.2   AGV Dispatching Rule 
The application of AGV dispatching rule can cause problems. As AGV is not able to 
load and unload the containers by itself, dependent scheduling between ATC and 
AGV, and between container cranes and AGV is to be carried out. This scheduling 
can cause blocking and deadlock. To solve the problems of blocking and deadlock, 
this paper has adopted an AGV-centered dispatching rule instead of a job (container)-
centered rule. The idle AGV moves to the transfer point to have the container to be 
transferred. The AGV at the transfer point is to be assigned the container according to 
the order of arrival. The following is how the containers are assigned to AGV.  

(1) Random 
When the idle AGV arrives at the transfer point, any container among the containers, 
which are waiting for shipment by a container crane according to the order of 
shipment but not yet be assigned, can be assigned randomly.  

(2) CCB (Container Crane Balancing) 
When the idle AGV arrives at the transfer point, any container belonging to a 
container crane that has the largest number of containers to be handled according to 
the order of shipment but not yet be assigned can be assigned. 

(3) CBB (Container Block Balancing) 
When the idle AGV arrives at the transfer point, any container belonging to a block 
that has the largest number of containers to be handled according to the order of 
shipment but not yet be assigned can be assigned. 

Table 1. Operation Method of Automated Handling Equipments 

container crane ATC AGV 
random random 

closest position CCB 
according to the order  

of shipment
RSC CBB 

2.3   Integrated Scheduling of Automated Equipments 

This research aims to discover the integrated operation method of an automated 
container terminal through integration of ATC re-stacking, AGV dispatching rule, and 
container crane operation. First, in order to calculate the total makespan of container 
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loading, the waiting time of individual equipment must be considered. For example, 
AGV has to wait until the ATC lifts up a container, and put it on the AGV. In 
addition, AGV ought to wait at the place of the container crane until the preceding 
AGV will finish moving its container. This means that the operation of a container 
crane, ATC, and AGV carries a waiting time. We tried to reduce this waiting time 
through diverse combination of all this equipment operation rules, consequently 
finding out the way to minimize the makespan. All the handling equipments are 
integrated at the time of container loading. At first, AGV will be assigned to the 
container block according to the order of container loading to be handled by a 
container crane. Then this AGV moves to the allotted block and get the container 
from ATC. And AGV travels to the loading point of a container crane. Here the 
container crane loads containers in accordance with its loading order. All these 
moving and loading are to be done by AGV dispatching rule and ATC re-stacking 
rule.  

3   Simulation Model and Test 

In our efforts to find out the best method in the integrated operation of automated 
equipment, we have made simulation models. The simulations achieved by the 
program developed on visual basic language, and been made on the basis of the 
“basic plan for Gwangyang automated container terminal” [6]. As mentioned 
above, the makespan of loading that is done by mutual cooperation of handling 
equipment includes the waiting time required during the operation of individual 
equipment.   

3.1   Simulation Environment 

The simulation environment of automated container terminal is as follows: 

• Number of berth: 1 
• Length of berth: 300 m 
• Number of container crane: 4 units 
• Number of block (vertical layout): 7 blocks (10 rows and 4 stacking per block) 
• Speed of AGV: 6m/s on average 
• Moving method of AGV: counterclockwise closed  
• Number of lane for AGV: 5 
• Speed of ATC: breadthwise moving speed 2m/s, lengthwise moving speed 3m/s, 

hoisting speed 1m/s 
• ATC buffer: 5 units 
• Speed of container crane: 1 lift/min on average 

Each container crane has its own block, and the loading order of the block or by 
the container crane is also fixed. Therefore, the ultimate purpose is to minimize the 
makespan, that is, it means the earliest completion of the final container loading.  
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3.2   Simulation Parameters 

To seek the most practical and robust operation rule, each operation method has been 
tested under the circumstances of following parameters.  

• The degree of container re-marshaling within one block: 80%, 90%, and 100% 
• Unit number of AGV: 14, 18, 22, and 26 
• Number of containers to be handled: 300, 400, and 500 

3.3   Test Results and Analysis 

The makespan obtained in terms of each combination of AGV and ATC rules under 
the above parameters is shown in the Table 2, Table 3, and Table 4. We tried to 
seek the best combination of AGV rule and ATC rule through many simulations 
under the diverse environments. As a result, we can, in particular, find out that in 
case of 100% re-marshaling – i.e. under the condition that ATC re-stacking rule has 
no influence – the CCB rule of AGV has shown the best performance, and the 
combination with the RSC rule of ATC also has shown the best performance under 
any environment.  

In particular, the lower the degree of re-marshaling, the better its result has turned 
out. Therefore, considering the low degree of re-marshaling in the real case of 
container terminals, this combination is more practical. These results have made 
much improvement in its performance compared with many other combinations 
including the random rule. Meanwhile, there has been the case that 90% re-
marshaling has a shorter makespan than the 100% re-marshalling. This means that 
the shortened travel distance by effective ATC re-stacking can reduce the whole 
makespan. Also, the combination of the CCB rule resulted in poorer performance 
than the combination of the random rule. This means that if the order of shipment 
was fixed, the performance is more influenced by the container crane than the ATC. 
And input of AGV more than the proper level has not been of help in reducing the 
makespan.  

Table 2. Makespan According to ATC-AGV Operation Rules (number of container = 300) 

The degree of container re-marshaling 
80% 90% 100% 

Number of AGV  Number of AGV Number of AGV 
ATC 
Rule 

AGV 
Rule 

14 18 22 26 14 18 22 26 14 18 22 26 
ran 11760 11705 11468 11661 9688 9583 9606 9395 6038 5685 5176 5030 
ccb 11673 11685 11689 11684 10409 9898 9411 9403 5423 5238 5078 5118 

  
ran 

cbb 15361 12647 14553 14064 12470 11525 11434 10976 6900 6256 6137 5452 
ran 6148 5788 5351 5152 6076 5556 5336 5536 6038 5685 5176 5030 
ccb 5488 5280 5351 5215 5692 5336 5336 5185 5423 5238 5078 5118 

  
clos 

cbb 7165 6402 6360 5951 7702 6630 6644 6237 6900 6256 6137 5452 
ran 6196 5554 5235 5037 6155 5592 5137 5068 6038 5685 5176 5030 
ccb 5414 5193 5042 5037 5440 5127 5085 4981 5423 5238 5078 5030 

  
RSC 

cbb 7204 6542 6459 5775 7049 6807 6312 6314 6900 6256 6137 5452 
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Table 3. Makespan According to ATC-AGV Operation Rules (number of container = 400) 

The degree of container re-marshaling 

80% 90% 100% 
Number of AGV Number of AGV Number of AGV 

ATC 
Rule 

AGV 
Rule 

14 18 22 26 14 18 22 26 14 18 22 26 
ran 18382 18484 18473 18344 15897 15167 15116 14764 8295 7351 7144 6885 
ccb 18420 18411 18344 18346 15454 15490 15175 15011 7350 7045 6955 6695 ran 

cbb 24054 21750 21897 20768 20154 17926 18341 18764 9229 8332 8383 7642 
ran 8373 7489 7348 6957 8168 7406 7235 6847 8295 7351 7144 6885 
ccb 7645 7202 7000 6955 7478 7100 6824 6801 7350 7045 6955 6695 

  
clos 

cbb 9730 8733 8649 8433 9818 9042 8893 8048 9229 8332 8383 7642 
ran 8492 7577 7163 6992 8358 7403 6987 6876 8295 7351 7144 6885 
ccb 7500 7091 7042 6955 7249 7021 6983 6801 7350 7045 6955 6695 

  
RSC 

cbb 10389 9230 8919 7949 9781 8873 6983 6801 9229 8332 8383 7642 

Table 4. Makespan According to ATC-AGV Operation Rules (number of container = 500) 

The degree of container re-marshaling 

80% 90% 100% 
Number of AGV Number of AGV Number of AGV 

ATC 
Rule 

AGV 
Rule 

14 18 22 26 14 18 22 26 14 18 22 26 

ran 24396 23157 22725 22661 19522 18536 18387 17950 10369 9249 8826 8558 

ccb 24301 23125 22677 22655 19032 18520 18498 17888 9324 8868 8742 8405 ran 

cbb 31484 28779 28695 28649 24819 24668 21317 21360 12038 10691 10714 9778 
ran 10632 9591 9151 9051 10453 9564 9121 8713 10369 9249 8826 8558 
ccb 9832 9388 9147 8824 9672 9166 8945 8712 9324 8868 8742 8405 clos 

cbb 13233 11317 11317 11001 12413 11535 10894 10948 12038 10691 10714 9778 
ran 10159 9643 9218 8793 10375 9590 9141 8773 10369 9249 8826 8558 
ccb 9655 9123 8924 8764 9760 9176 8864 8675 9324 8868 8742 8405 RSC 

cbb 13018 11092 10561 10481 12484 11002 10923 10738 12038 10691 10714 9778 

4   Conclusion 

At present, the equipment-related technologies are rapidly making progress, but the 
operation-related studies are relatively left behind. Our studies have been made on the 
operation method of automated equipment in the automated container terminal, and 
the operation of automated equipment is mainly performed by mutual cooperation of 
container crane, ATC, and AGV. In particular, since these mutual activities are 
performed under diverse dynamic environments, integrated operation of all the 
equipment is badly needed. Because of this, this paper is based on both AGV rule and 
ATC rule, while trying to suggest an event-oriented integrated operation method. We 
expect that the simulation models presented in this study will make practical 
contribution to the solution of diverse problems of the real automated container 
terminal.  
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Abstract. In this research, the factors have significant effect on due date 
predictability for on time delivery in a dynamic job shop were studied. For this 
aim a new due date assignment model was proposed and an experimental study 
in a simulated dynamic job shop was performed. The results indicate that the 
proposed due date assignment model is adequate to meet the assigned due dates 
for on time delivery and the number of jobs in the queues of the machines on a 
job’s route is the most important factor affects the due date predictability. 

Keywords: Dynamic Job Shop Scheduling, Simulation, On-time Delivery, Due 
Date Assignment, Dispatching. 

1   Introduction 

Due date based scheduling in the dynamic job shops has been examined in the related 
literature [1-7]. Actually, there are several job and shop characteristics or factors 
affect the due date predictability. Most used factors are processing time, number of 
jobs, jobs in route, time in route and jobs in queue [5, 7, 8, 9, 10].  

In this study, a due date assignment model was defined and an experimental study 
in a dynamic job shop was performed to find out the most effective factor(s) 
according to the performance measures; Mean Absolute Lateness (MAL) and Mean 
squared Lateness (MSL). All simulation results were analyzed with ANOVA.  

2   The Proposed Due Date Assignment Model 

The factors classified as job and shop related characteristics are given below:  

• Job related factors :Total processing time of a job (p), Number of operations on a 
job (n) 

• Shop related factors :Total number of jobs on the machines and in their queues on 
a job’s route when the job is released to the system (JR), Total processing time of 
the jobs on the machines and in their queues on a job’s route when the job is 
released to the system (TR), Total number of jobs on the machines and in their 
queues out of a job’s route when the job is released to the system (JO), Total 
processing time of the jobs on the machines and in their queues out of a job’s route 
when the job is released to the system (TO), Total number of jobs in the queues of 
the machines on a job’s route when the job is released to the system (JQ), 
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Predicted mean of flow times of the last completed three jobs (Pred. F.). Based on 
these factors and their pair-wise relationships, the proposed model is given as 
follows [11]: 

di = ri +kp pi + kn ni + kJR JRi + kTR TRi + kJO JOi + kTO TOi + kJQ JQi + kp.n 
pi.ni + kp.JR pi.JRi + kp.TR pi.TRi + kp.JO pi.JOi + kp.TO pi.TOi + kp.JQ pi.JQi + 
kn.JR ni.JRi + kn.TR ni.TRi + kn.JO ni.JOi + kn.TO ni.TOi + kn.JQ ni.JQi + kJR.TR 
JRi TRi+ kJR.JO JRi JOi+ kJR.TO JRi TOi+ kJR.JQ JRi JQi+ kTR.JO TRi JOi+ 
kTR.TO TRi TOi+ kTR.JQ TRi JQi+ kJO.TO JOi TOi+ kJO.JQ JOi JQi+ kTO.JQ TOi 

JQi+ kpred f Pred fi 

(1) 

Where di denotes the due date of job i , ri denotes the ready time of job i and, kp , kn , 
kJR , kTR , kJO , kTO , kJQ , kp.n , kp.JR , kp.TR , kp.JO , kp.TO , kp.JQ , kn.JR , kn.TR , kn.JO ,  kn.TO , 
kn.JQ , kJR.TR , kJR.JO , kJR.TO , kJR.JQ , kTR.JO , kTR.TO , kTR.JQ , kJO.TO , kJO.JQ , kTO.JQ , kpredf  

denote the allowance values of the corresponding factors in the model. 

3   A New Dispatching Rule (CR+OPNSLK) 

According to CR+OPNSLK rule, the modified due date di
* of job i waiting for service 

at a machine at time t is defined as [11]: 

di
*=min[t+CR.pik, di -

+=

in

kj
ijp

1

] (2) 

Where d, p, CR denote original due date, processing time and Critical Ratio 
respectively for job i with ni operations and its kth operation (k ≤ ni) is imminent at 
time t.  

4   Research Problem 

Performance Measures : Two shop performance measures, Mean Absolute Lateness 
(MAL) and Mean Squared Lateness (MSL) [6, 11] were considered.  
Dispatching Rules: Four commonly used dispatching rules were selected [6, 11]: 
1. FIFO, 2. SPT, 3. CR+SPT, 4. All+CR+SPT 
Due Date Assignment Models: The following due date assignment models were used 
[6, 11]: 1. TWK, 2. PPW, 3. DTWK, 4. DPPW 
Shop Utilization: Two shop utilization rates were considered in the study: 90% and 
80% [6, 11]. 

Experimental Study 
Simulation model: The simulated dynamic job shop used in this study consists of 5 
unique machines. Job arrivals at the shop form a Poisson process and the shop arrival 
rate is determined by the shop utilization setting. Each job requires one to nine 
operations, determined randomly according to a uniform probability distribution. 
Each operation is assigned randomly to one of the nine machines according to a 
uniform probability distribution, under the constraint that no two successive 
operations require the same machines. Operation processing times are exponentially 
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distributed with a mean of 1 unit of time. Other assumptions made in this system are; 
set-up times are included in the processing times, transportation times are excluded, 
the resources are available continuously, pre-emption of a job is not allowed and 
processing times of the jobs are known after their arrivals at the shop. 
Experimental procedure: A three-factor full factorial design was used by this 
experiment to study the performance of the five due date assignment models. The first 
factor is due date assignment model that has five levels (based on factors 1.TWK, 
2.PPW, 3.DTWK, 4.DPPW and 5.Proposed model). The second factor is the 
dispatching rule that has five levels (1.FIFO, 2.SPT, 3.CR+SPT, 4.All+CR+SPT, 
5.CR+OPNSLK) and the third factor is the shop utilization rate that has two levels  
(1. 0.9, 2. 0.8). For each treatment 6 replications were performed. For each simulation 
run after the completion of first 1.000 jobs to reach steady state, information is 
collected on MAL and MSL for the next 10.000 jobs. The proposed due date 
assignment models correspond to each dispatching rule are given in Table 1 [11]. 

Table 1. Proposed due date assignment models for each dispatching rule 

For 90% shop utilization 
FIFO d= r – 1,38 + 2 n + 0,0358 TR + 0,839 JQ + 0,130 p.n -0,0539 p.JO + 

0,0107 n.TO -0,130 n.JR + 0,0259 n.TR – 0, 0167 n.JQ – 0,000583 
JR.TR + 0,000197 TR.JQ  

SPT d= r + 1,84 p + 0,733 JQ + 0,0321 p.TR + 0,0870 p.JO + 0,103 p.JQ - 
0,0234 n.TR - 0,107 n.JQ - 0,00905 JR.JQ - 0,00376 TR.JO 

CR+SPT d= r +  0,517 p + 0,0603 TR + 1,38 JQ + 0,217 p.n - 0,0140 p.JR + 0,0241 
p.JO - 0,124 n.JR + 0,0108 n.TR - 0,0484 n.JO - 0,0245 n.JQ -0,000582 
JR.TR - 0,00632 JR.JO - 0,0131 JR.JQ + 0,00235 TR.JQ - 0,0213 Pred.F 

ALL+CR
+SPT 

d= r + 0,879 + 0,679 n – 0,769 JR + 0,147 TR + 1,42 JQ + 0,213 p.n + 
0,0311 p.JO – 0,00616 p.JQ – 0,0456 n.JR – 0,0593 n.JO – 0,0354 n.JQ – 
0,0062 JR.JQ – 0,000089 TR.TO + 0,00115 TR.JQ – 0,0207 Pred.F 

CR+ 
OPNSLK 

d= r + 1,63 + 0,571 n -0,785 JR + 0,179 TR + 0,154 JQ +0,219 p.n +0,0402 
p.JO – 0,0456 n.JR – 0,00947 n.TR – 0,0892 n.JO – 0,0376 n.JQ – 
0,0124 JR.JQ – 0,000151 TR.TO + 0,00218 TR.JQ – 0,0119 Pred.F 

For 80% shop utilization 
FIFO d= r - 1,05 + 0,565 p + 1,21 n + 0,0798 TR + 0,565 JQ + 0,0657 p.n + 

0,00597 n.TR + 0,00741 n.TO - 0,00144 JR.TR - 0,0156 JR.JQ + 
0,00319 TR.JQ - 0,0507 Pred.F 

SPT d= r + 0,783 + 0,976 p + 0,521 n + 0,0987 p.JR + 0,193 p.JO + 0,0873 p.JQ 
- 0,149 n.JO - 0,0703 n.JQ + 0,0229 JO.JQ 

CR+SPT d= r + 0,747 p + 0,356 n + 0,0792 TR + 0,891 JQ + 0,0858 p.n - 0,0376 
p.JO + 0,00758 p.TO - 0,0214 n.JQ - 0,00138 JR.TR - 0,0106 JR.JO - 
0,0286 JR.JQ + 0,00577 TR.JQ + 0,0103 JO.JQ - 0,0289 Pred.F 

ALL+CR
+SPT 

d= r + 0,837 p + 0,590 n - 0,262 JR + 0,151 TR + 0,917 JQ + 0,0542 p.n + 
0,0167 p.JR + 0,00327 p.TO - 0,0135 n.TR - 0,0288 n.JO -0,000807 
JR.TR - 0,0350 JR.JQ + 0,00669 TR.JQ - 0,0405 Pred.F 

CR+ 
OPNSLK 

d= r - 1,09 + 1,03 p + 0,680 n - 0,442 JR + 0,117 TR + 0,0224 TO + 1,02 
JQ + 0,0515 p.n - 0,0289 n.JQ - 0,0112 JR.JQ + 0,00212 TR.JQ -
0,000778 JO.TO - 0,0441 Pred.F 



1242  Alpay and N. Yüzügüllü 

5   Results and Discussions 

All MAL and MSL results averaged over 6 runs of the experiments are summarized in 
Table 2. 

Table 2. Experimental results for MAL and MSL (MSL results are given in parenthesis) 

UTIL. D.D.Mod. FIFO SPT CR+SPT ALL+CR+SP CR+OPNSLK 

TWK 23.37 
(1004.3) 

13.30 
(1216.6)

14.56 
(457.1)

14.46 
(454.9)

13.67 
(338.2) 

PPW 19.73 
(766.7) 

14.44 
(1401.3)

14.64 
(458.2)

14.48 
(446.9)

13.90 
(354.2) 

DTWK 20.68 
(891.9) 

13.03 
(1191.6)

7.62 
(131.3)

7.54 
(126.6)

7.42 
(120.9) 

DPPW 14.77 
(413.9) 

18.09 
(1442.0)

9.81 
(184.1)

9.76 
(182.1)

9.74 
(180.8) 

%90 

Proposed 8.85 
(166.8) 

12.63 
(1122.6)

5.27 
(57.1)

5.31 
(58.5)

5.12 
(53.2) 

TWK 11.12 
(232.7) 

5.99 
(165.6)

7.32 
(121.5)

7.14 
(113.2)

7.00 
(92.7) 

PPW 9.65 
(186.6) 

13.15 
(310.2)

7.26 
(121.2)

7.14 
(114.5)

6.93 
(95.2) 

DTWK 10.23 
(231.3) 

6.65 
(166.2)

4.59 
(50.2)

4.58 
(49.7)

4.52 
(48.3) 

DPPW 9.20 
(160.1) 

10.22 
(247.7)

7.22 
(99.9)

7.22 
(99.8)

7.22 
(99.8) 

%80 

Proposed 5.65 
(65.0) 

5.62 
(147.5)

3.42 
(23.8)

3.39 
(23.4)

3.41 
(23.4) 

The results in the tables show that CR+OPNSLK rule with almost all due date 
assignment models and the proposed due date assignment model with almost all 
dispatching rules and shop utilizations demonstrate the best MAL and MSL 
performances. The combination of the proposed due date assignment model with 
CR+OPNSLK is superior to almost all other combinations for both MAL and MSL 
performance. A three-factor ANOVA method was then applied to test the effects of due 
date assignment model, dispatching rule and shop utilization rate on the performance 
measures. All MAL and MSL statistics are shown in Table 3 and Table 4 respectively.  

Table 3. F values for Three-Factor Analysis of Variance of MAL performance measure 

Source D.F. S.S. M.S. F P 
Due Date Assignment Model 4 1582.15 395.54 191.82 0.00 
Disp. Rule 4 1432.02 358.00 173.62 0.00 
Shop utilization rate 1 2230.96 2230.96 1081.92 0.00 
DDAM.*Disp.Rule 16 593.20 37.07 17.98 0.00 
DDAM.*Shop U.R. 4 234.27 58.57 28.40 0.00 
Disp.Rule*Shop U.R. 4 183.81 45.95 22.28 0.00 
DDAM.*Disp.Rule*ShopU.R. 16 267.15 16.70 8.10 0.00 
Error 250 515.51 2.06  
Total 299 7039.08  
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Table 4. F values for Three-Factor Analysis of Variance of MSL performance measure 

Source D.F. S.S M.S. F P 
Due Date Assignment Model 4 2555726 638931 17.93 0.00 
Disp. Rule 4 15813098 3953274 110.97 0.00 
Shop utilization rate 1 12319813 12319813 345.97 0.00 
DDAM.*Disp.Rule 16 1549482 96843 2.72 0.00 
DDAM.*Shop U.R. 4 1015234 253808 7.12 0.00 
Disp.Rule*Shop U.R. 4 9325449 2331362 65.44 0.00 
DDAM.*Disp.Rule*ShopU.R. 16 706584 44162 1.24 0.238 
Error 250 8906329 35625  
Total 299 52191715  

As indicated by the statistics shown in Table 3 and Table 4, all three main factors 
and their pair-wise interactions have significant effects (at the 95 confidence level) on 
MAL and MSL. In Figure 1, all main factor effects are shown. 
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Fig. 1. Main effects plot for MAL and MSL 

The plots of due date assignment model according to dispatching rule at 0.8 and 
0.9 of shop utilization rate for MAL and MSL are given in Fig. 2 and Fig.3. 
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Fig. 2. Due date model & Dispatching rule plot at 0.8 and 0.9 utilization rates for MAL 

At low shop utilization rate, the proposed due date assignment model with all 
dispatching rules demonstrates the best MAL performance. The next good assignment 
model is DTWK (numbered as 3). On the other hand, it is not easy to select the best 
dispatching rule for MAL performance. CR+SPT, All+CR+SPT and CR+OPNSLK 
rules show very similar MAL performances. These results do not vary so much as shop 
utilization rate increases although the MAL performances of the models deteriorate. 
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Fig. 3. Due date model & Dispatching Rule plot at 0.8 and 0.9 utilization rates for MSL 

For the MSL performance, Fig. 3 shows that the proposed model is also best due 
date assignment model and its performance decreases as shop utilization rate 
increases. Other results are very similar to the results of MAL: DTWK model is the 
second good model and CR+SPT, All+CR+SPT and CR+OPNSLK rules have close 
MSL performance.  

Both MAL and MSL results of all due date assignment models for each 
dispatching rule are ranked and summarized in Table 5. 

Table 5. Final ranks of due date assignment models for each dispatching rule 

FIFO SPT CR+SPT ALL+CR+SPT CR+OPNSLK 
Proposed Proposed Proposed Proposed Proposed 
DPPW DTWK DTWK DTWK DTWK 
PPW TWK DPPW DPPW DPPW 

DTWK PPW TWK TWK TWK 
TWK DPPW PPW PPW PPW 

To determine the difference among the dispatching rules is statistically significant 
or not, mostly used Multiple Pair-wise Comparison Tests: LSD, Bonferroni and Tukey 
tests were performed. The results of the tests demonstrate that there is no significant 
difference among CR+SPT, All+CR+SPT and CR+OPNSLK rules for both MAL and 
MSL criteria.  

Because the major objective of this research is to study the relative effects of 
various factors related to job and shop characteristics on the due date predictability 
and due date assignment models are found to be significantly affect the performance 
measures, the same multiple pair-wise comparison tests were applied for due date 
assignment models. According to the results of the tests, the proposed due date 
assignment model is superior to the other models and the differences on MAL and 
MSL performances of the proposed model and other models are statistically 
significant. Although average MAL and MSL performances of CR+OPNSLK rule are 
very close to the performances of CR+SPT and All+CR+SPT rules, it is obvious that 
the combinations of CR+OPNSLK rule and TWK/PPW models will give better MAL 
and MSL performances than other two models can give. When we analyze the 
proposed models related to the dynamic dispatching rules at different shop utilization 
rates, we can see that the most effective factor on due date predictability in terms of 
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selected performance measures is the number of jobs in the queues of the machines on 
a job’s route (JQ). This result is consistent with the result reported by Chang [10]. 
The next factors can be count as the number of operations on a job (n) and total 
processing time (p) of a job. 

6   Conclusions 

In this research, a due date assignment model includes most used factors and a 
dynamic dispatching rule, CR+OPNSLK, were proposed. Experimental results show 
that the proposed model is very successful to predict the exact due dates and 
CR+OPNSLK rule is as adequate to meet the due dates as (or better on average than) 
CR+SPT or All+CR+SPT rules. The result also show that the number of jobs in the 
queues of the machines on a job’s route (JQ) is the most important factor affects the 
due date predictability. The number of operations on a job and the total processing 
time information are the next important factors. On the other hand, the completion 
time of a job is affected by many different factors and to increase the quality of 
prediction of the exact due dates in a dynamic job shop, more factors should be 
considered in due date assignment. 

The future works on this area may be developing better due date assignment 
models based on these three important factors and developing more intelligent 
systems (like agent based systems) capable of updating the allowance values of the 
factors dynamically to meet the assigned due dates.  
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Abstract. One of artificial neural network models with non-equilibrium 
dynamics is S-GCM. This model in comparison to Hopfield method has more 
capacity storage and more success rate, but yet, as an associative memory 
system has some weakness such as small storage rate and low speed of 
convergence. In this paper, a new learning method for S-GCM is proposed. In 
the proposed method, we use modified sparse matrix for learning method. Both 
the theory analyses and computer simulation results show that the performance 
of S-GCM can be improved greatly by using our learning method. 

Keywords: Chaotic Associative Memory, Symmetric Globally Coupled Map 
(S-GCM), More Iterate More Store (MIMS) Learning. 

1   Introduction 

People are certain that chaotic dynamic behavior plays an important role in real 
neurons and neural networks [1,2]. Many researchers have attempted to model 
artificial neural networks with chaotic dynamics on the basis of deterministic 
differential equations or stochastic models. For example, Aihara et al. [3] have 
proposed deterministic difference equations, which describe an artificial neural 
network model, composed of chaotic neurons. This model has advantages in terms of 
computational time and memory for numerical analyses due to the spatiotemporal 
complex dynamics of the neurons. Adachi et al. [4] proposed a system based on 
model proposed by Aihara et al. A model based on coupled chaotic elements, called 
globally coupled map model, is proposed by Kaneko [5], and an improvement version 
of this model, called globally coupled map using the symmetric map, is proposed by 
Ishii et al. [6]. Ishii et al.’s studies show that in S-GCM both memory capacity and the 
basin volume for each memory are larger than those in the Hopfield model applying 
the same learning rule. Moreover, Inoue et al. [7,8] have presented a chaotic neuro-
computer in which a neuron is composed of a pair of coupled oscillators. The neuro-
computer runs on a deterministic rule, but it is capable of stochastic searching and 
solving difficult optimization problems. Ishii’s modified global coupled chaotic 
system and Inoue’s chaotic neuro-computer are two main chaotic neural networks 
used for pattern recognition and associative memory. Zhang et al. [9,10] proposed a 
one-dimensional, two-way coupled map network and a modified definition of an auto-
associative matrix. Ishii et al. [11] proposed an associative memory system based on 
parametrically coupled chaotic elements. The proposed system was obtained by 
adding a new parameter control to Ishii’s previously proposed system. A chaotic 
activity in an early association stage makes an efficient association over the memories 
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that are stored by means of autocorrelation learning. When the system successfully 
recalls the target memory, the system's motion is dominated by a spatially coherent 
oscillation, while unstable motions remain when the system fails to make the 
association. This system had a large memory capacity. In addition, Zheng et al. [12] 
proposed a new parameter control method for S-GCM. With the proposed method, the 
changes of the parameters are decided not only by the value of system partial energy, 
but also by the difference value of the partial energy. Results showed that the 
performance of S-GCM could be improved greatly by using the new parameter 
control method. 

In the other hand, Menhaj et al. [13] proposed a learning method for Hopfield 
network, named sparse learning. They showed that the method learning is compatible 
to energy function of Hopfield model, and it cans storage target patterns in attractors 
with minimum energy. Additionally, they proved this learning method has more 
storage rate and more speed convergence contrast with modified Heb learning 
method. Based on an analysis of above-mentioned chaotic neural network models and 
their applications in information processing, to increase the recall speed and capacity 
of S-GCM, we proposed a new learning method named MIMS learning. Analyses 
show that the performance of S-GCM can be improved by using the MIMS learning 
method. Computer simulation results show that the recall speed is increased greatly 
by using the new method, too. 

The rest of this paper is as following. In Section 2, the MIMS learning method is 
clarified. In Section 3, computer simulation results of solving associative memory 
problem, by using the conventional learning method and new method, respectively, 
are presented. Some conclusions are given in Section 4. 

2   The MIMS Learning Method 

Studies show that one of the disadvantages of S-GCM is that the recall speed is slow 
[9,10,12]. Additionally, another of the disadvantages of S-GCM is that the memory 
capacity is low [11]. To increase the recall speed and memory capacity of S-GCM, we 
propose the following learning method instead of modified Heb learning. 

Let { }{ }Nkm 1,1,...,, 21 −∈χχχχ be a set of N-dimensional binary patterns to be 

stored. k
iχ  denotes the i th unit value in the k th binary pattern, and M is the number 

of stored patterns. 
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Matrix ][ ijw  is called MIMS matrix. The method is like sparse method, with this 

difference that in sparse method, T  matrix in firstly built according through stored 
patterns and then TT T ⋅  product is considered as weight matrix. But in the innovative 
method, by adding every new pattern, the previous T  matrix is also considered and 

TT T ⋅  product is calculated and is added to the previous weight matrix. This process 
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will continue till training all patterns. This way of creating the weight matrix will 
result this method to recur the stored patterns and in result it will be dependent on the 
sequence of storing patterns. In other words, primary patterns have more effect in 
creating the weight matrix in comparison to the patterns will be stored finally, it 
means they are recurred more and consequently they are stored and stick better in the 
memory. It seems this method of learning is more similar to the man’s way of 
learning, as the patterns which we repetition during time we will keep them in our 
long-term memory better [14]. It cans storage target patterns in attractors with 
minimum energy. For the system, we proposed the following energy function:  

21 1
( ) ( )( ) .s s

ij i j
k m s k i j

E w χ χ
= =

= − ⋅ +  (2) 

The S-GCM with this method learning searches for a local minimum of the energy 
function by making each partial energy, iE , small and negative as follows: 
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Where 
minα and β  are constant parameters. ix  and )(tEi

 are the i th system state 

and the i th partial energy, respectively. ε  is a constant parameter, and α  is 
bifurcation parameter. 

3   Experimental Results and Analysis 

We use the conventional learning method and the new method to realize associative 
memory. The value of the parameters for the both methods is: 

1.0,4,4.3,100,2 maxmin ===== εααβ N  

The training set contains five binary patterns (Fig. 1), and the size of each pattern is 10 by 10.  

 

Fig. 1. Five stored patterns 

To test the effectiveness of the proposed method, for each character we built 3 
different patterns by adding 0%, 5%, and 10%, random pepper and salt noise to each 
pattern. Fig. 2 shows time-series of the overlap in S-GCM with these two methods 
when the initial overlap is set at various values. All of test patterns can be retrieved 
correctly and systems can recall the target pattern from a fairly distant initial state. 
Similar associations have been obtained for other stored patterns. 
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(a)                                   (b) 

Fig. 2. Time-series of the overlap in S-GCM with two learning methods, P = 5 = 0.05N. (a) 
Heb learning method. (b) MIMS learning method. The abscissa denotes continuous-time t. 

Let us show an example association process. When memorizes five 100-bit binary 
patterns shown in Fig. 1, and the input binary vector I is a 15% reversed pattern of 
"A", it associates "A" after scores of transitions. Figures 3(a) and 3(b) show this 
association process. In Fig.3(b), the abscissa denotes the association time t and the 
ordinate denotes the overlap values. In this figure, highly chaotic motions are 
observed at the early association stage. As time elapses, these motions become quiet, 
and the association is completed when the system falls into a 4-cluster frozen 
attractor. At this time, its binary representation O is successfully equivalent to "A" as 
Fig. 3(a) shows. 

     
(a)                                            (b) 

Fig. 3. Time-series in S-GCM with MIMS learning methods for A, (a) output values of all 
neurons (b) overlap association. The abscissa denotes continuous-time t. 

In this system, there will be similar results for the three patterns, which are stored 
at the beginning, but for the two last patterns, there would not be an appropriate 
result. If we alter the sequence of storing the patterns, the result would be proper for 
the primary patterns and inappropriate for the final patterns. We offer a solution to 
solve this problem. Additionally, to contrast memory storage of these two learning 
methods, we store 100 Random patterns of 130 patterns and the size of each pattern is 
10 by 10 for both methods. Then, in retrieval stage, we use stored patterns as input 
patterns.  
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The most important point of strength in our system is that for the first-stored 
patterns, i.e. even at the time the storage rate is high, if we give them as inputs with 
random noise, our system will be able to correct the noise up to 5%. In the Fig. 4 have 
shown time-series of the overlap in S-GCM with two learning methods. As shown in 
this figure, the output of system-1 (Fig. 4(a)) is completely gone far from the target 
patterns while system-2 (Fig. 4(b)) has done 3% error correction. In general, when the 
storage rate is high, system-1 is not only unable to correct the error, but also by giving 
the target pattern itself, it will go completely far as an input. While system-2 will 
perform the error correction for the primary-stored patterns even when the storage 
rate is so high. 

The weakest point in the method of MIMS learning is in the final patterns or on the 
other hand, in the case of the patterns which has less influence in creating weight 
matrix. In order for the system to have suitable success rate for the final patterns, we 
will perform the method of learning as follows: for this purpose, we will store the 
patterns from the beginning to the end once and another time we store the same 
patterns from the end to the beginning. The result of our implementation indicates that 
applying this method will increases the final patterns of success rate, especially when 
the storage rate is low is more conspicuous. The reason for the final patterns of the 
success rate to be less than the primary patterns is that applying this method will not 
result in removing the sensitivity in sequence of the pattern storage. The strength of 
the final patterns in creating the weight matrix will increase more only to some extent, 
but yet, the primary patterns have more influence in creating the weight matrix. 

 
(a)                                       (b) 

Fig. 4. Time-series of the overlap in S-GCM with two learning methods, (a) Heb learning, (b) 
MIMS learning 

4   Conclusion 

In this paper, MIMS learning method for S-GCM is proposed. The core of this 
method is that using MIMS matrix instead of covariance matrix for learning S-GCM. 
This method to recur the stored patterns and in result it will be dependent on the 
sequence of storing the patterns, on the other hand, primary patterns have more effect 
in creating the weight matrix in comparison to the patterns will be stored finally, it 
means they are recurred more and consequently they are stored and stick better in the 
memory. 
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Abstract. This paper presents an experimental verification of a novel,
fast and arbitrarily accurate solution to the Goore Game (GG). The lat-
ter game, introduced in [6], has the fascinating property that it can be re-
solved in a completely distributed manner with no inter-communication
between the players. The game has recently found applications in many
domains, including the field of sensor networks and Quality-of-Service
(QoS) routing. In actual implementations of the solution, the players are
typically replaced by Learning Automata (LA). The problem with the
existing reported approaches is that the accuracy of the solution achieved
is intricately related to the number of players participating in the game –
which, in turn, determines the resolution, implying that arbitrary accu-
racy can be obtained only if the game has an infinite number of players.
In this paper, we experimental demonstrate how we can attain an un-
bounded accuracy for the GG by utilizing no more than three stochastic
learning machines, and by a recursive pruning of the solution space.

1 Introduction

This paper presents an experimental verification of a novel, fast and arbitrarily
accurate solution to the Goore Game (GG) which is one of the most fascinating
games studied in the field of artificial games. The GG can be best described using
the informal formulation of [2]: “Imagine a large room containing N cubicles and
a raised platform. One person (voter) sits in each cubicle and a Referee stands
on the platform. The Referee conducts a series of voting rounds as follows. On
each round the voters vote “Yes” or “No” (the issue is unimportant) simultane-
ously and independently (they do not see each other) and the Referee counts the
fraction, λ, of “Yes” votes. The Referee has a uni-modal performance criterion
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G(λ), which is optimized when the fraction of “Yes” votes is exactly λ∗. The cur-
rent voting round ends with the Referee awarding a dollar with probability G(λ)
and assessing a dollar with probability 1 − G(λ) to every voter independently.
On the basis of their individual gains and losses, the voters then decide, again
independently, how to cast their votes on the next round.”

The game has many interesting and fascinating features which render it both
non-trivial and “intriguing”. These are listed below:

1. The game is a non-trivial non-zero-sum game.
2. Unlike the games traditionally studied in the AI literature (like Chess, Check-

ers, Lights-Out etc.) the game is essentially a distributed game.
3. The players of the game are ignorant of all of the game’s “parameters”.

All they know is that they have to make a choice, for which they are either
rewarded or penalized. They have no clue as to how many other players there
are, how they are playing, or even of how/why they are rewarded/penalized.

4. The stochastic function used to reward or penalize the players can be com-
pletely arbitrary, as long as it is uni-modal.

5. The most “intriguing feature” of this game [2] is that if each voter updates
its action based on either a Tsetlin automaton with large memory, or an
absolutely expedient1 algorithm, then the entire group will asymptotically
optimize the Referee’s performance criterion.

1.1 Applications to the Goore Game

The literature concerning the GG is scanty. It was initially studied in the general
learning domain, and, as far as we know, was for a long time merely considered
as an interesting pathological game. Recently, however, the GG has found im-
portant applications within two main areas, namely, QoS (Quality of Service)
support in wireless sensor networks [1] and within cooperative mobile robotics
as summarized in [7]. A description of the first application area follows.

In order to preserve energy in a battery driven network, Iyer et al. [1] proposed
a scheme where a base station provided broadcasted QoS feedback to the sensors
of the network. Using the GG perspective, a sensor is seen as a voter that chooses
between transmitting data or remaining idle in order to preserve energy. Corre-
spondingly, the base station takes the role of the Referee and rewards/punishes
the sensors using a unimodal QoS performance criterion function with the goal
of attaining an optimal resolution/energy-usage tradeoff.

1.2 Problems with Reported LA Solutions to the GG

The reported LA solution [2, 5] to the GG is indeed both intriguing and actu-
ally, almost “mystical”. Without a knowledge of the function G(·), of how their
partners decide, or even a perception of how the Referee “manufactured” their
responses, the LA converge to the optimal solution without any communication.
1 We assume that the reader has a fairly fundamental knowledge of the field of Learning

Automata. Excellent reviews of this material can be found in e.g. [2,5].
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However, the main handicap associated with using it in real-life applications
concerns the accuracy of the solution obtained, which is intricately linked to the
number of LA used. If the number of LA involved in the game is d, the precision
of the solution is bounded by 1

d , and thus the solution can be arbitrarily accurate
only as d is increased indefinitely - leading to very slow convergence.

1.3 Salient Aspects of the Paper

The contributions of the unabridged paper [8] are the following:

1. In [8], we report the first solution to the GG which needs only a finite number
of LA. Indeed, the number of LA can be as small as 3.

2. In [8], we report the first GG solution which is arbitrarily accurate.
3. The solution we propose in [8] is recursive. To the best of our knowledge,

there has been no other reported recursive solution.
4. The solution that we propose in [8] is “fast”.

This present paper demonstrates experimentally that the theoretical results
of [8] lead to a pragmatic solution. Indeed, usually, each epoch of the recursion
converges within a few hundred iterations, and the accuracy of the solution
increases exponentially with the number of recursive calls.

2 Continuous Goore Game with Adaptive d-Ary Search

The solution presented in [8] and sketched here is based on a strategy, the so-
called Continuous Goore Game with Adaptive d-ary Search (CGG–AdS). The
basic idea behind the CGG–AdS solution is to use d LA to play the GG, and
then to use the results of their solution to systematically explore an arbitrarily
accurate sub-interval of the current interval for the overall solution.

2.1 Notations and Definitions

Let Δ(t) = [σ, γ) s.t. σ ≤ λ� < γ be the current search interval at epoch t,
containing the solution point λ� whose left and right (smaller and greater)
boundaries on the real line are σ and γ respectively. Δ(0) is initialized to be
the unit interval. We partition Δ(t) into d equi-sized disjoint partitions Δj ,
j ∈ {1, 2, . . . d}, such that, Δj = [σj , γj). To formally describe the relative loca-
tions of intervals we define an interval relational operator ≺ such that, Δj ≺ Δk

iff γj < σk. Since points on the real interval are monotonic, Δ1 ≺ Δ2 . . . ≺ Δd.

2.2 Construction of the Learning Automata

In the interest of simplicity, we shall assume that we are dealing with a “team”
of the well-known LRI LA, {A1, A2, . . . Ad}. In terms of notation, we assume
that the actions offered to each LA, Aj , from the Environment in question are
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{αj
0, α

j
1}, and that the corresponding penalty probabilities are {cj0, c

j
1} respec-

tively. Similarly, we let P j
k (n) represent the component of the action probability

vector of Aj for action αj
k, where n represents the discretized time index.

Since the actions chosen by each LA can lead to one of the two possible
decisions, namely Y es or No, the number of “Yes” votes can be any integer in
the set {0, 1, . . . , d}. Once the team of automata have made a decision regarding
where they reckon λ� to be (by virtue of their votes), the CGG–AdS reduces
the size of the search interval by a factor of at least 2

d . If k+ is the number of
“Yes” votes received, the new pruned search interval, Δnew, for the subsequent
learning phase (epoch) is generated according to the following pruning rule:

Δ(t+ 1) =

⎧⎨⎩
Δ1 If k+ = 0.
Δm ∪Δm+1 If k+ = m;m �= 0, d.
Δd If k+ = d.

(1)

The above pruning rule leads to a pruning table which clearly, “prunes” the size
of the interval, because Δ(t + 1) at the next epoch is, at most, of length 2

d .
Various examples of pruning tables for specific values of d are includes in [8].

2.3 Implementation of CGG–AdS Scheme

The CGG–AdS strategy presented in [8] and sketched above is fairly simple to
implement - it uses a straightforward partitioning of the search interval, a simple
decision table for pruning, and the well known LRI scheme for playing the GG.

The CGG–AdS strategy has been implemented and tested with a wide range
of inputs. The pseudo-code for the algorithms (in Fig. 3) is included in the
Appendix, and sample traces are presented in [8] (omitted here in the interest
of brevity) to illustrate the workings of the CGG–AdS strategy.

The pseudo-code in Fig. 3 shows the recursive organization of the search,
including the systematic pruning of the search interval. Each pruning decision
is obtained by consulting the above Pruning Decision Table, after observing the
outcome of an LRI GG that has been projected into the current search interval.
The algorithm is then recursively invoked. The recursion is terminated when
the width of the interval is less than twice the desired accuracy. Indeed, it is
the projection of the LRI solution to the GG into increasingly smaller search
intervals that allows unbounded solution precision.

3 Empirical Results

Although we have done numerous experiments, we present here two specific
examples, to highlight two crucial issues. In the experiments which we report, we
used a Gaussian criterion function G(λ) = ae−( λ∗−λ

b )2 , allowing the magnitude
and peakedness of the function to be controlled by the parameters a and b
respectively. This allowed us to simulate a variety of environments, shown in [8].

In the first experiment which we report, we considered the case when G(λ)
attains it maximum at 0.9123. The trace given in [8] shows the execution of the
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CGG–AdS algorithm for the case when d = 3. In this example run, the initial
search interval is [0, 1) and λ� is 0.9123, and the parameters a and b were set to
0.7 and 0.035 respectively - which means that the optimal value of G(λ) is 0.7.
The search terminated when the width (i.e., the resolution) of the interval was
≤ 0.0002. The reward factor θ of the automata was 0.9999 and ε = 0.05. In every
invocation of CGG–AdS, the results of the automata are given as the optimal
number of “Yes” votes, k+. We remark that at Step 18 in the recursion, the width
of the interval [0.9121, 0.9123] is 0.0002, at which point the estimated value for
λ� is the mid-point of the interval [0.9121, 0.9123], which is 0.9122. We note
that at this resolution, our scheme is very close to optimizing the performance
criterion function because G(0.9122) ≈ 0.69999. It should be mentioned that the
traditional LA solution to the GG would require 10, 000 LA to attain this level
of precision. Hence, the power of our strategy !! Additional examples and traces
for other executions of the solution are given in [8] (omitted here in the interest
of space), and illustrated in Fig. 1 and Fig. 2.
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Fig. 1. Convergence of estimates for d=3,5,9. The unknown parameter λ� =0.0.3139,
and the optimal value of the criterion function is 0.7.

We first note that as the resolution increases at each recursion step, the ac-
curacy of the λ�-estimates does not increase monotonically, as, perhaps, could
have been expected. Instead, the estimates fluctuate, however, with decreasing
variance. As argued in [8], this fluctuation is not a result of the random prop-
erties of our algorithm. Also, for larger number of LA, the positioning of the
sub-partitions seems to become less significant, as seen in Fig. 2 for d = 9.

Also note that at any given recursion step, the speed of convergence seems
to be determined by the magnitude that the best available estimate λ+ differs
from the inferior estimates. E.g., a function G with a G(λ) that is flat around
the optimal value λ∗ may slow down convergence when the search interval falls
within the flat area. However, such a flat search interval means that the candidate
estimates are close to the optimal value of the criterion function, and the search
could be terminated without significant loss of accuracy.
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Fig. 2. Convergence of estimates for d = 3,5,9. The unknown parameter λ� = 0.9123,
and the optimal value of the criterion function is 0.7.

4 Conclusions

In the unabridged version of this paper [8], we showed how we can attain an
unbounded accuracy for the GG by using at most d LA, and by recursively
pruning the solution space to guarantee that the retained domain contains the
solution to the game with a probability as close to unity as desired. Indeed, d
can be made as small as three. While the paper [8] contains the formal proofs
and algorithms, this present paper experimentally demonstrates that the solution
of [8] is feasible. Indeed, we believe that we have presented here the first practical
implementation of the GG. We are currently investigating the application of
these results to a variety of areas, including sensor networks and QoS routing.
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Appendix
Program Search(Δ)
Input : Δ: Search interval [σ, γ) containing λ�. Resolution: The size of the smallest

significant interval containing λ∗. The function MidPointOfInterval returns the mid-
point of the specified interval and the function PartitionInterval partitions the given
interval into d sub-intervals.

Output : The estimate of λ�.

Method :
Begin

If (WidthOfInterval(Δ) ≤ Resolution) Then
Return (MidPointOfInterval(Δ)) /* Terminate Recursion */

Else

{Δ0, . . . , Δd} := PartitionInterval(Δ)
k+ := ExecuteGooreGame({Δ0, . . . , Δd})
Δnew := ChooseNewSearchInterval({Δ0 , . . . , Δd} , k+, Decision-Table)
Search(Δnew) /* Tail Recursion */

EndIf
END Program Search

Procedure ExecuteGooreGame({Δ0 , . . . , Δd})
Input: The partitioned search interval Δ= [σ, γ); the parameters θ and ε of the LRI

scheme; the performance criterion function G(λ) of the Environment.
Output: A decision k+ from the set D = {0, . . . , d}. The decision represents the

optimal number of “Yes” votes among D .

Method :
Begin

For i := 1 To d Do
P i

0 := P i

1 := 0.5
While ε < P i

0 < 1 − ε For Any i ∈ {1, . . . , d} Do
k := 0
For i := 1 To d Do

yi := ChooseAction(Δi) ; k := k + yi

EndFor
For i := 1 To d Do

If (yi = 0) Then

β := GetFeedBack(σk)
If (β = 0) Then

P i

1 := θ.P i

1 ; P i

0 := 1 − P i

1

EndIf
Else

β := GetFeedBack(σk)
If (β = 0) Then

P i

0 := θ.P i

0 ; P i

1 := 1 − P i

0

EndIf
EndIf

EndFor
EndWhile
k+ := 0
For i := 1 To d Do

If (P i

1 ≥ 1 − ε) Then
k+ := k+ + 1

EndIf
EndFor
Return (k+)

End Procedure ExecuteGooreGame

Fig. 3. Algorithm CGG–AdS: Overall search strategy
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Abstract. There is increasing evidence to suggest that the neocortex
of the mammalian brain does not consist of a collection of specialised
and dedicated cortical architectures, but instead possesses a fairly uni-
form, hierarchically organised structure. As Mountcastle has observed [1],
this uniformity implies that the same general computational processes
are performed across the entire neocortex, even though different regions
are known to play different functional roles. Building on this evidence,
Hawkins has proposed a top-down model of neocortical operation [2],
taking it to be a kind of pattern recognition machine, storing invariant
representations of neural input sequences in hierarchical memory struc-
tures that both predict sensory input and control behaviour. The first
partial proof of concept of Hawkins’ model was recently developed using
a hierarchically organised Bayesian network that was tested on a simple
pattern recognition problem [3]. In the current study we extend Hawkins’
work by comparing the performance of a backpropagation neural network
with our own implementation of a hierarchical Bayesian network in the
well-studied domain of character recognition. The results show that even
a simplistic implementation of Hawkins’ model can produce recognition
rates that exceed a standard neural network approach. Such results create
a strong case for the further investigation and development of Hawkins’
neocortically-inspired approach to building intelligent systems.

Keywords: Bayesian network, cerebral cortex, character recognition.

1 The Hierarchical Bayesian Network

Figure 1 presents a simplified example of the hierarchical Bayesian network used
in the current study. This network is based on George and Hawkins’ original
implementation [3] and consequently does not follow standard Bayesian update
procedures, as the paper will explain. The network input consists of a feature
vector of 100 real-valued elements, with a value range from 0 to 1. The particular
form of the input was set by the feature extraction method used in the neural
network implementation (described in Section 2). We retained this feature vector
for the Bayesian network to ensure that our results reflect differences between
the two computational architectures and are not confounded by effects from
differing representations of the problem domain.
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c© Springer-Verlag Berlin Heidelberg 2006



1260 J. Thornton et al.

The Learning Phase: In Figure 1, each level one node receives a real number
input from the feature vector, which is then classified into one of eight bit pat-
terns or as an empty pattern. In the example, a bit set in position one classifies
values > 0 and < 0.125, in position two ≥ 0.125 and < 0.25 and so on, with at
most one bit set in any pattern. Bit patterns from level one are then sent to level
two, where they are classified again, as follows: the level one eight bit patterns
are projected into level two four bit patterns, such that if there is any bit in
the first or second position of a child bit pattern, then position one in the level
two bit pattern is set, and so on. The network undergoes supervised learning,
so when the level two bit patterns are sent to level three they are then correctly
classified against the actual character input.

m

mm
1

3

2

level−three

level−two

level−one
1

2

1
m

1 3
m1

m
1 2 2

m 1

4

input = 0.523 input = 0.670input = 0.023input = 0.863

character a

Fig. 1. A simple hierarchical network in the process of supervised learning

In the full implementation, a similar procedure is followed, except there are
100 level one nodes, each classifying the feature vector inputs into a bit pattern
with up to 100 positions. These level one nodes then connect in groups of twenty-
five to one of four level two nodes. The twenty-five associated level one bit
patterns are then projected into single level two bit patterns of the same length to
create level two language elements. Each time a level two module receives a new
set of level one bit patterns, it checks to see if these patterns are classified under
an existing level two language element (i.e. that they project onto an existing
level two bit pattern). If not, a new level two language element is created and
given an index. In either case, the index value of the level two language element
is passed back to the level one modules. Each level one module then stores how
many times a particular level one bit pattern has been classified against each
level two language element. This is shown in left hand matrix in Figure 2. When
learning is complete, this matrix is normalised by dividing each row element by
the row sum to produce the conditional probability distribution (CPD). CPDs
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are generated in the same way for each level one and level two module (the level
three root node does not generate a CPD because it does not communicate with
a higher node).
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2 8 0 000007
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Fig. 2. Calculating a level one conditional probability distribution (CPD)

The Recognition Phase: The details of the recognition phase calculations
are shown in Figure 3 for an internal node in the hierarchy. Both the level one
nodes and the root node are special cases in that they only receive input either
from above or below. In the root node case, it initially sends down a π vector
containing m normalised equal probabilities, where m is the number of character
types the network has been trained to recognise. In addition, a level one node
needs to generate a λ vector containing the probabilities for each of the n possible
language elements in the current input.

If we consider node m11 in relation to Figure 3, m11 will initially receive a
π vector from level two (in the top left of the diagram) with all elements set
to one (this means the level two node has no belief about which of its language
elements are active). Then each column of the CPD matrix is multiplied by the
corresponding λ vector element and each row by the corresponding π vector
element (as all π elements equal one, only the λ elements will have an effect in
the first iteration). This produces the array on the right of Figure 3. We then
take the maximum likelihood value for each row to form the λk+1 vector that is
then sent to level two. We also take the maximum likelihood for each column to
form the πk−1 vector. As we are at level one, this vector cannot be sent down,
although it can be used to condition the probabilities of the next λ input vector
(assuming we are seeing a meaningful temporal sequences of inputs).

Following the path of the λk+1 vector upwards, the level two node will re-
ceive one such vector from each of its children. These vectors are combined by
multiplying together all elements in corresponding positions to produce a new
vector with the same number of elements. This process is repeated at level two,
producing a new λ vector at level three, containing the combined beliefs of all



1262 J. Thornton et al.

. . . . . .

. . . . . .

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. . . . . .

.

.

.

.

.

.

.

. . . . . .

. . . . . .

. . .πk λk
x

πk λk
x πk λk

x πk λk
x. . .

.

.

.

.

.

.

.

. . . . . .

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. . . . . .

πk λk
x. . . . . . . . .πk λk

x.

CPD
Level k

Matrix

1 2 n
k k λkλ

π

π

π1
k

2
k

k
m

x x

x x

x x x

x11 21

2212

1m nm

n2

n1

λ

row
multiply

column
multiply

1 1 11 π1
k λ2

k
x 12 πk

1 λk
n x 1n

2 2 21 2 n21 22 2n

1π πn

row
max

λ2
k+1

λ1
k+1

feedforward vector from level k−1 of revised beliefs feedback vector to level k−1 of revised beliefs
in likelihood of each level k language element

π2

.

.

max
column

feedback vector from level k+1 of revised beliefs
in likelihood of each level k+1 language element

in likelihood of each level k language element

mnm nm11m λm
k+1

k−1 k−1 k−1

in likelihood of each level k+1 language element
feedforward vector to level k+1 of revised beliefs

Fig. 3. Belief revision calculations for recognition

level two nodes about which level three language element is active. As the level
three language elements are the actual characters we are trying to recognise, the
solution to the character recognition problem is the λ element at this level with
the highest probability.

2 Experimental Study

For the neural network implementation we used a modification to the back-
propagation algorithm known as the Resilient Version (RPROP) [4]. RPROP
is a locally adaptive learning scheme for batch learning in feed-forward neural
networks. Because it only examines the direction of the gradient and uses a lo-
cal adaptive approach to determine the size of the weight change, it generally
converges faster than a standard backpropagation approach and has the added
advantage that it does not require the constant modification of parameters to
achieve near-optimal performance and convergence. The transition feature vec-
tor used to represent the input was calculated using the location of transitions
from background to foreground pixels in the vertical and horizontal directions
of a given character image (see [5] for more details).

The neural network and Bayesian implementations were tested on the well-
known CEDAR database using the Buffalo Designed (BD) dataset of handwrit-
ten digits. 1 From the training set, six subsets were created containing 10, 25,
50, 100, 200 and 300 training digits per category and for testing, all (544) of the
digits from the test set were used.

RPROP: Table 1 shows the best RPROP recognition rate was 92.28% achieved
using 32 hidden layer neurons and 500 iterations. The results are for the best
1 See http://www.cedar.buffalo.edu/Databases/CDROM1/
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Table 1. RPROP character recognition results as percentages

Number of Number of Iterations
Hidden Units 100 200 300 400 500

18 88.97 90.99 91.17 91.17 90.99

24 91.36 90.44 90.99 91.54 89.34

32 90.63 91.91 90.44 91.91 92.28

of five runs and show the effects of varying the number of iterations and the
number hidden units.

Bayesian Network: As previously described, we constructed a hierarchical
Bayesian network in three levels with 100 level one nodes. During the initial
experimentation we found that a tree structure with four level two nodes consis-
tently produced better results, so we retained this structure for all the following
experiments. However, it was unclear what size training set produced the best
result, so we tried five different values: [25, 50, 100, 200, 300]. We also varied the
number of level one elements between 26, 51, 76 and 101 elements and experi-
mented with putting an upper limit on the size of the level two language. Once
this limit is reached, any new language elements are classified under an existing
element according to the minimum Hamming distance.

Table 2 shows that the best Bayesian recognition rate of 96.32% was achieved
for a training set category size of 300, a level one language size of 76 and a level
two language limit of 12, 000. However, recognition rates that exceeded the best
RPROP results were achievable with a smaller level two language limit of 2, 600
and a faster mean recognition time of 4.39 seconds per character.

Table 2. Hierarchical Bayesian network character recognition results as percentages.
Results that exceeded the best RPROP recognition rate are in bold, of these the 92.65%
result had the best mean recognition time of 4.39 seconds per character and an overall
training time of 12.19 seconds and the best result of 96.32% had a mean recognition
time of 7.83 seconds per character and an overall training time of 15.99 seconds. All
experiments were performed on an AMD Athlon 64 3000+ processor with 1 GB RAM.

Level One Training Set Size / Level Two Alphabet Limit
Alphabet Size 25/1000 50/2000 100/2600 200/2600 300/2600 300/12000

26 87.13 89.34 91.36 89.70 90.80 n/a

51 87.50 90.80 92.65 90.63 89.15 n/a

76 88.24 90.07 89.89 89.89 87.32 96.32

101 88.24 90.44 91.36 87.50 83.46 n/a

3 Conclusions

The final best recognition rate of 96.32% for the hierarchical Bayesian network
compares very favourably with the 92.28% rate for RPROP. If we bear in mind
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that character recognition has been the province of neural network research for
many years, and that the Bayesian network was doing recognition on a feature
vector structure specifically developed for a neural network approach, then our
results strongly recommend the new hierarchical Bayesian approach. In addition
the results show that the Bayesian network can still achieve good recognition
rates on quite small training sets. This is a distinct advantage in real world
situations where only a small subset of the possible input is likely to be avail-
able for training. The main disadvantage of the hierarchical Bayesian approach
is that it involves considerable computational overhead. While in the neocortex
this overhead is counteracted by the massively parallel nature of neocortical pro-
cessing, the matrix arithmetic required to propagate belief revision throughout
the Bayesian network can result in recognition times lasting several seconds, in
contrast to the virtually instantaneous recognition times for RPROP (this is
partly balanced by the Bayesian training times being at least ten times faster
than for RPROP). There are several ways of approaching this speed problem.
One is to construct hardware that allows the matrix operations to occur in par-
allel (George and Hawkins are already exploring this option). A second more
immediate approach is to develop a selective method for updating beliefs, such
that strong beliefs tend to suppress similar, weaker beliefs. In this way the flow
of information in the network could be considerably reduced. It would also be
worth investigating problem representations that are more “natural” for the hi-
erarchy, such as going back to original character images rather than using feature
vectors. It should also be noted that this Bayesian network is only a partial im-
plementation of Hawkins’ model of the neocortex. Further improvements can be
expected over a neural network approach in the area of detecting moving objects
that allow the feedback properties of the network to influence recognition.
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Abstract. Information on call patterns is known to be useful for analysis and 
optimization of Prolog programs. Several call patterns semantics exists for 
Prolog or for the subset of Prolog. In this paper we propose a method to apply 
the call patterns semantics to CPM testing of Prolog programs. The method can 
be viewed as an attempt to improve the testing of Prolog programs by the result 
of program analysis. By analyzing the way in which procedures are used in a 
program, we can reduce the number of test frames and therefore the number of 
test cases generated in CPM testing of a procedure. 

1   Introduction 

Prolog is a well-known logic programming language. Call patterns are the atoms that 
are selected during the SLD-derivation of a goal. Information on call patterns is 
known to be useful for optimization of Prolog programs [2]. In this paper we argue 
that this information is also useful in Category Partition Method (CPM) testing of 
Prolog programs for controlling the number of generated test cases [5].  

In traditional CPM testing, the control on the number of test cases is based on the 
specification of the program to be tested. We show, however, that if the code of a 
program is available, the number of generated test cases can be further reduced based 
on the implementation of the program; and this reduction will not much decrease our 
confidence in the quality of the tested programs. 

The main idea can be illustrated by the following example. Suppose we want to test 
a program P: {main(x,y):-x=5,sub(x,y). sub(x,y):-…} with two procedures main and 
sub, where sub is an internal procedure. By internal procedures we mean the 
procedures in a Prolog program that are designed only for “internal” use, i.e. the 
procedures that are not directly used by the users of the program but by programmers 
to construct other procedures. Since every time sub is called its first argument x will 
be bounded to 5, we only have to test sub for the input data consistent with the 
property that x is ground or more specifically x=5, rather than for all possible input 
data. The information needed in this process can be obtained from a call patterns 
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analysis of program P, which indicates that sub(5, y) is the only call pattern for sub 
that arises in the execution of goal main(x, y). 

Several methods have been proposed in literature to improve the testing of Prolog 
programs, such as the PROTest II system [1] and the IDTS (Interactive Diagnosis and 
Testing) system [4]. Our method is different from theirs and can be viewed as an 
attempt to use the program analysis to improve CPM testing of Prolog programs.  

2   CPM Testing and a Goal-Independent Call Patterns Semantics 

Category Partition Method. CPM testing, a general method for functional testing of 
programs, is first proposed by Ostrand and Balker [5] and later formalized by Horváth 
et al. CPM testing can be outlined as follows: During the functional testing a program 
(or a procedure) cannot be tested for all possible properties of their parameters. 
Therefore the tester’s first task is to identify the critical properties (categories) of the 
input parameters that will be investigated in the testing process. The categories are 
divided into disjoint classes called choices which presume that all elements within a 
choice have an identical observable behavior from the point of testing. Once the 
categories and choices for a program have been defined, they are written into a test 
specification. Based on the specification all possible test frames can be generated, 
each test frame covering exactly one choice from each category. In general there are 
many superfluous test frames among the generated ones, namely property 
combinations that have no real relevance. Those frames can be eliminated by 
associating a property or selector expression to a choice. Each test frame will give rise 
to a test case that satisfies the properties specified by the frame. Based on those test 
cases, a test script is produced with which the program (procedure) can be tested. 

Example 1. Given a program P: {p(x,y):-x 5,!. p(x,y):-q(2x),r(y). 
q(x):-(x=10). q(x):-q(x). r(x):-x=3.}, we assume that q is an 
internal procedure; the input domains of q and r are both N, the set of non-negative 
integers, and that of p is N2. A simple test specification and the generated test frames 
for the procedure p and q are given below. For simplicity, we do not contain selector 
expressions in the test specification. 

Test specification: p 
Category one: first_argument 
   Choice: c0: {x|x 5, x N} 
   Choice: c1: {x|x 5, x N} 
Category two: second_argument 
   Choice: d0: {x|x 3, x N} 
   Choice: d1: {x|x=3} 
   Choice: d2: {x|x 3, x N} 
End of specification for p 
The generated test frames are: {(c0,d0), 

(c0,d1), (c0, d2), (c1,d0), (c1,d1), (c1,d2)} 

Test specification: q 
Category one: the_only_argument 
   Choice: a0: {x|x 10, x N} 
   Choice: a1: {x|x=10} 
   Choice: a2: {x|x 10, x N} 
End of specification for q 
The generated test frames are:  
{(a0),(a1),(a2)} 

 

An example of the set of test cases produced for procedure q is {(3), (5), (8)}. Here 
we note that a test frame can be viewed as a set of constraints on the input arguments. 
For example, (c0, d0) can be regarded as the constraints store {x 5, y 3}. This 
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observation is useful for relating CPM testing and constraint-based call patterns 
semantics in the following. 

A Constraint-Based Call Patterns Semantics. Several call patterns semantics for 
logic programs have been proposed in literature [2,6]. In [6] Spoto and Levi proposed 
a goal-independent denotational semantics for Prolog which computes in a bottom-up 
manner the call patterns of the goals of the form p(x1, …, xn) with x1, …, xn being 
distinct free variables. In the following we say a procedure call to p is a most general 
goal if p is called with all its arguments as distinct variables. One feature of Spoto’s 
semantics is that every possible call pattern (an atom) of a goal is associated with an 
observability constraint which describes the conditions for this atom to be a call 
pattern. Moreover it uses constraints to describe the substitutions associated with a 
call pattern. In this paper we use this semantics to illustrate our method.  

In the following a triple <p, b, o> denotes a call pattern for p that can actually arise 
from the execution of a particular goal when b and o are both satisfiable in the 
constraint store obtained from the substitution associated with the goal, where b and o 
are both observability constraints defined in [6]. If a goal consists of most general 
sub-goals, then the associated constraint store is empty; and if it has an input 
substitution which assigns a to x, then x=a is an element of the store. Intuitively b 
describes the substitutions at the moment p is called, and o puts further constraints on 
the substitutions in order to make the call to p be observable or really happen.  

An observability constraint o is satisfiable in a constraint store S if and only if it is 
consistent with it, i.e. S o={s o| s S} is satisfiable. Note that o is not required to be 
entailed by S. The negation −o of constraint o is satisfiable in S if and only if o is not 
satisfiable in S. We also allow the third element o of a triple to be a set of 
observability constraints; in this case o is satisfiable in S if and only if every element 
of o is consistent with it.  

Obviously a triple <p, b, o> describes (a class of) input data for p which satisfy the 
properties described by b and o. 

For each procedure p in a program P, the call patterns semantics of P associates to 
p a denotation which describes all possible call patterns of the most general goal p(x1, 
…, xn).  For example, given a program P:  

{p(x):-q(x),r(x).q(X):-x=4,!.q(x):-x=5.r(x):-x=5,q(x).},  

the denotation of p will suggest that goal p(x) has 6 possible call patterns, i.e. <p, 

true, true >, <q, true, true >, <r, x=4 xr=4, true >, <q, x=4 xq=4 xq=5, true >, <r, 

x=5 xr=5, −(x=4)>, <q, x=5 xq=5, −(x=4)>. 

The notions are explained as follows. The variable xr denotes the first argument of a 
procedure call to r; and if r has an arity no less than 2, yr will be used to denote the 
second argument. In this way the input arguments of a goal can be distinguished from 
the local arguments of a procedure call. The second element b of a triple <p, b, o> is 
true if p is called with an empty substitution, and by (xp=m) we mean p is called with 
a substitution where x is bounded to m; true  is a special observability constraint 

which is satisfiable in a constraint store S if and only if S is satisfiable. Given an 
empty constraints store corresponding to goal p(x), constraint −(x=4), the negation of 



1268 L. Zhao et al. 

(x=4), is not satisfiable since (x=4) is satisfiable. Among the six possible call patterns 

of p(x), only the former three can really arise, and <q, x=4 xq=4 xq=5, true > can 

not arise because  (xq=4 xq=5) is not consistent. 

Given a finite analysis domain D, the call patterns semantics can be abstracted into 
a finitely computable semantics. The analysis w.r.t the domain D is in fact the process 
of computing an approximation of the concrete call patterns semantics. The analysis 
based on this semantics can be the type analysis, groundness or sharing analysis etc.  

3   Using Call Patterns Semantics in CPM Testing 

By the discussion in section 2, we know that generally there are many superfluous test 
frames generated in CPM testing of Prolog programs. Ostrand and Balker propose to 
eliminate those frames by associating a property or a selector expression to the 
choices of a category. The property and the selector expression are usually formulated 
based on the specification of a program; in other words, their reduction method is a 
specification-based method, which can be used both in white-box testing and black-
box testing. This paper is concerned with the former, and in this case we argue that 
the number of test frames can be further reduced by the information on call patterns of 
a program. For our method to work we have to know the way procedures are used in a 
program, so this is in fact an implementation-based reduction method. The main idea 
can be described as follows.  

In practice there often exist a number of internal procedures in a program. We can 
reduce the number of test frames generated in CPM testing of internal procedures 
using the information on call patterns.  

Suppose there is an internal procedure p in a program such that every time p is 
called its input data satisfies certain properties described by condition c, and that we 
are sure that p could not be used in other situations. Then in the CPM testing we only 
have to test p for those input data that have properties consistent with c. In this way 
the number of generated test frames could be reduced. We’ll show that, compared 
with the original testing this reduction will not much decrease our confidence in the 
quality of the tested programs. By the definition of call patterns, the needed 
information c can be obtained from the call patterns analysis of the program. 
Moreover we prefer a goal-independent call patterns analysis since it allows us to get 
the analysis result for any goal from the denotation of the most general goals [2,6]. In 
this paper we’ll base the analysis on the goal-independent denotational call patterns 
semantics discussed in section 2.  

In this section Prolog programs are assumed to have some internal procedures. For 
simplicity, we assume that users use non-internal procedures only in the most general 
form, i.e. when being called their arguments are distinct variables. This assumption 
forces us to perform the testing of non-internal procedures w.r.t. all the generated test 
frames for them. Next we show this assumption will not lead to the loss of generality. 
Let p(x1, …, xn) be a non-internal procedure in a program and c be a constraint, if we 
first define a new non-internal procedure p' as “p'(x1, …, xn):- c, p(x1, …, xn).” and 
then change p to an internal procedure, then each goal p(x1, …, xn) satisfying c can be 
substituted by the most general goal p'(x1, …, xn), which has the same set of call 
patterns for internal procedures in the program as the original goal.  
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Suppose we want to test a program P that contains an internal procedure p(x1, …, 
xn) and a non-internal procedure q(x1, …, xm). The set of test frames for p is assumed 
to be F.  If the call patterns analysis for goal q(x1, …, xm) produces a set C of call 
patterns for p such that C={<p, b1, o1>,…,<p, bi, oi>}, then p will be called only on 
those input data described by the triples in C. So we only have to test those frames in 
F that are at least consistent with one of the triple in C, where a frame f is consistent 
with a triple <p, b, o> if both b and o are satisfiable in f viewed as a constraint store. 

The method discussed above can be extended to general case. What we need is to 
compute the set cr of call patterns for any internal procedure r that arises in the 
executions of all non-internal procedures. Assuming program P has defined (n+1) 
procedures {p1, …, pn, r}, where {pi | i=1,…,k} is the set of non-internal procedures, 
and {pi, r | i=k+1, …, n} the set of internal procedures. Let D be the call patterns 
semantics of P, and D[p] be the denotation of procedure p. The function Call-
Pat(r) computing cr for r can be described as follows. 

Call-Pat(r)   

{   C=empty set; 

For each i=1,…,k

   Add <r,bj,oj> D[pi] to 

Cr; 

Return(Cr); }  

Take example 1 again. According to the traditional CPM testing, procedure q 
should be tested w.r.t. all the test frames {(a0),(a1),(a2)}. The call patterns analysis 

reveals that <q, x=a y=b xq=2a, a 5> is the unique call pattern for q that arises in 

the derivation of goal p(x, y) with substitution (x/a, y/b), from which we know that 

q(2a) is a call pattern only if a 5; then constraint (xq=2a) allows us to conclude 

xq 10, so the frame (a0) and (a1) need not to be tested. 

Next we take the example in [6] to show that the result of groundness and freeness 

analysis can also be used in our method. The adopted analysis domain is {⊥, }  

{g(x), nf(x)| x is a variable}. By g(x) and nf(x) it is meant that variable x is ground and 
not free, respectively. 

Example 2. Given program P: {p(x):-x=4,!. p(x):-q(x). q(x):-
(x=5). q(x):-p(x).} with q as an internal procedure, its test specifications 
and generated test frames are as follows.  

Test specification: p  
Category one: the_only_argument 
 Choice: c0: {x|x is ground and x N.}  
 Choice: c1: {x|x is a free variable.}  
 Choice: c2: {x|x is neither ground nor free 
variable.} 
End of specification for p 
The generated test frames are:  
  {(c0), (c1), (c2)} 

Test specification: q 
Category one: the_only_ argument 

Choice: a0: {x|x is ground and x N.} 
Choice: a1: {x|x is a free variable.} 
Choice: a2: {x|x is neither ground nor free 
variable.} 

End of specification for q 
The generated test frames are:  

{(a0), (a1), (a2)} 
 

The call patterns analysis of the program shows that goal p(x) has a unique call 
pattern for q, i.e. <q, , nf(x)>, which means that the call pattern can arise only when 
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x is not a free variable. This information allows us to remove (a1) from the set of test 
frames for procedure q. 

Next we discuss the limitation of our method. Since the program to be tested may 
contain bugs in a procedure p, the following situation may occur. According to the 
intended semantics of the program, an internal procedure q may be called by p with 
substitutions consistent with a choice c. The call patterns analysis, however, draws an 
opposite conclusion that the call pattern for q is actually impossible. By our method q 
will be tested without covering choice c, which may have a consequence of 
decreasing the confidence in the quality of the program. Fortunately, in most cases the 
testing of p will find the bugs in p. Because in the testing of p the lack of the 
procedure call to q most likely leads to unexpected behavior. In this case the p will be 
debugged and corrected, a call patterns analysis will be performed w.r.t. the updated 
program, and our method can still be applied and this time covers choice c in the 
testing of q. The limitation of our method is that if the testing of p still produces 
results that are correct w.r.t. the intended semantics in the absence of the procedure 
call to q, which is a case that seldom happens in practice, the generated test frames 
will fail to cover choice c. 

4   Conclusions 

This paper presents a method for improving CPM testing of Prolog programs by the 
call patterns information derived from analyzing the target program based on a 
suitable call patterns semantics. In designing the method we can make use of many 
existing program analysis techniques [2,3,6,7]. We illustrate the method by a 
constraint-based call patterns semantics. Although our method has some limitation, it 
is useful when we want to reduce the number of generated test cases without much 
decreasing the confidence in the quality of a program. 
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Abstract. Stereo vision is one of the most active research topics in machine 
vision. The most difficult task in stereo vision to getting depth is to find 
corresponding points in different images of the same scene. There are some 
approaches and correlation is one of them. This method has some errors and up 
to now has presented some methods to reduce these errors. In this paper a 
heuristic and fuzzy approach has been demonstrated for this purpose. Also the 
experimental test is presented on 3p robot. Simulation results have 
demonstrated improvement in compare with neural network method.  

Keywords: Correlation Error- Stereo Vision- Fuzzy Model. 

1   Introduction 

Vision method at first was used for estimating robot errors more than one decade ago. 
So far, different companies and research centers have used for robot positioning, 
calibration, error estimation and error compensation with genetic algorithm, neural 
networks and fuzzy control algorithms. In general, recognition of 3D object requires 
two or more appropriately defined 2D images. With this approximation many methods 
have been proposed such as structure from motion [1-2], stereo lenses correspondence 
and shape [3-4]. Achour and Benkhelif presented a new approach for 3D scene 
reconstruction based on projective geometry without camera calibration. The 
contribution is to reduce the number of reference points to four points by exploiting 
some geometrical shapes contained in the scene [5]. In online application, these 
methods have some problems. There is a difficulty in finding the correspond-ence 
between one image and the others. One of these methods is stereo vision. The most 
important step in stereo vision is to find two points of two or more images. A general 
approach to be correlation that has some errors as discussed in [6].In this paper we 
applied a fuzzy approach to reduce these errors. Since fuzzy logic has applied in some 
domains such as process control, decision support system, optimization and a large 
class of robotic manipulators and other mechanical systems [7].  



1272 M. Ghayoumi, P.P. Rezayeyeh, and M.H. Korayem 

This paper is concerned with the aspect of improving correlation based stereo 
vision by reducing errors with a fuzzy system on a set of points. The experiments will 
be on Cartesian robot. So far a neural network approach has been used to get the 
optimum point in world coordinate for 3p robot [8]. Clearly there is no magic panacea 
for selecting a neural network for the best generalization, and also because of 
structure and foundation of neural networks, it has some errors. A fuzzy approach can 
be used to reduce these errors.  

This paper is organized as follows: In Section 2, fuzzy model is described. 
Experimental test on 3p robot is presented in Section 3 and finally conclusions are 
given in section 4. 

2   Fuzzy Model 

Fuzzy logic controller utilizes fuzzy to convert the linguistic control strategy based on 
expert knowledge into an automatic control strategy. This section describes a fuzzy 
model for 3p robot. It also discusses a heuristic that have been applied to determine 
fuzzy input and output set. In first step the boarder points is obtained by exploiting 
some geometrical relations. Then the fuzzy model is applied to points of correlation 
area.  

2.1   Getting the Border Points  

The goal is to finding the best point of correlation area. For this propose, a heuristic 
method is used to find four points. These points are maximum and minimum 
coordinate of area’s correlation in each of axes. Eq.1 gives the distance of correlation 
from these four points as follows: 

2
21

2
21

2
2121 )()()( zzyyxx −+−+−=− XX  (1) 

Where 
21, XX  are the coordinate of two points [9]. 

2.2   Fuzzy Method 

Recently fuzzy systems approaches have achieved superior performance. The 
identification of fuzzy models from input-output data of the process normally lead to 
representations which are difficult to understand fuzzy logic has had great success in 
running machinery that is computer operated. For instance, fuzzy systems used to 
formulate the human’s knowledge. Fuzzy set theory and fuzzy logic have evolved 
into powerful tools for managing uncertainties inherent in complex systems [10-12]. 
In general, building a fuzzy system consists of three basic steps: structure 
identification (variable selection, partitioning input and output spaces and choosing 
membership functions), parameter estimation, and model validation. Fuzzy systems 
create a systematic process for replacing one knowledge base with a nonlinear 
mapping. Because of this, we will be able to use systems according to knowledge 
fuzzy system in engineering applications [13]. The area of correlation points is 
divided to four parts as shown in Fig.1. 
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Fig. 1. The parts of correlation area 

2.2.1   Fuzzification 
The computational technique of inputs of fuzzy model is demonstrated in Fig.2. The 
distances of centers of images from best point are 1d  and 2d , respectively. The 

triangular membership functions have been used. Four inputs in fuzzy model are the 
distances of center of each area from the images (Fig. 1). 
 

                                                              1d                           2d  

                                                                     Center of area     

Fig. 2. Distances of centers of images from best point in heuristic method 

The fuzzy controller employs four inputs: The relation of distances of points in 
each area in correlation image from centers of images. This fuzzy controller has only 
one control output. 

2.2.2   Fuzzy Rule Base  
The IF part of rules base includes the ratio of the distances of central point in each 
area from centers of images. The THEN part of these rules suggests to the center of 
correlation area: 

IF input 1
2

1

d

d
r =  THEN   output   is center of area (1) or center of area (2). 

IF input 1
2

1 ==
d

d
r  THEN output is center of correlation area. 

IF   input 1
2

1

d

d
r =  THEN   output is center of area (3) or center of area (4). 

The above rules can be dedicated for any of areas.   
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2.2.3   Defuzzification  
The defuzzifier which is applied is the center of gravity: 
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3   Experimental Results 

In this study, the accuracy of our approach was compared with neural network for the 
3P robot [14-15]. In previous work, a neural network approach has been used [6], but 
because of structure and foundation of neural networks, it has some errors. Table.1 
compares neural network method and fuzzy system on stereo vision method for 3P 
robot. It demonstrates in comparison the fuzzy method is more reliable.  

Table 1. Comparison of neural network with fuzzy model in 3p robot 

Type of 
Object 

Circle Cylinder Cubic 
Rectangle 

Cubic Square 

Neural 
Network 

98.3% 98% 97% 97.2% 

Fuzzy 
Model 

100% 100% 100% 100% 

4   Conclusions 

In this paper, a fuzzy model in stereo vision has been presented and applied to 3p 
robot. According to the simulation results, correlation errors have been reduced. 
Previously the best result in 3p robot by neural networks has been about 97% 
correctness for some objects in simulation, but with fuzzy approach we have achieved 
up to 100% correctness. Of course these results are in simulation and in real 
environment we have some errors. The errors of 3p robot have been discussed in [16]. 
The fuzzy model that is defined can be applied to a large class of robotic 
manipulators. 
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Abstract. Question Answering systems, as an extreme of the Information 
Retrieval field, could save lots of time and effort in satisfying a specific 
information need. In this regard, there are still many challenges to be resolved 
by current state-of-the-art systems as they cope with free texts. We propose a 
new hybrid question answering schema capable of answering questions with 
respect to different semantically related syntactically mismatched situations 
either in a structured or unstructured semantic format. We have exploited 
FrameNet and WordNet lexical resources and implemented the prototype 
system in a TREC-friendly fashion to obtain results comparable with 
outstanding participant systems in TREC 2004.  

Keywords: Question Answering, Lexical Resources, FrameNet. 

1   Introduction 

Question Answering systems as Textual Information Retrieval systems have attracted 
lots of interest recently. From Information Retrieval point of view, there are two major 
approaches to specifying information needs: i) keyword-based queries, and ii) natural 
language questions. While the former is subject to resolution by systems known as 
Search Engines, the latter has been the impetus for Question Answering systems 
evolving in a way that allows direct communication with users in a more convenient 
and comprehensive fashion through a natural language. This is in contrast with Search 
Engines which require users skim and extract their information needs from the content 
of a number of documents with relevant and irrelevant parts mixed together. 

Due to the time-consuming and tedious manner of textual information skimming 
inside documents, most users may prefer to have direct answers to their questions 
such as “How old is the President? Who was the second person on the moon? When 
was the storming of the Bastille?” [3]. 

We have been analyzing the results of participant systems in TREC 2003 and 
TREC 2004 to examine what failure situations may occur when answering the 
questions. From this, we have developed a new schema to cope with such cases based 
on a hybrid answer extraction module using two lexical resources FrameNet [1] and 
WordNet [5]. Results of the empirical implementation have been promising compared 
to the best performances in TREC 2004. 
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2   Lexical Resources 

There are two major well-known lexical resources exploited in our question 
answering schema: We use WordNet which is a lexical reference system whose 
design is inspired by psycholinguistic theories of human lexical memory [5]. This 
system includes all English verbs, nouns, and adjectives organized into synonym sets. 
There are different relations between the synonym sets, also known as synsets. Each 
of the sets represents an underlying concept and from this point of view, this lexical 
system forms a concept hierarchy with different abstraction levels for concepts. 
However, the main lexical resource exploited in this work is FrameNet which is a 
lexical resource for English [1] that relies on an infrastructure based on Frame 
Semantics [2] [4]. Frame Semantics tries to emphasize the continuities between 
language and human experience, and FrameNet as a result of these efforts, is a 
framework to encapsulate the semantic information gained via Frame Semantics [7]. 

Generally, the main entity in FrameNet is a Frame as a kind of generalization over 
concepts semantically related to each other. The semantic relation between concepts 
in a Frame is realized with regard to the scenario of a real situation which may happen 
and cover the participant concepts rather than synonymy or other dictionary-oriented 
peer-to-peer relations. Since there are semantic relations between the circumstances 
covered by different Frames, a limited set of Frame-to-Frame relations has been 
defined in FrameNet which connect Frames to constitute a network of concepts and 
their pictures [8]. 

3   Hybrid Question Answering 

Before explaining the schema of our question answering system, the failure situations 
where outstanding baseline question answering systems (as state-of-the-art systems) 
may fail to correctly reply to different types of questions are discussed. Further to our 
survey on the results obtained by systems participating in TREC 2004, it seems that 
the main reasons of reduced capability in answering more questions by such systems 
include: i) not accurate enough Passage Retrieval due to lack of the attention to the 
question answering specific challenges in passage retrieval, ii) ignorance or 
unawareness of scenario-based relations between language items, iii) far or wrong 
pronominal anaphora referencing, iv) inability in accessing indirectly available 
objects hidden behind a chain of lexical relations, v) failing in resolution of deep 
unstructured semantic relatedness between terms when there is only background 
semantic knowledge to resolve similarity issues, and vi) incapability of targeting 
adjectival answers where an answer could be realized only as a noun modifier. The 
major top level reason to explain why these failure situations, in the answer extraction 
phase, happen seems to be the nature of Named Entity Oriented approaches used by 
most question answering systems. Whilst in many cases, the correct answer to a 
question is either not of a solid Named Entity type or contains more than a unique 
Named Entity term. 

A new question answering schema has been developed to address these 
complexities. The proposed schema has been specially designed to overcome these 
inadequacies to the extent that the exploited model and resources can contribute to the 
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knowledge of the system. The high level illustration of this schema contains three 
main sections: i) the User Interface to communicate with end-users, ii) the QA Engine 
to formulate a query on top of the original question and then retrieve the most related 
documents and passages from which the candidate and actual answers are to be 
extracted, and iii) the Semantic Interface to play the role of the bridge between the 
system and the lexical resources already introduced in section 2. The Answer 
Extraction module, as the main part under our consideration, operates while 
processing the text of the top most passages to extract candidate answers to a given 
question. This module in our schema includes two models: i) Structured Semantic 
Model (SSM) and ii) Utility-Based Model (UBM).  The first and most reliable 
answers may be results of the SSM which directly deals with semantic structures. In 
cases that such a model is not able to identify the candidate and/or actual answers, the 
other model would be exploited in order to find some other candidate answers. 

SSM-The task of answer extraction in the Structured Semantic Model starts with 
annotating the question and the anaphorically resolved passages which potentially 
bear the candidate and/or actual answers. If the texts of the passages evoke the same 
Frame as the target Frame evoked by the question, then the following steps are 
followed: i) find the vacant Frame Element inside the annotated question string via 
question stems processing (e.g. where, when, what, how, …), ii) find the matching 
Frame inside the annotated passages, and iii) extract the value of the Frame Element 
inside the passage which matches with the vacant Frame Element of the same Frame 
inside the question. 

In such cases, the information inside a single Frame is of importance. We refer to 
this term-level related analysis as Intra-Frame Analysis to underpin the scenario-
based relations between syntactically different situations inside texts. For example, if 
a question asks “When was it discovered?” and the passage contains “…it was first 
spotted in 1989…” then because of the fact that both verbs “spot” and “discover” 
come from the same Frame, the Frame and Frame Element matching with regard to 
this Intra-Frame knowledge could result in the candidate answer “1989”. The main 
advantage of using encapsulated semantics in FrameNet is to make the question 
answering system able to consider a more general scenario around the focused 
information need asked by the question. 

If there is no match between the target Frame of a question and those Frames 
evoked in the passages, the answer extraction process continues in the second model 
known as UBM. 

UBM-Despite the SSM, in the UBM’s approach, there is no strict guarantee that the 
extracted answer is a good potential answer for the question. The process of answer 
extraction in this model starts with merging all top passages into one passage which 
consequently is broken down into its sentences. The semantic relatedness of each 
sentence to the question is measured based on an algorithm which has been already 
developed by Troy Simpson and Thanh Dao1. The sentences are ranked based on their 
scores and all Named Entities from these sentences are extracted. The set of Named 
Entities is further processed to be filtered against the category of the question already 
identified by the Question Analysis module of the system. After extracting and 

                                                           
1 http://www.codeproject.com/csharp/semanticsimilaritywordnet.asp 
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filtering all Named Entities any remaining Named Entities are scored and ranked and 
finally, the top most Named Entities in the ranked list are reported as candidate 
answers. 

4   Experiments 

The experimental issues presented relate to the dataset, procedure, and results 
obtained. The dataset used in the experiment is the TREC 2004 question list and its 
corresponding text collection - AQUAINT2. We have used a subset of the factoid 
questions to test the new question answering schema. This subset contains 5 factoid 
questions correctly answered by the best-performing TREC 2004 participant, LCC [6] 
and 10 factoid questions not correctly answered by this system. Only 15 questions 
were used because manual annotation had to be performed in the absence of an 
automated annotator. 

Table 1. Answer Extraction Results 

Questions Answered by our 
System Answer 

Extraction Model 

Total 
No. of 

Questions 
Number Percent MRR 

SSM 15 7 46.66% 0.3889 

UBM 15 6 40.00% 0.2244 

 13 86.66% 0.6133 

Questions 
Answered by LCC 

5 5 100% 0.4733 

Questions not 
Answered by LCC 

10 8 80% 0.6833 

Our experiments started with indexing the necessary documents of AQUAINT 
with respect to the related document set of each target in the TREC 2004 QA Track 
reported by TREC. Lemur’s text indexing engine has been used to this end3. Some 
software components have been either implemented or wrapped and integrated in our 
system. In addition, support tools for Named Entity tagging, Anaphora Reference 
resolution4, and Part-of-Speech tagging5 were used. 

Results summarized in Table 1 show that the SSM was able to correctly answer 7 
questions and 6 questions were correctly answered by the UBM after the SSM failed. 
Totally 13 questions out of the 15 questions were answered correctly by our system 
which translates to 86.66% of the questions under consideration. The second part of 
the table illustrates that all 5 questions correctly answered by the baseline system, 
                                                           
2 http://www.ldc.upenn.edu/Catalog/docs/LDC2002T31/ 
3 http://www.lemurproject.org/lemur/overview.html 
4 LingPipe: http://alias-i.com/lingpipe/download.html 
5 Zamora: http://www.scientificpsychic.com/linguistics.html 
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LCC, have been correctly answered by our system. In addition, 8 out of 10 questions 
not answered by LCC have been correctly answered by our answering models. 

The SSM and UBM models have 53.85% and 46.25% performance respectively 
over the 13 questions correctly answered given that they have been applied in order. 
The SSM has been the first model used and only in the cases that it has failed, has the 
UBM model been activated and used in the answer extraction task. 

5   Conclusion 

To enhance the ability of question answering systems with respect to answering a 
wider range of questions, a survey on failure situations of best-performance question 
answering systems participating in TREC 2004 has been performed and a novel 
hybrid question answering schema has been proposed and implemented. This system 
has been implemented and benefits from the lexical semantic information 
encapsulated in the two well-known English resources, FrameNet and WordNet. The 
results of this system have been promising in the limited testing of the failure 
situations of current outstanding question answering systems. 
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Abstract. This paper discusses a system that learns the structure of Web docu-
ments through a backpropagation network and infers the structure of new Web 
documents. The system first converts Web documents into the input of the 
backpropagation network through assigning ID to XPath. The learning system 
of the backpropagation network repeats learning until the error rate goes down 
below the level specified in the system. After learning, a new Web document is 
passed through the network, the system infers the structure of the document and 
extracts information suitable for the structure. The biggest advantages of this 
system are that there is no human intervention in the learning process and the 
network is designed to derive the optimal learning result by changing the inter-
nal factors and parameters in various ways. When the implemented system was 
evaluated, the average recall rate was 99.5% and the precision rate was 96.6%, 
suggesting the satisfactory performance of the system. 

Keywords: Structure Detection, Backpropagation Network Learning. 

1   Introduction 

Standard templates are applied to Web documents such as news articles and book 
information at book stores, and such templates contain main data, header, advertise-
ment, trailer, image, etc. However, with the explosive increase of Web documents and 
data, there are increasing demands for the automation of information retrieval includ-
ing documents classification, search and retrieval. In this situation, various types of 
information contained in template-based documents are great obstacles to the automa-
tion of information retrieval. To cope with this problem, various researches are being 
made to use Web documents as data sources for data-based information retrieval, 
computation and application.  

In our case, the system was designed based on the fact that each site has its unique 
document structure like a template. In a HTML document of each site, XPath contain-
ing pcdata (printable character data) can express the unique structure of the document. 
Thus, we developed a system that learns XPath data through backpropagation network 
and, based on the learned structure, infers the unique structure of new documents.  

2   Related Works 

Various researches are being made to use Web documents as data sources for informa-
tion retrieval, computation and application. These researches on Web document  
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processing are based on diverse technologies including query language, natural lan-
guage processing, grammatical rules, HTML tree structure processing and HTML table 
processing. Most of these works concern over how the structure of HTML documents 
should be recognized by their systems. Ashish[1], MDR[2], Omini[3], Kushmerick[4], 
STAVIES[5] works are making efforts to read Web page structure to extract data.  

Studies on Web document structure itself often use the method of finding the table 
tag of HTML. The system of Wang[6] proposed a table detection algorithm based on 
machine learning in order to use it in information retrieval systems. The system was 
designed, taking note that HTML tables are commonly used to express information, 
and it carried out machine learning using 1,393 HTML documents collected from 
hundreds of sites. Chen[7] also used data mining with HTML table tags, and Hurst[8] 
and Yoshida[9] used table structure to understand document structure and process 
information.  

In this study, we built a system that trains backpropagation network using XPath 
not of tables but of pcdata and recognizes document structure. Although most of table 
tags contain pcdata, many of them do not, so we chose the XPath of pcdata for learn-
ing data. 

3   Backpropagation Network Learning 

In this study, we built a backpropagation network learning system to examine the 
structure of Web documents. The backpropagation network learning model can learn a 
continuous function model if a sufficient number of units are provided to the hidden 
layer. As in Figure 1, if Input(i) is repeatedly multiplied by and added to the weights of 
the neural network, Calculation(y) is produced. Here, Calculation(y) is different from 
Output(o), which is the expected output for given learning data. In the neural network, 
error e as large as (y-o) takes place. Then, in proportion to the error, the weight of the 
output layer is updated and then the weight of the hidden layer is updated. The order of 
updating weights is opposite to that of neural network processing. This learning proc-
ess is repeated until error e reaches an appropriate level. The number of inputs in the 
input and output layers varies according to application area, and control constants used 
inside the network should also be optimized through experiment [10]. 

Input(i) Output(o)Hidden(h)

Calculation(y)

Weight Update with Error(y-o)

wih.. who..

units

Input(i) Output(o)Hidden(h)

Calculation(y)

Weight Update with Error(y-o)

wih.. who..

units

   

<html><head><title>Google</title></head>

<body bgcolor=#ffffff text=#000000 link=#0000cc>
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<table cellpadding=0 >
<tr>

<td align=right valign=bottom>
<img src=images/hp0.gif width=158 height

=78 alt="Google">
</td>
<td valign=bottom>
<img src=images/hp1.gif width=50 height=78 >

</td>
</tr>

</table>
</center>
</body></html> 
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</td>
<td valign=bottom>
<img src=images/hp1.gif width=50 height=78 >

</td>
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Fig. 1. Backpropagation Network Learning 
Model 

Fig. 2. An Example of XPath in HTML 
Document 



 Structure Detection System from Web Documents 1283 

3.1   Network Input 

For the input of the backpropagation network, we used vector created by processing 
XPath containing pcdata in Web documents. The XPath is an expression indicating 
the path of a specific element in an XML document. Because HTML is the subset of 
XML, XPath can be also applied to HTML as in figure 2. System structure for creat-
ing input vector is as in Figure 3. 

Gathering
Documents

Xpath Database
extract Xpath

XpathID Xpath

Phase 1: Construct Database

Phase 2: Build Input Vector

Documents for
Learning extract Xpath Matching

Xpath

Update
Database

Desired Output of
Documents

InputVector Classes

value of 
Input units
double [ ] path

Target
output
int [ ] target

Backpropagation
Network
Learning System

pcdata

Gathering
Documents

Xpath Database
extract Xpath

XpathID Xpath

Phase 1: Construct Database

Phase 2: Build Input Vector

Documents for
Learning extract Xpath Matching

Xpath

Update
Database

Desired Output of
Documents

InputVector Classes

value of 
Input units
double [ ] path

Target
output
int [ ] target

Backpropagation
Network
Learning System

pcdata

 

Fig. 3. Structure of Input Vector Building System 

Phase 1 collects various kinds of documents, extracts XPath from the documents, 
and creates a database. All XPaths containing pcdata are extracted and stored in the 
database. To use as the input of the backpropagation network, Phase 2 creates Input-
Vector class based on data in the database from Phase 1. It extracts the XPath of a 
learning document corresponding to the desired output and checks if it exists in the 
database. After XPath inspection is finished for a learning document, an InputVector 
class is generated and the class contains an array of XPathIDs and an array of outputs. 
In this paper, the total number of outputs was 20, and for each output 200 learning 
documents were collected and their InputVector classes were created.  

3.2   Backpropagation Network Learning Algorithm 

The backpropagation network proposed in this paper performs learning using Input-
Vector classes as its input, and the backpropagation algorithm is multi-layer percep-
tron. The backpropagation algorithm is a least mean square algorithm that minimizes 
the mean square error between the actual output of the multi-layer perceptron and 
desired output, and error Ep for input vector P is calculated by Equation 1. Error E for 
all inputs is the sum of Ep's.  

( )−=
j

pjpjp OtE 2

2

1  (1) 
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Error in the output layer is calculated by Equation 2, which is obtained by differen-
tiating Equation 1.  

))(1( ooooo otoo −−=δ  (2) 

oo and to are the result and the target value of the output layer, respectively. Then the 
error in Equation 2 is back-propagated to the hidden layer. Receiving the back-
propagated error, the hidden layer calculates an error reflecting weights. This process 
is expressed by Equation 3.  

∈

−=
outputso

oohhhh woo δδ )1(  (3) 

Here, oh is output in the hidden layer, and woh is the network weight in the output 
layer. By the value, weights on the network are changed as in Equation 4.  

jijjijijiji xwwww ηδ=ΔΔ+= ,  (4) 

The learning process above is repeated until the error in the output layer comes 
within a specific range.  

4   System Architecture 

Figure 4 shows the entire structure of the system implemented in this study. The input 
vector building system in Chapter III is used in all of pre-processing, learning, and 
deduction & detection. Pre-processing converts HTML documents to the input of the 
network, and learning process trains the network using backpropagation algorithm. 
Lastly, the deduction & detection system recognizes the structure of a new HTML 
document using the trained network. The details of each process are as follows.  

Preprocessing: Through the input vector building system, a HTML document is 
utilized in recording XPath into the database, training the network, and deduction & 
detection. For this, the HTML document is converted through a parser to an element 
tree, in which a HTML tag is the root. Then, XPath extraction process is performed to 
extract XPath beginning from the HTML tag of the element, in which the lowest node 
of the tree is pcdata. In the input vector building system, XPath is used in the three 
ways mentioned above.  

Learning: A preprocessed InputVector class is used as input for learning. The learn-
ing algorithm of the network is described in Section 2 of Chapter III.  

As the number of inputs for the learning network is 300 and the number of output 
is 10, an InputVector class has XPaths and outputs as many as the numbers of net-
work inputs and outputs, respectively. 

Deduction & Detection: After learning is completed in the learning process, the 
network is copied to a network for deduction & detection. For document classifica-
tion, a new document is converted to InputVector through preprocessing and the value 
is used as the input of the deduction network. The InputVector passes through the 
network and gets an output. The output value is used to infer the structure of the input 
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document. Using the inferred structure information and the XPath of the correspond-
ing main content, the body of the main content is extracted. Here, the XPath of the 
main content corresponding to each structure is applied heuristics registered in ad-
vance by the user. 
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Fig. 4. Learning & Detection System Architecture 

5   Experimental Results 

Limitations: Because the system implemented in this study was designed to extract 
articles in news sites, Web documents used in the experiment for evaluation were 
limited to news site documents that have a template with fixed rules. For the same 
reason, each site's portal pages by category were excluded from the experiment. 

Implementation: To implement the prototype of the system, we used Java 1.4 JDK. 
To store XPath into database and create InputVector, we made a simple browser with 
HTML parsing and rendering functions and used it as a basic program for HTML 
document processing.  

To train the backpropagation network, we selected 20 news sites and collected 200 
documents per site. A HTML document is converted to an InputVector, and each 
InputVector contains 300 input nodes, each of which goes to one of 20 output nodes. 
As in Table 1, the optimal values were set experientially for the numbers of hidden 
layers and internal parameters of the learning network based on experiment.  

Table 1. Parameter values of Backpropagation Network 

No. of 
Hidden Layer 

Weight Cange 
Step 

Iteration Count of 
Training 

Momentum Threshold 

30 0.1 5,000 0.1 0.005 
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Evaluations: The results of learning was evaluated as in Figure 6. Recall and preci-
sion were measured using the tenfold cross validation method. According to the  
contents explained in [11], TP (True Positive), FP (False Positive) and FN (False 
Negative) pages were used in measuring, and the results of measuring are presented in 
Table 2. According to the result of evaluation, the average recall rate was 99.5% and 
the precision rate was 96.6%. Comparative evaluation with other systems was not 
made due to limitations in our experiment environment, but referring to the results of 
[5], one of the latest related works, we may make rough comparative evaluation. In 
tenfold cross validation, the 7th validation appeared most outstanding, in which, out 
of 400 documents, 394 were TP and 6 were FP, and the recall rate was 100% and the 
precision rate was 98.5%. 

Table 2. Evaluation Result of Cross Validation 

Avg. of Tenfold Cross Validation 
# Web News Site 

No. of
Pages Recall(%) Precision(%) TP pages FP pages FN pages 

1 news.yahoo.com 200 99 98 392 8 2 
2 news.naver.com 200 99 97 378 13 3 
3 www.msnbc.msn.com 200 100 100 380 0 0 
4 news.empas.com 200 100 99 380 4 0 
5 www.cnn.com 200 99 96 384 14 2 
6 news.daum.net 200 100 97 396 11 1 
7 www.hankooki.com 200 99 92 400 33 3 
8 news.bbc.co.uk 200 100 99 388 4 0 
9 www.chosun.com 200 100 95 400 20 0 

10 www.joins.com 200 100 94 400 24 0 
11 www.donga.com 200 100 99 388 2 0 
12 www.ytn.co.kr 200 99 97 368 10 2 
13 www.ohmynews.com 200 99 98 370 7 3 
14 www.khan.co.kr 200 99 97 390 13 3 
15 isplus.joins.com 200 100 97 392 14 0 
16 www.edaily.co.kr 200 99 95 370 20 2 
17 www.cbs.co.kr 200 99 95 376 19 3 
18 www.ktv.go.kr 200 99 92 396 35 3 
19 www.latimes.com 200 100 97 386 12 0 
20 www.hani.co.kr 200 100 99 372 3 1 

According to results in [Table 2], FP of site #7 and #18 is slightly higher than that 
of other sites. Analyzing the cause, we found that part of pages in site #17 and #20 
were similar in structure to those in site #7 and #18.  

6   Conclusions 

The present study proposed a method of recognizing Web document structure. For 
this, we designed a system that trains a backpropagation network using Web docu-
ment structure and infers the structure of new Web documents, and implemented a 
prototype of the system that extracts the main content of the corresponding structure.  

Evaluating the system, we obtained satisfactory results with the average recall rate 
of 99.5% and precision rate of 96.6%, but also found the problem that the FP level is 
somewhat higher in some pages. To solve this problem, we will apply heuristic rules 
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by sites. What is more, we need to find more optimized internal parameters through 
more experiments.  

We used the method of recognizing the structure of Web documents in order to ex-
tract the body of Web pages in news sites, and because Web pages in news sites were 
different in nature from those used in related works such MDR [2], OMINI [3] and 
STAVIES [5] as mentioned above, we could not make cross evaluation among the 
systems. More objective results are expected from cross evaluation among the sys-
tems in related works in the future. 
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Abstract. A recommender system utilizes in general an information
filtering technique called collaborative filtering. To improve prediction
quality, collaborative filtering needs reinforcements such as utilizing use-
ful attributes of the items as well as a more refined neighbor selection.
In this paper we present that the recommender systems that utilizing
the attributes of the items in collaborative filtering improves prediction
quality. The experimental results show that the recommender systems
using the attributes provide better prediction qualities than other meth-
ods that do not utilize the attributes.

1 Introduction

A recommender system using collaborative filtering which we call it CF, calcu-
lates the similarity between the test customer and each of other customers who
have rated the items that are already rated by the test customer. To improve
prediction quality, collaborative filtering needs reinforcements such as utilizing
useful attributes of the items as well as a more refined neighbor selection.

In this paperwe showthat the recommender systems thatutilizing the attributes
of each item for improving prediction quality in collaborative filtering. The recom-
mender system exploits the attribute information from the item-attribute matrix
and applies it to the prediction process. The experimental results show that the
prediction quality is affected by using the attribute information for the test cus-
tomer or the neighbors. Therefore the recommender systems using the attributes
provide better prediction qualities than other methods that do not utilize the
attributes.

2 Collaborative Filtering-Based Recommender Systems

Collaborative filtering creates a set of customer’s preferences for each item, com-
pares it to other customers’ preferences. Collaborative filtering filters the proper
information through it. That is, collaborative filtering calculates the degrees
of similarity between the preference of the test customer and each of those of
other customers using the correlation of preferences for the same item. Collab-
orative filtering then filters suitable items based on their preferences and the

A. Sattar and B.H. Kang (Eds.): AI 2006, LNAI 4304, pp. 1288–1292, 2006.
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similarities, and recommends the items to the test customer. Collaborative fil-
tering works well for the recommender systems in general. Collaborative filtering
is computed by (1) in [4].

There have been many investigations for selecting proper neighbors based
on neighbor selection methods such as the k-nearest neighbor selection, the
threshold-based neighbor selection, and the clustering-based neighbor selection.
They are quite popular techniques for recommender systems[1][4].

3 Improving Prediction Quality in CF

Item-Attribute Matrix. In order to utilize the attributes of the items in the
prediction process, we consider a matrix of item-attribute for a customer as
in Fig. 1. This figure shows the information of the item-attribute for customer
a. In this figure ra,i denotes customer a’s rating for item i. Note that ra,i ∈
{nil, 1, 2, 3, 4, 5}, where ‘nil’ indicates “no rating”. An item may have an arbi-
trary combination among j attribute values as its attribute values; Attribute(i)⊂
{1, 2, 3, . . . , j}. Note that Attribute(i) �= ∅. And Aa

i,j ∈ {0, 1}.

items

A1,j A2,j ... Ai,j

... ... ... ...

A1,2 A2,2 ... Ai,2

A1,1 A2,1 ... Ai,1

customer 1
customer 2

customer a
...

A1,j A2,j ... Ai,j

... ... ... ...

A1,2 A2,2 ... Ai,2

A1,1 A2,1 ... Ai,1

ra,1 ra,2 ... ra,i

ra
j

...

ra
2

ra
1

ra

customer a

at
tr

ib
ut

es

Fig. 1. The item-attribute matrix for customer a

Prediction Process. We propose Equation (1) as a new prediction formula in
order to predict customer’s preferences more accurately. In this equation, A(ra,i)
and A(rk,i) are the averages of customer a and k’s attribute values, respectively.
In the equation, Na,i and Nk,i is the number of ‘valid’ attributes for item i
and Ma,j and Mk,j is the number of ‘valid’ items that has attribute j for the
customer a and k, respectively. The valid attributes means Aa

i,j = 1 or Ak
i,j = 1

and the valid item means ra,i or rk,i is not ‘nil’, respectively. All other terms in
the equation are similar terms defined for the Equation (1) in [4].

There are a lot of items which have different attributes for the item for
new prediction. Therefore, if we retrieve the attributes of the items more ac-
curately and use them to the prediction process with Equation (1), then we can
get more accurate prediction quality than the case without considering the at-
tributes because customers are in general very sensitive to the attributes of the
items.
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Pa,i = A(ra,i) +
∑

k{wa,k × (rk,i − A(rk,i))}∑
k | wa,k | ,where

A(ra,i) =

∑
j{Aa

i,j × rj
a}

Na,i
, rj

a =

∑
i{Aa

i,j × ra,i}
Ma,j

,

A(rk,i) =

∑
j{Ak

i,j × rj
k}

Nk,i
, rj

k =

∑
i{Ak

i,j × rk,i}
Mk,j

. (1)

4 Experimental Results

In the experiments we used the MovieLens dataset of the GroupLens Research
Center[5]. We used two types of evaluation metrics which are prediction accu-
racy metrics and recommendation list accuracy metrics. One of the statistical
prediction accuracy metrics is MAE. MAE is the mean of the errors of the ac-
tual customer ratings against the predicted ratings in an individual prediction
[3]. Precision and recall are also used for evaluating recommendation list in the
Information Retrieval Community[2]. And the standard F-measure is used in
order to evaluate the quality as a single measure[6]. It is given by Equation (2).

F−measure =
2 · P recision · Recall

P recision+Recall
. (2)

For the experiment, we have chosen randomly 10% of customers out of all
the customers in the dataset as the test customers. The rest of the customers
are regarded as the training customers. For each test customer, we chose ten
different movies randomly that are actually rated by the test customer as the
test movies. The final experimental results are averaged over the results of ten
different test sets for a statistical significance.

For comparing the recommendation systems, we have implemented three rec-
ommender systems each of which uses different neighbor selection method. The
first system is CF with the k-nearest neighbor selection (KNCF ). The second
system is CF with the threshold-based neighbor selection (TNCF ). The third
one is CF with the clustering-based neighbor selection (KMCF ).

For TNCF, three different systems have been implemented. The first system
is TNCF with positive neighbors (TNCF P ). The second one is TNCF with
negative neighbors (TNCF N). And the last one is TNCF with both positive
and negative neighbors (TNCF A).

For KMCF, we also have two different settings. One is KMCF with the Eu-
clidean distance as a distance (KMCF E). And the other is KMCF with the
Pearson correlation coefficient as a distance (KMCF C).

There are four cases of combination according to whether the attribute of
the test customer or the attribute of the neighbor is applied to the prediction
process or not. That is, case A doesn’t use any attributes, case B uses only the
attributes of the neighbors, case C uses only the attributes of the test customer,
and case D uses both of them. Fig. 2 shows the experimental results and the
improvement ratio for each case to case ‘A’ is shown in Table 1.
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Fig. 2. Comparisons of various methods for each case

Table 1. The improvement ratio(%) to case A

KNCF KMCF C KMCF E TNCF P TNCF N TNCF A

B -1.06 -2.56 -3.09 -1.25 -0.00 -1.24
MAE C 8.97 9.31 9.00 9.32 10.75 9.35

D 9.42 6.77 6.06 9.60 10.75 9.65

B -0.45 -1.25 -0.68 0.16 0.00 0.07
Precision C 3.33 4.33 3.58 4.09 8.03 4.10

D 3.94 2.83 3.40 4.90 8.03 4.87

B -1.44 -1.44 -2.72 -1.87 0.67 -2.12
Recall C 4.52 4.63 4.77 4.99 9.34 4.75

D 4.21 3.35 2.51 4.48 9.34 4.05

B -0.74 -1.41 -1.98 -0.88 0.49 -1.00
F-measure C 4.19 4.51 4.16 4.51 8.94 4.49

D 4.33 3.03 2.97 4.67 8.94 4.64

As shown in Fig. 2, each system has been tested both with and without
utilizing the attributes. The results in the figure show that the systems using
the attributes outperform those without considering them.

The experimental results show us that the prediction with case D that the
attribute is applied to both the test customer and the neighbors, provides the
best prediction quality in KNCF and TNCF. And in these methods case C shows
also as good prediction qualities as case D. On the other hand KMCF provides
the best results when we use case C in both KMCF C and KMCF E.

In the results we found that the neighbor selection methods in which the
attribute information is applied to both the test customer and the neighbors or
to only the test customer gets more accurate prediction quality than the system
in which the attribute information is applied to only the neighbors or to neither
the test customer nor the neighbors.
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5 Conclusions

A recommender system with collaborative filtering does not consider the at-
tributes of the items. So it is limited to produce high quality recommendations
to the customers. In this paper we showed that utilizing the attributes of the
items in collaborative filtering improves prediction quality. The experimental
results show that the prediction quality is significantly affected by using the
attribute information for the test customer or the neighbors.
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Abstract. This study applies Bayesian network technique to analyse the 
relationships among customer online shopping behaviours and customer 
requirements. This study first proposes an initial behaviour-requirement 
relationship model as domain knowledge. Through conducting a survey 
customer data is collected as evidences for inference of the relationships among 
the factors described in the model. After creating a graphical structure, this 
study calculates conditional probability distribution among these factors, and 
then conducts inference by using the Junction-tree algorithm. A set of useful 
findings has been obtained for customer online shopping behaviours and their 
requirements with motivations. These findings have potential to help businesses 
adopting more suitable online system development. 

Keywords: E-services, Bayesian networks, Customer behaviours, Inference. 

1   Introduction 

Related research has also been conducted in evaluating the quality of web-based e-
service [8]. Typical approaches used in the research field are testing, inspection and 
inquiry [3]. These approaches are often used together in conducting and analysing a 
web search or a desk survey. For example, Lu et al. [7] showed their assessment 
results for e-commerce development in businesses of New Zealand. Customer 
satisfactory evaluation has been conducted for obtaining customers’ feedback and 
measure the degree of their satisfaction for current e-services provided. 
Questionnaire-based survey and multi-criteria evaluation systems are mainly used to 
conduct this kind of research.  For example, Lin [6] examined customer satisfaction 
for e-commerce and proposed three main scales which play a significant role in 
influencing customer satisfaction. In general, the common research methods (e.g. 
surveys and focus groups) used in these researches more often reveal what customers 
think their motivations are, rather than what their motivations truly are. When 
respondents do not comprehend their true motivations, they tend to state how they 
think they ought to be motivated. As a business, it would more like to know if its 
customers want using e-service applications, their motivation, their requirement to the 
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features provided in their e-service websites, and which features are more important 
than others to attract new customers. These results will directly or indirectly support 
making business strategies in e-service application development. It is therefore very 
necessary to explore the possible relationships among customer online shopping 
behaviours and their requirements.  

2   Customer Online Shopping Behaviours Model  

A model to describe the relationships among customer online shopping behaviours 
and their requirements on the features of e-service is established as shown in Fig. 1. 
A1-A3 are regarding to customer online shopping behaviours. S1-S5 are regarding to 
customer requirements on the features provided in e-services. 

 
A1 I like to experiment with new information technologies. 

A2 I like to purchase goods/services online. 

A3 I intend or have done purchasing goods/services online. 

 
S1 I feel it is Attractive 
S2 I feel it is Dependable 
S3 I feel it is Reliable 
S4 I feel it is Trustworthy 
S5 It can meet my Demand 

Fig. 1. Model of customer online shopping behaviours and their requirements 

This study collected data from a sample with two groups of people: an Australian 
customer group, a Chinese customer group. A questionnaire is designed to have 
questions with five-point Likert scales: ‘1’—strong disagree, ‘5’—strong agree. The 
survey results are firstly used to identify which one, out of S1, S2, S3, S4, and S5, is 
as the most important factor for users to decide purchasing service online, and how 
customers assess the quality of e-service websites. Based on the results, this paper 
focuses on the analysis of relationships among the two sets of factors. 

3   Bayesian Network Based Analysis 

Bayesian network is a powerful knowledge representation and reasoning tool under 
conditions of uncertainty. A Bayesian network >Θ=< ,, ANB is a directed acyclic 

graph (DAG) >< AN ,  with a conditional probability distribution (CPD) for each 

node, collectively represented by Θ , each node Nn ∈  represents a variable, and each 
arc Aa ∈  between nodes represents a probabilistic dependency [1]. Based on Fig. 1 a 
graphical Bayesian network structure about the relationships among the factors of the 
two categories can be created. 
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3.1   Creating a Graphical Structure 

These notes and relationships shown in Fig. 2 are considered as a result obtained from 
domain knowledge. In order to improve the Bayesian network, structural learning is 
needed by using the data collected, described in Section 2 to test the established 
relationships. A suitable structural learning algorithm, Greedy Hill-Climbing [4], is 
selected for the structural learning. The algorithm starts at a specific point in a space, 
checks all nearest neighbours, and then moves to the neighbour that has the highest 
score. If all neighbours’ scores are less than the current point, a local maximum is 
thus reached. The algorithm will stop and/or restart in another point of the space. By 
running the Greedy Hill-climbing algorithm for structure learning from the collected 
data, an improved Bayesian network is obtained where three links between Si (i = 1, 
2, 3) and A3 are removed. 

 

 

Fig. 2. Factors relation Bayesian network 

3.2   Calculating the Conditional Probability Distributions 

Once the improved Bayesian network is defined, the next step is to determine the 
conditional probabilities distribution for each node. Let ),,( 0 mXXX =  be a note 

set, 
iX  (i=0, 1,…m) is a discrete node (variable), in the improved Bayesian network. 

The CPD of the node 
iX  is defined as )|(| iiii

B
Pax paPaxXP

ii
===θ  [7], 

where
iPa  is the parent set of node

iX ,
ipa  is a configuration (a set of values) for the 

parent set 
iPa  of 

iX , and 
ix  is a value that

iX  takes. Based on the data collected, the 

CPDs of all nodes shown in Fig. 3 are calculated. 
Before using a Bayesian network to conduct inference, learning and establishing 

the parameters B
Pax ii |

θ  from the data collected should be completed. Based on 

Heckerman [7]’s suggestions, the Dirichlet distribution is choose as the prior 
distribution B

Pax ii |
θ  for using the Bayes method. The probability density of the 

Dirichlet distribution for variable ),,( 1 nθθθ =  with parameter ),,( 1 nααα =  is 
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where 0,,1 ≥nθθ , 
=

=n

i i1
1θ , and 0,,1 >nαα . The parameter 

iα  is interpreted as 

prior observation count for events governed by 
iθ . 

Let 
=

= n

i i10 αα . The mean value and variance of the distribution for 
iθ  can be 

calculated by [2] 

0
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αθ i
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αααθ ii

i
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After the prior distributions are determined, the Bayes method requires to calculate 
the posterior distributions of B

Pax ii |
θ and then complete the Bayes estimations of 

iθ . 

This study assumes that the state of each node can be one of the five values: 1 (very 
low), 2 (low), 3 (medium), 4 (high), and 5 (very high). Through running the approach, 
the CPDs of all nodes are obtained. 

3.3   Inference 

The Bayesian network has been now created with both its structure and all conditional 
probabilities defined. It can be thus used to inference the relationships among these 
factors identified in Fig. 3. The inference process can be handled by fixing the states 
of observed variables, and then propagating the beliefs around the network until all 
the beliefs (in the form of conditional probabilities) are consistent. Finally, the desired 
probability distributions can be read directly from the network. There are a number of 
algorithms for conducting inference in Bayesian networks, which make different 
tradeoffs between speed, complexity, generality, and accuracy. Junction-tree 
algorithm [5] is suitable for middle and small size of samples. The Junction-tree 
algorithm computes the joint distribution for each maximal clique in a decomposable 
graph. It contains three steps: construction, initialization, and message passing or 
propagation. The construction step is to convert a Bayesian network to a junction tree. 
The junction tree is then initialized so that to provide a localized representation for the 
overall distributions. After the initialization, the junction tree can receive evidences, 
which consists of asserting variables to specific states.  

4   Result Analysis 

Over all inference results obtained through running the Junction-tree algorithm, a 
set of significant results about the relationships among customer online shopping 
behaviours and their requirements are obtained. Just one result is particularly 
discussed in the paper as the limitation of number of pages. Assuming A1=4 (high), 
we can get the probabilities of the other nodes under the evidence. The result is 
shown in Table 1. The probability of a high A2 has increased from 0.3701 to 
0.4276, which suggests that A1 and A2 are correlated to some extent, so that a high 
A1 tends to “cause” a high A2. This result means that when a customer likes to 
experiment with new information technology, he/she will like to purchase 
goods/services online.  
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Table 1. Probabilities of the nodes when A1=4 (high) 

      state 
Node 

 
1 

 
2 

 
3 

 
4 

 
5 

A1 0  0  0  1  0  
A2 0.0211  0.0618  0.4683  0.4276  0.0211  
A3 0.0427  0.1810  0.2706  0.3917  0.1140  
S1 0.0023  0.1632  0.4046  0.3471  0.0828  
S2 0.0138  0.1172  0.4391  0.3701  0.0598  
S3 0.0138  0.0598  0.2667  0.4736  0.1862  
S4 0.0145  0.0528  0.2040  0.4591  0.2696  
S5 0.0021  0.0667  0.2503  0.5371  0.1438  

5   Conclusions and Further Study 

By applying Bayesian network technique this study analyses the relationships among 
customer online shopping behaviours and their requirements for the features of e-
service websites. As a further study, we will address on the verification of the 
relationships between customer online shopping behaviour, customer requirement for 
websites’ features and the quality of e-services provided by websites. 
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