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Preface

The International Conference on Asian Digital Libraries (ICADL) was born in
Hong Kong in 1998 and hosted in Taipei (1999), Seoul (2000), Bangalore (2001),
Singapore (2002), Kuala Lumpur (2003), Shanghai (2004) and Bangkok (2005).
ICADL 2006 held in Kyoto, Japan was the 9th of the ICADL series. ICADL has
been recognized as an important event for the digital library communities not
only in Asia but also globally. The primary mission of ICADL, like the Joint
Conference on Digital Libraries (JCDL) and European Conference on Digital
Libraries (ECDL), is to serve as a forum for exchange of new advanced tech-
nologies and ideas among researchers and practitioners. In addition, ICADL as
a conference based in Asia is an important event not only for people in devel-
oped countries but also in developing countries where there is large diversity in
culture, language and development.

ICADL 2006 received 170 paper submissions from 23 countries. Every submis-
sion was reviewed by at least three reviewers. The Program Committee selected
46 full papers and 14 short papers based on the quality and contribution to
digital library research. ICADL as well as JCDL and ECDL cover a wide range
of information technologies for digital libraries as well as the human and social
aspects of digital libraries. The topics of the papers in the proceedings include
information extraction, information retrieval, metadata, architectures for digi-
tal libraries and archives, ontologies, information seeking, cultural heritage and
e-learning.

The Program Committee accepted six papers as posters from those submitted
primarily by authors from developing countries in Asia. In general, it is difficult
for authors in developing countries to get their papers accepted in major dig-
ital library conferences. Through this new category in ICADL, the Program
Co-chairs hope to enable Asian authors to present their works to the global
community and to inform the global community of activities in Asia.

ICADL 2006 is proud of our distinguished keynote and invited speakers. Their
experiences, activities and perspectives for the future are very valuable to the
global digital library community. ICADL 2006 organized a special program as a
showcase of national DL activities in Asia and Japan and invited several impor-
tant institutions and organizations.

We would like to express our special thanks to Katsumi Tanaka and all mem-
bers of the Organizing Committee of ICADL 2006. We would like to express our
special thanks to Eepeng Lim, Shalini Urs, Hsinchun Chen, Ching-chih Chen,
Edward A. Fox and all members of the Steering Committee of ICADL who
encouraged us to organize ICADL 2006. We would like to thank our Program
Committee members and reviewers for their excellent work. Last but not least,



VI Preface

we would like to thank all of the authors who submitted their papers to ICADL
2006.

November 2006 Shigeo Sugimoto
Jane Hunter

Andreas Rauber

Atsuyuki Morishima,
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The Age of Content and Knowledge Processing

Makoto Nagao

National Institute of Information and Communications Technology,
4-2-1 Nukui-Kitamachi, Koganei, Tokyo 184-8795 Japan

Internet has become an indispensable infra-structure on the earth with more and
more high speed digital information services provided year by year. Correspond-
ingly, a wide variety of content is created, stored and distributed. This includes
not only text but also speeches, music, pictures and videos. On the Internet, an
unbelievably large amount of content of every kind is accessible from anywhere
in the world, and a smart, intelligent information retrieval system has become
major priority. People are not satisfied with the current retrieval systems. In
Japan there are research and development projects for new generation retrieval
systems, where a central issue is how to guarantee the trustworthiness and the
authenticity of the retrieved information. Another serious issue is that content
on the Internet is not organized systematically, and is not necessarily suitable
for everybody to use. Self organization of varieties of information into a knowl-
edge system will be another important technology to be developed in the future.
Digital libraries that provide reliable content with rich related information using
relatively simple access methods act as a kind of standard reference to establish
technologies to solve the issues above. Because the scope of information access
is all over the world, multilingual machine translation is an indispensable tech-
nology. The paper will discuss these problems by surveying the state of the art
of content and knowledge processing.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, p. 1, 2006.
© Springer-Verlag Berlin Heidelberg 2006



Cyber Science Infrastructure and Scholarly
Information for the Promotion of e-Science in
Japan

Jun Adachi

National Institute of Informatics
2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan
adachi@nii.ac. jp

1 Introduction

Cyberinfrastructure is now considered crucial in many countries, not only for ad-
vancing scientific researches but also for promoting educational activities based
on digital contents such as scholarly databases, e-journals and coursewares in
higher education. The Cyber Science Infrastructure (CSI) is one of such initia-
tives which was launched in Japan. In this talk, the current activities in CSI will
be described, putting emphasis on scholarly information sharing and dissemina-
tion.

CSI is a new initiative aiming at a comprehensive framework in which
Japanese universities and research institutions are collaboratively constructing
an IT-based environment for boosting scientific research and educational activ-
ities. Various preceding initiatives are reorganized and included in CSI, such
as the national research grid initiative, the university PKI and authentication
system initiative, and projects related to academic and scholarly information
sharing and dissemination, as well as the project for a next-generation high-
speed network.

CSI was launched in late 2004 as a collaborative effort of leading universities,
research institutions and the National Institute of Informatics (NII).

2 CSI as Next-Generation Scholarly Environment

NII is an inter-university research institution that was established in April 2000
to conduct comprehensive research on informatics. The institute is also been
assigned a pivotal role in developing a scholarly information and networking in-
frastructure for Japanese universities. Therefore, NII also has a service operation
arm for networking and proving databases.

The followings are three goals that NII considers indispensable for the
Japanese research community:

— Design and deployment of a next-generation high-speed network for research
institutions and universities and the operation of this network as a stable
infrastructure for research and higher education,

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 2-3, 2006.
© Springer-Verlag Berlin Heidelberg 2006



Cyber Science Infrastructure and Scholarly Information 3

— Development of scholarly databases and digital libraries, enabling the dis-
semination of scholarly information from universities, and
— Promotion of informatics research jointly undertaken with universities.

Since the achievement of these goals is NII’s most important mission, NII has
integrated its preceding activities for developing information infrastructures into
the Cyber Science Infrastructure (CSI) initiative, incorporating researchers and
universities outside NII who share these three goals.

In 2005, the CSI initiative obtained support from MEXT (the Ministry of
Education, Culture, Sports, Science and Technology) and the Council for Science
and Technology Policy of the Japanese government.

Currently, CSI includes the following specific initiatives and projects:

— Deployment of SINET3 using 40 Gbps optical network,

— Initiative for University PKI and authentication system Development,
— National research grid initiative,

— Provision of academic and scholarly information.

3 Academic and Scholarly Information in CSI

NII has been providing a wide range of scholarly information mainly for uni-
versity researchers and students. In April 2005, NII launched GeNii as a unified
portal of databases on various scholarly subjects. GeNii currently offers four ser-
vices: CiNii, Webcat Plus, KAKEN, and NII-DBR. Among these, CiNii is an
integration of Citation Index of Japanese scholarly articles in Japanese society
journals and university bulletins with electronic full-text.

The university libraries’ consortia and NII jointly operate and e-journal repos-
itory called NII-REO. The repository ensures long term access to e-journals that
are indispensable for academic research and education. Last year, we successfully
acquired large-scale archival digital articles from Springer-Verlag and Oxford
University Press journals, which go back to the 19th century. NII and univer-
sity libraries are planning to add more titles to this digital archive of scholarly
e-journals.

In recent years, more and more university libraries are considering to install
their institutional repositories for dissemination of academic information. NII
started a collaborative project with universities, aiming at deployment and co-
ordination of institutional repositories in Japan. In 2006, 57 universities are
participating in this project.

4 Concluding Remarks

The Cyber Science Infrastructure (CSI) is a new initiative for evolving Japan’s
scholarly information infrastructure. In CSI, sharing of electronic resources is
promoted, and the dissemination of scholarly information originating from uni-
versities are strongly encouraged. CSI could be regarded as a new model of
distributed and virtual digital library in the future academic environment.



Working Together in Developing Library and
Information Science Education in the Asia Pacific

Schubert Foo, Christopher S.G. Khoo,
Abdus Sattar Chaudhry, and Shaheen Majid

Division of Information Studies
School of Communication and Information
Nanyang Technological University

Singapore 637718
{assfoo, assgkhoo, aschaudhry, asmajid}@ntu.edu.sg

Abstract. Ongoing initiatives that offer potential collaboration and cooperation
among LIS educators, particularly in the Asia Pacific context, are identified and
discussed. By no means being exhaustive, these areas include hosting and par-
ticipating in workshops, symposiums and conferences; implementing a portal
for education; developing a repository of learning objects and resources; assur-
ing quality through accreditation; and promoting and sustaining research and
scholarship. These are highlighted with the aim to foster and promote dialogue
among LIS educators, researchers and practitioners, and to engender participa-
tion in these activities. Collectively, these areas lay a foundation to create an in-
formal network to improve information exchange and dissemination, knowl-
edge sharing and creation, and research collaboration, thereby helping to further
improve and ensure high standards of LIS education, practice and research in
the region.

1 Introduction

The emergence of the Web Wide Web and the networked information society has
changed the landscape and roles of information professionals dramatically. Six chal-
lenges have been identified by Johnson (1998) facing these professionals: assisting
users deal with information overload through higher selectivity and screening; high
level of technical skills to manage new information and communication technologies
(ICTs); competition with other professionals for positions in increasingly converged
library, information and computing services; need for new skills drawn from those
traditionally seen as separate sectors of the information industry such as publishing;
higher level of skills for teaching and facilitating information literacy; and the ability
to work with other people. Against this backdrop, we have seen library and informa-
tion schools rise to the challenge to train such a new breed of information profession-
als by reinventing themselves and engaging in the revision of their LIS curricula,
rightly recognising the lack of expertise in traditional LIS departments and thereby
fostering and creating collaboration and cooperation opportunities with other depart-
ments to offer new specialisms within the framework of a generalist programme of
education. Beyond this, these departments have extended their reach beyond the
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institution into national and international boundaries. In the Asia Pacific region, we
have begun to witness pockets of activities by LIS educators to enhance and promote
collaboration to deal with this increasing demand of educating competent information
professionals for the future. Typical activities would include the hosting of seminars,
symposiums, workshops and conferences; making available learning and teaching
resources; collaborative research and scholarship; improving quality of education
through information sharing and accreditation.

This paper attempts to outline some of these activities along these lines with the
aim to further engage and promote dialogue among LIS educators, practitioners,
researchers, and to engender participation, either formally or informally, to further
develop these activities to reach a higher plane of quality that would benefit all
educators, students and LIS professionals alike.

2 Workshops, Symposiums and Conferences

In 2004, the Research Center for Knowledge Communities (RCKC), University of
Tsukuba organised an international symposium on digital libraries and knowledge
communities in networked information society in cooperation with the National
Science Foundation (NSF, USA), DELOS Network of Excellence on Digital Libraries
(DELOS, EU) and the Japan Society of Library and Information Science (University
of Tsukuba, 2004). In 2006, the symposium focused on new directions for informa-
tion science education in the networked information society. In this March 2006 sym-
posium, speakers from North America and Asia-Pacific countries gathered to share
information and ideas, and provided updates of new directions for education for the
future (University of Tsukuba, 2006). Institutions represented at the symposium in-
cluded the University of Pittsburgh (US), University of Michigan (US), University of
British Columbia (Canada), National Taiwan University (Taiwan), Nanyang Techno-
logical University (Singapore), Monash University (Australia), University of Tokyo
(Japan), Khon Kaen University (Thailand) and Sookmyung Women’s University
(Korea).

In essence, the three pillars of information, namely, people (society), technology
(IT) and information (LIS and related disciplines) seems to be an acceptable frame-
work and way forward to inculcate the skills and competencies of future information
professionals. LIS schools working in collaboration with other schools and disciplines
is clearly an upward trend to recognise the diversity of needs in the marketplace.
Opportunities for growth still prevail — examples include archives management, re-
cords management, and knowledge management. Interesting discussions on the “I”
schools versus the “L” schools continue to prevail as we grapple with the new future.
A more structured approach in the form of the LIPER (Library and Information Pro-
fessionals Education Reform) project in Japan is an attempt to restructure the Japa-
nese LIS education and training system to tackle the current state of LIS education
that takes the current forms of shiso training (public libraries), shisho-kyoyu training
(school libraries) and graduate LIS education. Information, which is now widely
acknowledged as a key commodity by industries, businesses, governments and uni-
versities is an enabling resource to fuel research to tackle global priorities to advance
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knowledge and understanding, ensuring economic and cultural prosperity, and provid-
ing safety and security. Online proceedings of the symposium will eventually be made
available at the symposium’s website.

Another related conference in LIS education and practice in 2006 is the inaugural
Asia-Pacific Conference on Library and Information Education and Practice
(A-LIEP) conference that was held at Nanyang Technological University in April
(NTU, 2006). The conference was organised by NTU’s Division of Information Stud-
ies in collaboration with the Department of Information Science, University of Ma-
laya (UM), and NTU Library. Traditionally, the LIS profession in Asia-Pacific has
often looked to the West for ideas and leadership without realising the growing wealth
of valuable developments, innovations and expertise in the own yard of countries in
Asia-Pacific. Each country exhibits its own history of LIS education and research,
shaped by socio-economic, political and cultural factors. As a result, LIS education
and research in Asia-Pacific exhibit a wide variety of characters, flavors and areas of
strength. The conference provided a platform for each country to tell its story of LIS,
engender dialogue and knowledge sharing, and pave the way for greater collaboration
and cooperation among LIS educators and researchers in the Asia-Pacific as well as
globally. The conference saw an exciting gathering of more than 200 LIS professors
and professionals from 20 countries, including the presidents of the American Society
for Information Science and Technology (ASIST), Australian Library and Informa-
tion Association (ALIA) and the Library Association of Singapore (LAS), as well as
representatives from the American Library Association (ALA), Association for
Library and Information Science Education (ALISE) and International Federation of
Library Associations (IFLA), and many deans and heads of Information departments
across the Asia-Pacific region, North America and Europe (Khoo, Singh & Chaudhry,
2006). In addition, a pre-conference meeting on accreditation of LIS programmes in
Asia was held with representatives from several countries and LIS associations. An
update of the 2006 Tsukuba’s symposium that was highlighted previously was also
given by Professor Shigeo Sugimoto (Symposium’s Organising Chair) as an introduc-
tion to the final panel discussion that was attended by all conference participants. A
number of regional collaborative projects were initiated at the conference including
developing a Web portal and learning objects repository for LIS education in Asia,
and a regional accreditation scheme for LIS education. These will be further elabo-
rated in subsequent sections of this paper. Proposals were also received from Taiwan
and Japan to host the second and third A-LIEP conferences in future.

A-LIEP is akin to ICADL (International Conference of Asian Digital Libraries)
which had its initial roots in Hong Kong in 1998 as an event to invite international
participation focusing on and highlighting digital libraries, related technologies and
issues especially in the Asian region. Professor Hsinchun Chen from the University of
Arizona, who first initiated this conference, has seen it mature annually to its current
9™ current meeting in Kyoto, Japan. ICADL is now firmly established as one of the
three key international digital library conferences around the world, the other two
being the IEEE/ACM JCDL (Joint Digital Library Conference) and ECDL (European
Digital Library Conference). Over the years, ICADL have been hosted by major
Asian cities that included Taipei (Taiwan), Seoul (South Korea), Bangalore (India),
Singapore, Kuala Lumpur (Malaysia), Shanghai (China) and Bangkok (Thailand). We
are indeed hopeful that A-LIEP will be nurtured in the same way through the support
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and collaboration of LIS educators and practitioners in Asia-Pacific so that it can truly
make its mark and serve as an important platform to congregate LIS educators and
professionals together to jointly advance and improve the LIS education and practice
landscape.

3 Portal for LIS Education and Development

A portal for LIS education known as LISEA (Library and Information Science Educa-
tion in Asia) located at http://www.ntu.edu.sg/sci/lisea was to be set up after A-LIEP
conference to promote resource sharing among LIS educators and researchers after
the conference. The portal will be developed jointly by the Division of Information
Studies at NTU and the Department of Information Science at UM. The objectives of
this portal are fourfold:

1. To provide a gateway to LIS education programmes in Asia—including a direc-
tory of LIS schools and programs, and faculty members.

2. To provide a forum for LIS educators—including a listserv, a blog and a news
service.

3. To serve as a learning repository and exchange for LIS education—including a
repository of teaching materials contributed by LIS schools and educators

4. To serve as a digital library of LIS publications, papers and reports—including a
bibliography of papers published by LIS educators in Asia, and papers on LIS
education in Asia.

Work is currently ongoing in the design and development of the portal, accumulating
and editing the contents for publication and in developing public relations to publicise
this collaborative effort to obtain commitment, support and contributions from LIS
education and research communities. The portal, when completed, will serve as a very
important repository of information, gateway to learning and teaching resources, an
invaluable platform to discuss and deliberate current and emerging issues, and sharing
of best practices. The portal is also expected to house information about key research
projects in the region, continuing education programmes, conferences, job advertise-
ments, and so on.

4 Development of Repository of Learning Objects

A repository of learning resources is currently being developed at the Division of
Information Studies at NTU with a view to facilitate and promote sharing of teaching
resources by LIS education programs in Asia. This forms part of the functionality of
LISEA portal (Section 3). The main issues in this development pertain to content
creation, management and organisation, as well as accessibility and usability of re-
sources in the repository (Chaudhry et. al., 2006). At a more detailed level, it encom-
passes the resolution of quality, size and format of learning objects; metadata,
vocabulary, and taxonomy considerations; and repository system, interface; and ac-
cessibility policies and mechanisms. While many of these issues are still being re-
searched to date, the developers envisage a phased development approach that will



8 S. Foo et al.

gradually render the full repository functionality over time. When completed, the
repository is expected to yield a host of significant benefits (Chaudhry ez. al., 2006):

e LIS instructors who are teaching a particular subject for the first time will benefit
from hindsight the different perspectives/approaches that other instructors have
taken in teaching the subject, the level of details covered for different topics,
amount of material that can be covered in a certain amount of time, types of ac-
tivities used to enhanced learning and evaluation methods. Course development
time is expected to be reduced by re-using the learning objects and customising it
to distinct needs.

e LIS instructors who are already teaching the particular course will likewise bene-
fit from alerts to new developments and emerging topics that are being covered
by other instructors. Instructors can also search for supplementary materials, for
example, diagrams, illustrations, exercises/tutorials and class activities, to en-
hance student learning.

e LIS students will find the repository useful as a resource base for supplementary
readings, tutorials, assessment and examination questions, term papers, and dis-
sertation topics. The repository can help expand their horizon of learning and
sharing, ideas generation, and aid identification of topics for their term papers
and dissertation research.

e LIS professionals can use the repository for e-learning in new and emerging areas
on the assumption that the learning objects on the subject are detailed and com-
prehensive enough.

The key to the success of this repository hinges on both the technologically and us-
ability aspects of the platform, and more importantly, on the content development and
use by a sustainable (and growing) pool of participants who can achieve a win-win
situation in contributing and using the repository. More information on the issues that
are currently been addressed by the development team on the repository can be found
in the paper by Chaudhry et. al. (2006).

S Quality Assurance Through Accreditation

The topic of quality assurance through some form of accreditation schemes augurs
both positive and negative inclinations. While proponents of the scheme see the real
worth and value of the scheme, a mark of achievement of the standing of one’s
programme, and the overall confidence in the education process, the dissidents view
this as a means of parochialism and protectionism so as to achieve competitive advan-
tage by this group of accredited members. While the reality of the situation is true on
both sides, accreditation will no doubt enhance the quality of education and accept-
ability of degrees, and create mobility among professionals. Currently, there are no
accreditation schemes for most parts of Asia Pacific except for Australian library
schools through ALIA. As such, there is a need for LIS departments in this part of the
world to embrace this aspect of development for the future.
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Arising from a first study about a regional accreditation scheme by Majid,
Chaudhry, Foo, and Logan (2002), it has subsequently evolved into a proposal at the
CONSAL (Congress of South East Asian Librarians) Conference in 2003 in Brunei
(Khoo, Majid & Chaudhry, 2003). In the proposal, the accreditation standards of
ALA, ALIA, IFLA and Chartered Institute of Library and Information Professionals
(CILIP, UK) were examined and guidelines provided in these standards were adjusted
with respect to the Southeast Asian context. Issues related to implementation of a
regional accreditation system were discussed in two later library conferences, namely,
ICADL in Bangkok in 2005, and A-LIEP in Singapore in 2006. At the last meeting in
Singapore, it was proposed that further discussions should continue with various
stakeholders to further refine the scheme and to seek collaboration with other accredi-
tation bodies. This is in view of the differing perceptions from different LIS schools
whose education systems are different from one another. In this instance, accredita-
tion at different levels may prove more appropriate. These levels include recognition,
assessment, endorsement, and accreditation.

It is expected that some countries would be able to use the accreditation guidelines
for securing adequate resources and may not pursue formal accreditation. Addition-
ally, ongoing engagement with international forums like IFLA, ALA, ALISE, etc. is
expected to be useful for quality improvement, and ultimately, establishing a system
for accreditation in this part of the world.

6 Research and Scholarship

The networked information society has spurred and spawned many important areas of
researches that need to be tackled. In examining the research trends and developments
of digital libraries in the Asia Pacific region, Theng and Foo (2005) noted the emerg-
ing individuals and groups of digital library researchers in a number of Asia Pacific
countries who are well plugged into the global digital library community, collaborat-
ing with established researchers, fostering new initiatives, making good research
progress, reporting findings in scholarly journals and conferences, and making sig-
nificant contributions in the global digital library research agenda. The diversity and
richness in heritage, culture, languages and practices across Asia Pacific, including
that of LIS education poses real challenges and opportunities for further research, but
especially in areas of cross-cultural and cross-lingual research. A truly useful LIS
portal would encompass the provision of solutions or reporting findings to such
challenges for the communities it serve.

Rigorous research and scholarship must continue to prevail among educators and
researchers in order to make LIS course offerings and education more up-to-date,
relevant and challenging for students, in contributing towards knowledge, and sharing
findings that can have impact globally. An example would be the need to seek a reli-
able and affordable long term solution to the digital preservation problem — to manage
and preserve the digitally born materials that are growing substantially. Other poten-
tial areas of research include web archiving, information and media literacy, health
and medical literacy, environment scanning, knowledge sharing, e-books or resources,
and others. To this end, we need businesses and governments’ support to fund such
research to maintain the intellectual and cultural heritage of countries, and to create a
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global network of researchers who have common research interests. Likewise, creat-
ing a network of LIS educators and professionals to foster collaboration and coopera-
tion is an important agenda that needs to fostered and nurtured.

Other opportunities in the area of research and scholarship include the establish-
ment of awards, scholarships or visiting programmes for faculty/researcher/student
exchanges, inter-institutional joint research projects, and others. These activities can
aid the development of a vibrant research culture and produce relevant and significant
research outcomes for the region. For example, the School of Communication and
Information at NTU currently offers four Asian Communication Resource Centre
(ACRC) research fellowship awards annually for research in communication and
information from an Asian perspective. These fellowships aim to encourage research-
ers to benefit from the rich resources of ACRC and to have the opportunity to engage
and interact with faculty of the School and AMIC (Asian Media Information and
Communication Centre) researchers; encourage more in-depth research in areas of
communication, information and ICT in Asia; and promote cooperation among com-
munication and information professionals in the region (ACRC, 2006).

7 Conclusion

This paper has described a number of areas that present opportunities for collabora-
tion among LIS educators, practitioners and researchers. While we are still largely at
an early stage to make a significant impact on global LIS education, we need to start
somewhere and the continued efforts, commitment and advocacy work done by many
individuals and groups are important first steps for us to reach the long term final
ultimate goal of being equal leaders of education to our counterparts outside the
region.

A loose bottom-up structure to create an informal network organisation appears to
be the logical direction for the formative stages of this effort. At the same time, we
should also be mindful of what we can learn from others who have matured into more
structured formal networks with established policies and processes. Examples of such
international networks in higher education in Asia Pacific are APHERN (Asia Pacific
Higher Education Research Network - http://www.aprim.net/aphern/aphern.htm)
launched in Bangkok in 1995, and CERNET (Chinese Education and Research Net-
work - http://www.edu.cn/HomePage/english/index.shtml) for the Chinese region
launched in 1995.

In their research in international networks for higher education, Ottewill, Riddy &
Fill (2005) noted that only by sharing experiences and ideas can progress be made.
They cited a number of distinct contributions of such collaboration and cooperation:
(1) information exchange and dissemination through conferences and workshops,
hosting discussion boards or online seminars, gateways to information, and access of
educational resources; (2) knowledge creation through sponsorship of research and
development; (3) contribution to processes of policy making and implementation;
(4) fostering a culture of cross-national dialogue and collaboration for individuals and
institutions. This last point is modeled after the values of mutuality, respect and open
mindedness. When taken collectively, they add towards the sources of stimulation and
support for educators. They help complement national sources and can serve to
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revitalise academic communities. They also pointed out issues and challenges and
suggested characteristics that can be used to assess network effectiveness. While we
are still a long way off in realising such formal networks and the way to effectively
manage them, their contributions can certainly serve as motivators for educators,
practitioners and researchers in Asia Pacific to take concrete first steps to make com-
mitments to improving LIS education through a renewed urgency of collaboration and
cooperation. Establishing a forum of LIS educators in Asia, promoting knowledge
sharing for improved LIS education through repositories of teaching materials, and
furthering the quality improvement efforts through regional accreditation schemes and
other initiatives seem to be steps in the right direction.
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Abstract. Despite the success of Internet access via search technology, it has
become increasing plain that such a mode is inadequate when applied
to holdings in a Web Archives. A greater amount of relevant contextual
information is essential in accessing Web Archives. The degree of relevance of
the contextual information has to be customized to suit research on culture and
heritage study over time. Information scientists have long been struggling to
find a system that can help them organize Web Archives so that users can have
access to complete and coherent collections. In this paper, we demonstrated
how annotation, more than just an intuitive way of expressing one’s thoughts on
the materials under study, is in fact an appropriate tool for cataloging web
archives in order to ensure a high quality of access for users. After a
demonstration of access to archived web materials, we recommended a way of
organizing web archives based on several design principles for a web
annotation system that preserves the evidence and context of the cataloging
process. Only by adhering to these principles can web archives cataloging be
said to have incorporated the collaborative cataloging ideals of the semantic
web movement. Implementing our web annotation system will help ensure
better quality archives with more evidence and contextual information
preserved within the system.

Keywords: Web Annotation, Web Archives, Semantic Web, Collaborative
Cataloging, Evidence and Context.

1 Introduction

Web users are accustomed to instant access to information with the success of Web
search technology. However, the same cannot be said of Web archives. There have
been increasing interests in re-looking at more complex information architecture for
leverage, such as taxonomy, metadata, ontology, and the integration of different
modes of access, including searching, browsing and routing. This paper examines a
particular case for accessing web archives which contains complex materials that can
serve distinct communities, including social scientists and historians. We present a
perspective that web sites are more than mere publications. They should be seen as
evidence of the cultural activities of contemporary society. As such, its collection
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should be managed differently, as an archive would it holdings, preserving the
contextual evidence of its content. In a previous paper [1], we demonstrated a
bibliographic approach to cataloging web archives and showed how metadata
produced by web annotation can serve as points of access to web archives. In that
paper, a short survey of the various library web archives models around the world also
points to a pressing inadequacy in the available methods of organizing their materials.
These usually employ the use of “bibliocentric” cataloguing that treats each website
as an entity without relationship to the other materials in the collection. This is
because the contextual and provenancial information of these collections, which are
essential for social scientists and historians to understand, are not made apparent, with
much of the information being buried deep within the archives. A more suitable
model being developed as the Arizona Model [2], where archival principles of
provenance and original order are adopted, may prove more useful in presenting a
web archives’ holding to facilitate knowledge discovery. The technological challenge
then becomes one of how web annotation can be effectively extended to help organize
contextual and provenancial relationship based on bibliographic metadata. We
explained the need for these requirements with a concrete case in Section 2 from a
post-custodian approach.

In Section 3, a context-aware web annotation system, termed the Web Annotation
for Web Intelligence (or WAWTI), is introduced. One that ensures the capture of
evidence and contextual information of web archives catalog. The WAWI web
annotation system is part of a joint project between the National Library Board of
Singapore and Nanyang Technological University to catalog and archive Singapore
websites. Before explaining how context-aware annotation works, we reviewed and
distinguished a difference between annotation systems. The first group is context-less
and the other is context-aware annotations. Context-less annotation does not provide
the relationship between the metadata and that of the content from the web material
(the context with which the metadata content is describing). Thus, it is difficult to
verify whether the metadata annotated is consistent with the web content by a third
party not involved in the original annotation. Without such verification, the evidence
of the metadata may be compromised and rendered not usable as historical data
because the authenticity of such web archives records must be preserved over time.
Context-aware annotation establishes the relationship between the metadata, the
content of the web material and the social context in which the content was produced.
A context-aware annotation system can thus help librarians ensure the quality of the
records more effectively by being able to (1) relate semantic content in the metadata
to web content; (2) render agreement, disagreement and different granularity of
evidence; (3) provide flexible and precise annotation of the evidence; and (4) relate
ontology to metadata in a relational metadata. Such a system is also congruent with
the tagging movement, such as Technorati, Flickr and del.icio.us, which itself reflects
a growing trend that tries to leverage collective efforts to organize materials on the
Internet, aspiring to one which approximates a Semantic web. Such collaborative
efforts are essential to Web 2.0 and the semantic web, a context-aware annotation
system will facilitate the assurance of quality in these efforts. Evidence within an
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inconsistency resolution mechanism like Wikipedia can be invoked to resolve
discrepancy immediately or preserve them for future resolution.

2 Post-custodian Approach to Web Archives Cataloging and the
Semantic Web

As mentioned, the Semantic Web, specifically the tagging movement, allows actors
other than the creator of the web materials to structure meaning to the materials. This
collaborative approach in organizing information has been shared by professional
archivists in the development of the Records Continuum Theory (RCT) for organizing
records and archives [5]. RCT challenges the custodial role of the archives. It
advocates that, in a post-custodial paradigm, archivists must become more than mere
physical caretakers and take on the role of identifying, controlling and making
valuable electronic records accessible to society at large. Similarly in the context of a
web archives, the web archivist should take on a more proactive role in transforming
the Web Archives into a “Semantic” Web Archives. In the current Web environment,
public users should also be encouraged to collaboratively semanticize the web, as
exemplified by the participants of the Tagging movement.

In an attempt to illustrate how contextually organized materials can facilitate
access to holdings in a web archives, we shall use the example of the website of the
Ministry of Manpower (MOM) in Singapore (Www.mom.gov.sg).

The Ministry of Manpower’s mission is to achieve a globally competitive
workforce and great workplace, for a cohesive society and a secure economic future
for all Singaporeans. One of the ways it sets out to accomplish this aim is the setting
up of an Occupational Safety and Health (OSH) Division that promotes OSH at the
national level. It works with employers, employees and all other stakeholders to
identify, assess, and manage workplace safety and health risks so as to eliminate
death, injury and ill-health. The department within the OSH Division focusing on the
reduction of safety and health hazards is the OSH Inspectorate. It does so by
providing advice and guidance through inspections of workplaces, investigating
accidents and enforcing the relevant laws.

Here is a scenario of how a public policy scholar interested in examining how the
Ministry of Manpower in Singapore handled an industrial accident, specifically the
Nicoll Highway Collapse Incident.

Being an industrial accident, the OSH Inspectorate was the agency legislated to
oversee investigations. To review the events from a government’s point of view, the
scholar can visit the OSH group of documents. He will be pointed to files containing
the various public communication activities'. These files include speeches by the
minister (in parliament for the amendment of the Factories Act), commission reports,
press release, and even an FAQ. However, these files may not all be available from
the current web site. This is because when events unfold the importance of
information emanating from the government may change. Indeed by comparing the
websites now and then in Figures 1a and 1b below:

"'URL: http://www.mom.gov.sg/NewOSHFrameworkandInvestigationsonNicollHighwayCollapse
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Fig. 1a. MOM circa 2004 from Web Fig. 1b. MOM circa 2006 in the current
Archives Web site

It was found that in the list of FAQ which was one of the key documents available
in 2004 to help the public understand and interpret the information on the site was
missing in 2006. However, with the creation of a web archives where such materials
are organized into collectivities, changes in public communication patterns can be
made more apparent.

Not only will researchers benefit from being able to accessed evidence of changing
trends, but also ordinary citizens who want to find out about the accident at a latter
date. All the helpful information is now no longer available at the live MOM website.
He/She will now no longer be able to know learn via the FAQ, how the reports were
being made and the various degrees of commissions that the government appoints. In
addition, by relating the files to each other, one also discovers that not only MOM
was involved but the Ministry of National Development (MND) and the Building and
Construction Authority (BCA) were also involved in offering joint reports on the
event. Their insights help molded new policies that come out of such reports and lead
to the creation of a new OSH Framework.

With these, we observe context-aware web annotation is not only important for the
current use of semantic web, but it is even more crucial for the lasting value of
heritage and culture value of web materials. It then becomes crucial how the
recordness of the materials in web archives has to be carried across time [6], [7]. Most
of the current approaches surveyed in our last paper [1] on web archives cataloging
have fallen short of the requirements to provide evidential and contextual organization
to facilitate effective access.

3 Web Annotation System in Service of Web Archives Cataloging

As demonstrated in Section 2, a context-aware web annotation system can facilitate
effective information discovery. In this section, we introduce the Web Annotation for
Web Intelligence (WAWI) system. We will also demonstrate how the four design
principles are implemented to achieve the objectives of preserving the evidence and
context in cataloging and arranging web archives. They need to be able to
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(1) Relate semantic content in the metadata to the web content

(2) Render agreement, disagreement and different granularities of evidence
(3) Provide flexible and precise annotation of the evidence

(4) Relate ontology to metadata in a relational metadata.

The WAWI annotation system is integrated with the web archiving platform
developed by International Internet Preservation Consortium (IIPC)>, which
comprises web harvesting and access components®: Heritrix, Nutchwax, and Wera.
The system architecture resulting from the incorporation of annotation in the
cataloging process is shown in Fig. 2 below.
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Fig. 2. WAWI annotation and cataloging system integrated with IIPC Web Archives platform

Please refer to [1] for further implementation details of WAWI system. Our
discussion on design principles in the following shall reference Annotea [3] and
CREAM [4] as model systems.

3.1 Relating Semantic Content of the Metadata to Web Content

As briefly mentioned in Section 1, there are two different kinds of annotation system:
One provides the relationship between the semantic content of the metadata and the
other does not. In a context-less annotation system such a relation is not provided.
The opposite is true in a context-aware annotation system.

Examples of context-less annotation system developed in the web archives systems
community can be found in [8] and [9]. In [8], annotated metadata was used for
browsing; in [9], it was meant to be implemented as an automatic tagging system.

Context-aware annotation establishes the relationship between the metadata and
the content of web material. The Annotea project in the WWW Semantic Web
Consortium is an example of a context-aware system [3]. It provided relationship

2 URL: http://www.netpreserve.org/about/index.php
3 Heritrix URL: http://crawler.archive.org/; NutchWax URL: http://archive-access.sourceforge.
net/projects/nutch/; Wera URL: http://archive-access.sourceforge.net/projects/wera/
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between the semantic and the document content through its two properties:
“annotates” and “context” in the namespace’. The WAWI annotation system adopted
the Annotation Graph schema [10]. The resulting XML document fragments of those
highlighted in Fig. 3 are presented below:

<annoschema id="{GUIDO}" datecreated="23-09-2005" createdby="ichsan"
type="ontology” datemodified="" modifiedby=""
url="http://app.sgdi.gov.sg/listing.asp?agency_subtype=dept&agency_id=00
00000011">

<Division Title=“OrganizationHealthSafty” id="{GUID1}” begin="566"
end="577" value=" Organizational Health and Safety” meta="Organizational
Safety and Health”>

</Division>

<Division Title="ForeignManpwer” id="{GUID2}” begin="987" end="1004"
value="Foreign Manpower Policy” meta="Foreign Manpower Policy”>
</Division>

</annoschema>

Fig. 3. Annotation Schema, an ontology reflecting the MOM organization chart, and its
supporting web page at the Singapore Government Directory interactive (SGD1i) (only partially
shown)

Each annotation schema contains several annotation attributes and elements. The
‘id’ attribute contains the system generated unique id for the schema; the ‘url’
attribute denotes the web page that is annotated as support of the schema; other self-
explanatory attributes include ‘“datecreated”, “datemodified”, “modifiedby” and
“createdby.”

Each annotation element, such as pivision, contain a ‘begin’ and an ‘end’
attribute, whose values are the page coordinates (see discussion in Section 3.3 below)
of the text portion of the DOM tree of the webpage. The value attribute contains value
as the text of the webpage that is delimited by the ‘begin’ and ‘end’ page coordinates,
which was highlighted as evidence (or context in Annotea’s term). The meta attribute
contains the metadata that is assigned to the element that was supported by the
evidence. In the MOM example discussed earlier, we created the annotation schema,
an ontology, that relates to the MOM organization chart found in the SGDi Website.

* Defined at http://www.w3.0rg/2000/10/annotation-ns#
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3.2 Rendering Agreement, Disagreement, and Different Granularity of
Evidence

In Annotea, annotations are simply rendered as pencil symbols [3]. The pencil symbol
model is limited as it can only indicate the starting point, but not the extent of the
annotation. On the other hand, the AG model of annotation in WAWI encompasses
the whole extent of the annotation. When disagreement and different granularities of
evidence occur, various overlapping patterns of the extent will result. Therein lies a
need for rendering complex patterns of annotation.

As demonstrated in Fig. 4, two disagreeing metadata records are shown by the
overlapped annotation (evidence) of the OSH vision. With the highlighted patterns,
the metadata records can then be verified and consolidated to a unified and agreeable
metadata records as discussed in Section 1.

I Annotation Panel
OCCUPATIONAL SAFETY & HEALTH DIVISION
Address | 18 Havelock Road, #03-02 Singapore 059784
Fm :;a‘n:?:l.-usssl:: [Choose an existing schema =|
ax 1631712
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vty and.beathBolicy L egizlation,

| —
Fing te, Industry Capability Bui i L T
nspectorate, Industry Capabiity Building, Information Centre, _ T
) docretapat for WS Agvisaty Cornmiine, Work ur Compensafon ! | {
1
=

Divisionsl HO Sieng 63171232 he_siong_hinBmem gov.sg I —_—
Director  Hin, PPA(F) ristive (R

Personal  Ms Esther 62171232 sathes_leongi@mem gov sg
|.ﬂsmmmn LEONG o u atact
Dhisionsl Save Schema

Director P —

Deputy  Amesrali 85361451 amsersh_sbdesi@mom gov.sg | RepeetFieid | X
Lfiastee, ASDEAL | 7| [Transler Euidence|

Fig. 4. Multiple-Evidence overlapping annotations in WAWI

3.3 Providing Flexible and Precise Annotation of the Evidence

Annotea uses Xpointer to define how annotation is related to the document. The
location of the annotated text in the document is represented with Xpath. It uses the
page element structure to point to a specific part of the document. However Xpointer
can only point to the text at the element boundary; it does not point to a specific text
position. In Annotea, the annotation does not include the extent of the annotation and
is unable to point to the part that contains cross-boundary element. In our WAWI
annotation system, the page coordinate approach was developed to provide these
features. The page coordinate approach works by serializing the document as a
sequence of text by omitting the document element structure. With this sequence of
text as a coordinate, the precise position and extent of an annotation are recorded at
the start and end positions of the text in the document.
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3.4 Relate Ontology to Metadata in a Relational Metadata

As shown in Fig. 5, the OSH archived webpages circa 2004 has three metadata
records corresponding to Speech, Press Releases, and FAQ files of OSH. The FAQ
metadata record for the FAQ files of the webpage in Fig. 5 is demonstrated below; the
‘url’ and ‘datecreated’ attributes indicate that it was archived in 2004:

Speech File of OSH

-

" iPressRelease File of OSH

FAQ File of OSH

Fig. 5. Speech, Press Release, Frequently Asked Questions (FAQ) Files in the Web Archives of
Occupation Safety and Health (OSH) Division of MOM circa 2004

<annoschema id="{guid}" type="metadata” datecreated="23-09-2004"
datemodified="23-09-2004" createdby="ichsan" modifiedby="ichsan”
url="http://web.archives/2004/www.mom.gov.sg/OSHD/">
<ref>
<nodeid>{GUID17}</nodeid>
<nodename>FAQ File</nodename>
</ref>
<annoElements>
<Title id="1" begin="34" end="63" value="Nicoll Highway
Investigations” meta="Industrial Accident”>
</Title>
<Subject id="4" begin="752" end="777" value="Frequently
Asked Questions” meta=" Frequently Asked Questions”>
</Subject>
</annoElements>
</annoschema>

Note that the additional <ref> element, like CREAM <ref> attribute [3], provided
a pointer to the ontology “FAQ File” with { GUID17}. This is the additional relational
metadata that links the metadata to the ontology. As shown in Fig. 6, each node
of the ontology (displayed on the left-hand frame) has its corresponding metadata,
which is displayed on the right-hand frame. The referring path to the “FAQ File”
node above is then: “MOM —-> OccupationalHealthSafety - OSHInspectorate =
Industrial Accidents = NicollHighwayCollapse - FAQ”.
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S

= G L

Fig. 6. FAQ node in the MOM Ontology and its linking Metadata record

The “View Page” button allows the user to see the related web page with the
metadata and the evidence shown in Fig 5.

The ontology remains the same for the current web archives in 2005 (Fig. 1b). As
discussed in Section 2, despite the fact that there is no FAQ in the current web site, a
user accessing it is still able to depend on its corresponding ontology to access the
archived FAQ web materials, from 2004. This access allows the users to research
on the various cultural and heritage concerns, including how Singapore’s MOM
conduct their public education program on the public hearing on OSH Inspectorate’s
committee reports.

4 Conclusion

Cataloging is a timeless and fundamental practice for organizing information
regardless of the types of materials. However, the growth of the Internet continues to
out-pace the speed of attempts to describe it. The emergence of the semantic web (or
Web 2.0) then becomes an appealing solution, as it mobilizes the collective effort of
the public to help “catalog the web.” One of the most intuitive methods to transform a
web into a semantic web is through web annotation. This paper proposes a context-
aware web annotation system which can provides evidence and preserve context to
the cataloged records of the materials within a web archives. It enumerates how such
a system can help archivists ensure the quality of the records by being able to
(1) Relate semantic content in the metadata to web contents; (2) Render agreement,
disagreement and different granularities of evidence; (3) Provide flexible yet precise
annotation of the evidence; and (4) Relate ontology to metadata in a relational
metadata.. A review of existing web archive cataloging and access practices was
carried out to assess whether the WAWI web annotation system was comparable in
providing state-of-the-art ways of organizing web archives materials. By linking web
archived and current materials via an ontology, we also concretely demonstrated how
better quality access can be achieved to facilitate a historical understanding of a
government’s handling of accidents on a national scale. With evidence and context



Annotating the Web Archives 21

annotation in the cataloging process, the collaborative efforts of a community of users
and archivists to maintain the catalogue is facilitated: Effectively opening up new
horizons of creating web archives that is at once more research oriented, flexible in its
approach, and in coping with the changing needs of users. All these are achieved with
the archive still remaining robust enough to carry its holdings intact through time.
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Abstract. With the Educational use of Cultural heritage Archives and
Cross(X) search (CEAX), we have investigated how to establish a frame-
work for managing various kinds of information on cultural heritage ob-
jects and how to utilize them for educational purposes. To achieve this
goal, we propose a conceptual framework in this paper called “Grow-
ing Metadata” and a flexible content management system called Owlery.
Growing Metadata includes not only factual descriptions of objects but
also various annotations about the objects, such as metadata for chil-
dren, course materials prepared by school teachers, classroom reports,
etc., and are reusable for search and educational purposes. Owlery is a
software platform to create, share, utilize and reuse the Growing Meta-
data, and in which various metadata and annotations are managed in
different levels of authenticity, authorship, and user groups. As a result
of the experimental classes for 89 6th-grade children, our framework was
found to be efficient and accepted by the content creators, like museum
experts, content annotators and shool teachers.

1 Introduction

To globally share high-quality content on cultural heritage objects, we must
consider to effectively associate objects with various levels of knowledgeable but
subjective descriptions. The authors have been carried out this project which
aims to reveal a methodology for managing content and utilizes it for educational
purposes. We call it CEAX!.

! CEAX stands for Educational use of Cultural heritage Archives and Cross(X) search.
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We propose in this paper a conceptual framework called “Growing Metadata”
and a flexible content management system called Owlery. Section 2 describes the
background of this research and in Section 3, our framework is proposed. Then,
Section 4 describes our systems for content management of cultural heritage ob-
jects and technical terms. An overview and the results from experimeital classes
are shown in Section 5. Finally, a conclusion is given in Section 6.

2 Background and Related Work
2.1 Managing Metadata of Cultural Heritage Objects

The importance of the metadata is increased when the cultural heritage objects
are digitized. For example, metadata can improve search effectiveness and us-
ability of the search system by providing multiple access points and preserving
the semantics and context of the objects. However, for management reasons,
cultural heritage object metadata has its own difficulties and problems such as
1) diversified descriptions, 2) linking multiple versions of the same objects, and
3) readability for different user groups.

For the diversified descriptions, even titles can often be changed since they
are given in rather recent time periods. In addition, the description of cultural
heritage objects may differ in the principles, paradigms, viewpoints, and inter-
pretation of each creator of the metadata and its users.

For multiple versions, digitized images and other related contents of objects
are created for various purposes and different occasions by contents producers for
different users with differing levels of quality and resolutions. Linking them to-
gether while maintaining your own contexts and differences, is critical for better
usage of the contents.

Any other related materials, for example catalogs for exhibitions or auctions,
textbooks, course materials prepared by school teachers, and even classroom re-
ports by students or pupils can be kinds of metadata or annotations about the cul-
tural heritage objects and are also useful, and can be considered variable contents
if they properly managed to keeping their own contexts. In these ways, related
metadata and contents are increasing and are being enhanced by various content
creators. The problem of diversified descriptions increases in such environments.

Providing readable and understandable metadata and annotations for differ-
ent user groups, such as non-experts, children, and users with different back-
grounds, is particularly important for cultural heritage objects.

To address the above mentioned problems, we identify the following tasks:

— resolving the diversified descriptions

— implementation of a flexible content management mechanism
— content creation support systems

— adaptive levels of presentation

We propose in this paper a framework for cultural heritage object metadata
called “Growing Metadata” and a system to manage the Growing Metadata in
order to tackle these tasks.
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2.2 Systems for Sharing Overall Content

For sharing content globally and managing it, metadata integration is recognized
as one of the important issues[1]. The Semantic Web[2] which aims to make web
pages understandable by computers, has been proposed and many applications
based on the Semantic Web using a Resource Description Framework (RDF)[3,4]
have also been proposed. One of the proposed systems is Piggy Bank[5]. Piggy
Bank is a web browser extension that helps users to create Semantic Web content
in their use of the existing web content. This research deals with one of the
important issues of the Semantic Web: a bottleneck for producing Semantic
Web content.

In addition, some content management systems (CMS) havae been proposed
for instant web publishing, such as Wiki[6] and blog[7]. CMS enables users to
not only create web content easily, but also make links to related content dy-
namically. Wikipedia[8], which is a Wiki-based free-content encyclopedia, can be
used globally.

In the field of cultural heritage, it is important to keep in mind that many
of the web pages may include not only knowledgeable explanations but also a
variety of expressions, ambiguities, and even incorrect things. In fact, recall in
general web search engines seems low because there is relatively less content than
for general topics, although there are various expressions on even one concept.

We assume that it is essentially difficult to create ontology for this field,
because it is hard to obtain an authorized consensus, other than experts’ sub-
jective opinions. Therefore, we have to consider a more flexible approach other
than the Semantic Web, to manage the content, such as Semantic Blogging[9]
and Semantic Wikipedia[10].

3 Framework of Growing Metadata

Table 1 (a) shows a typical example of metadata of the metadata of an object.
Table 1 (b) shows a variety of titles of the “Haniwa Armored Man” from Ta-
ble 1 (a). As shown in Table 1 (b), even one object may have various titles.
For example, “Yiii#”, appearing in all the titles, means “Haniwa”, which is an
earthenware burial figure. Although “F\ \” means a warrior and an ordinarily
educated Japanese person can understand it, another term, such as “J=17 is
used nowadays in Japan instead. “4£H” is also regarded as an unfamiliar term
and it is difficult for even native Japanese speakers except an archaeologist to
understand what it means. Titles that don’t include “J$H” inside them might
be used for younger people, such as K-12 pupils; “Title 17, “Title 3”7, “Title 47,
and “Title 77.

In the case of description, various descriptions can be written for even one
object, as shown in Table 2. We would like to emphasize that each description
has to be written for its own expected readers, such as experts, general adults,
or children. We, therefore, must handle the descriptions for corresponding target
readers. For example, “Description 17 from a catalog[11] seems to be written for
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Table 1. Example of Metadata for “Haniwa Armored Man”

attribute [value

Item No. J-36697

Title 1 [EEESAR T 2WN

Title 2 Haniwa Armored Man attribute‘value
Place 1 O T AR I H = Title 3 [f A D
Place 2 Object from site at lizuka-cho, Ota-  Title 4  [HfifiwEt A
shi, Gunma Title 5 |4 FH 221 72X
Period 1 | Title 6 | Wil £ 5T+
Period 2 late Kofun period Title 7 |4 A
Dimension 1| 130.5 Title 8  |JaHi FEF O A
(a) Factual Data (b) Various Titles
Table 2. Example of Descriptions about “Haniwa Armored Man”

Description 1

Description 2

Description 2 (en)

Description 3

Description 3 (en)

LHp, FHAERE, @& 130.5. BIKBE, Lok - RERE ST, HI23, ZRSEANAOND, BULH LR AL
FEHRE LR, AWM RAIRE S, %2 LI ESERLC 1 TR, Shfig —E) 7 s, Rgi3m -
B HoMLZ R B D,

(from [11])

B (1FFBHT) -8 (L) OFOHEBIBRIREEANY (cTRENETES EDLEIN2&EniE) LML (&
) FFEOL TRULER (F02)) CHEEY, BCERT (270 220 T0ET, B (b)) 2BV EREIRE
O KINOWCHFENT, WEICOEPALTHEMTT, HPIEREANTR (9&) 2HA-TERY, BRRED
WEHRAOZRER L TWET, APHROT TH & bo TELARGLT, ST —oRETT,

The haniwa warrior wears a visorless keeled helmet (J. tatehagi-ita byédome shokakut-
suki), a armor (J. keikd) which consists of small panels of iron (J. kozane) laced together
with leather lace and puts the bracers (J. kote) on both forearms. His left hand bound
with protecting tie (J. tomo) holds a bow while right hand holds a sword. He has an air
to be going to revolt the sword. He puts the arrows in the quiver (J. yuki) on his back,
and what is displayed is the shape of full-armed warrior in the eastern country. It is an
extremely high-quality haniwa warrior and the only national treasure in haniwa.

FERRE LEREORAZ N E-HRTT, 13BN T, ¥ORAEHRHTHH (LZA) sty (Le 55
DENSE) EPSY,HR (F0I)) EXERDH (L5 (2 EEDTOET, WG, A RETS8FE (20
EOFTWET, EZFICBEbL, AFERIIOMIIHT, AICbHI 5 L LTWD L5 T, Hhicl, ReEAREZR (W
¥) AEA-TOWET, AHROT THE DO TENAEL T, MR TREZE—2OEETT,

It is a haniwa in the shape of the full-armed warrior in the eastern country. The haniwa
warrior wears a visorless keeled helmet (J. shékakutsuki) with cheek-guards and an armor
called keikd. It puts the bracers (J. kote) on both forearms to protect them. The warrior’s
left hand holds a bow while his right hand holds a sword slung from his waist. It seems
to be going to revolt the sword. He puts the arrows in the quiver (J. yuki) on his back. It
is an extremely high-quality haniwa warrior and the only national treasure in haniwa.

experts, and “Description 3” is rewritten for children from “Description 2” for
adults. In general, it is difficult to understand “Description 1”7, and it may also
be hard even to read aloud to them. Another longer description about the object
can be found on the Internet[12]. The authors suppose that the descriptions for
a web page or a printed article may be able to be longer than the ones for
an exhibition where visitors stop by and read them for a minute, even if the
expected readers are adults.

Many of the existing global content management frameworks, such as the Se-
mantic Web, assume that a global schema can be obtained, shared, and accepted
by all concerned. Furthermore, it is necessary for all content creators to describe
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documents consistent with the conceptual schema. We, however, must not for-
get that people often consciously and unconsciously say incorrect things. The
authors, therefore, make another approach to managing the content. The basic
idea of our approach that descriptions are separated from the factual data, such
as a unique identification number or its dimensions, as shown in Table 1 (a), in
the metadata and associated with the related factual data or other descriptions,
as opposed to the existing frameworks whose descriptions on each object are
included within the metadata as well as in the factual data. Some typical factual
data are the person, work, time, location, and organization.

In this paper, the term annotation will be used to refer to descriptions related
to the content. Annotation includes various titles, descriptions about objects or
terms, expressions of time period, location names, and so on.

We believe that our approach has the following advantages:

Dynamism of content repository. In our framework, basically any autho-
rized user can append their own description, as well as blog or Wiki. The
content repository gets dynamically grown, although existing frameworks
[13,9,10] are based on a global schema, such as RDF.

Maintaining quality of content. As opposed to weblog or Wiki, our frame-
work can maintain the content quality because our major content creators
are experts, such as researchers or curators of museums. Our framework
is open to general users, although a subject gateway approach[14] strictly
controls its content.

Enhancing content to be searched. The content can be extended with as-
sociated descriptions and that helps it to be searched. For example, when
the original title doesn’t contain “F\ A\”, which is used as a search keyword,
“filmtEHE %1 can be covered.

Association among contents. In the same manner as the advantage above,
our framework gives dynamic links among related contents that share the
same factual data. This advantage helps users to browse content archives.

Assistance for readers. Our framework gives links to technical terms stored
in the repository automatically, like Wiki. When a user reads a description
but it contains unknown technical terms, they can get help with it.

4 Systems for Content Management

4.1 Overview

Figure 1 illustrates our systems for content management based on Growing Meta-
data. The overall system consists of a content management system called Owlery
(middle of the figure) and clients of Owlery (right and left).

We apply our systems for educational purposes. Therefore, there are several
roles in our framework: experts from museums (bottom right), educators (middle
right), learners (top right), a content management service provider (middle), and
general users (left). Experts, such as curators of museums, use our client system,
called Owlery Client, for authoring metadata and descriptions about cultural
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Fig. 1. Owlery and its Clients

heritage objects. Although educators also use the same client, they describe not
only their own contents, such as neighboring historic sites, for classes but also
tasks that must be prepared prior to a class. Tasks contain some metadata, such
as objectives, dates, and subjects, and a content set as the course material to be
used in the class. The content set will be used with another client, called CEAX
Voyager, in the classroom by learners, under the guidance of the educator. On
the other hand, genenral users can use our web-based client, called Owlery Web
Client, to browse contents. Some users may append their own annotation.

4.2 Owlery: Content Management System

Owlery is our content management system and the core function of this frame-
work. It stores the metadata of cultural heritage objects, annotations, and course
materials declared by educators. The prototype system is implemented as Web
Services on Apache Axis2 and Java and the data are managed by PostgreSQL.

Owlery has a CEAX Search Service, which gives flexible full text search func-
tions based on an RS-model[15]. However, this is irrelevant to the main subject
of this paper.

4.3 Clients of Owlery

Owlery Client. Owlery Client is a fully-functional client system for authoring,
submitting, and utilizaing the contents of Owlery. Figure 2 (a) shows a snapshot
image of Owlery Client, which contains the main window (back) and pop-up
detailed information of a selected content. The main window has three panes: a
search pane (left), an authoring pane (middle), and an information pane (right).
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(a) Owlery Client (b) Owlery Web Client

Fig. 2. Snapshot Images of Owlery Clients

A user can search objects, terms, and tasks in the search pane, while authoring
their task in the middle. Information panes give useful information, such as sug-
gestions related to the authored task and history of the creation of the content.
In the detailed information window, they can declare their own description and
select images and descriptions to be used in class.

Owlery Web Client. Owlery Web Client is a web-based client. Although some
functions and its usability are less than with Owlery Client, it is easy to start
using. Figure 2 (b) shows a snapshot image of the system. A directory tree is
shown on the left, which is provided by an expert. Clickable links are designated
in blue on the web page.

CEAX Voyager: Client for Supporting Discovery Learning. CEAX Voy-
ager is an exploring tool for the contents of CEAX. It was designed for supporting
guided discovery learning in classrooms. Users can view scattered object images
in a two-dimensional space and zoom in on a selected image (Figure 3 (a)). It
can highlight remarkable regions of images (indicated in the yellow box), as well
as showing detailed information including descriptions.

In addition, the tool gives two computational functions: a graph layout and
classification. The graph function coordinates images according to two axes se-
lected by users (Figure 3 (b)). The classification function facilitates classifying
objects into two categories semi-automatically. When a user wants to find some
common factors of two groups or hidden relation amongst objects, they put a few
exemplars into a corresponding segment, which is indicated by the two bottom
regions in Figure 3 (c)). Next, the tool extracts common factors. However, the
details of the classification is irrelevant to the main subject of this paper.
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(a) Object Image and (b) Graph Layout (c) Classification
its Metadata and De-
scription

Fig. 3. Snapshot Images of CEAX Voyager

5 Feasibility Test

To reveal the feasibility of our approach, experimental classes were conducted
using CEAX Voyager at an authentic elementary school in Nishi-Tokyo city.
The learners were 89 6th-graders from three classes. The theme of the class,
which was configured by the teachers in charge, was to discover the secrets of
Haniwa. The teachers aimed to let pupils discover any secret, or hypotheses,
by themselves and learn the process of discovering though abductive inference,
verification, and presentation.

5.1 Data Set

In these experimental classes, we selected historic heritage objects from the Ko-
fun period of Japan, which was from the late 4th to the 7th century A.D.,
including the national treasures of Japan owned by the Tokyo National Museum
(TNM). We did this because Haniwa was supposed to be familiar to the pupils
and TNM owns the largest collection of Haniwa in the world. First, an archaeol-
ogist described annotations for each object and technical term (e.g. “Description
2”7 of Table 2). Then, a science writer rewrote the annotations for the pupils (e.g.
“Description 3" of Table 2). We prepared over 180 objects, 860 images, and 380
descriptions. From this collection, 291 images and corresponding annotations
were selected to load into CEAX Voyager.

5.2 Results

In the classes, some of the supportive evidences for our approach were observed
as follows:

Pupils were willing to read descriptions. The teachers and the authors
had expected that pupils would not want to read descriptions about objects,
because they usually tended to give up reading and lose concentration when
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Fig. 4. Selection of Actions in Experimental Classes

unknown characters appeared. However, the teachers were surprised that the
pupils got well-engaged with the beautiful images and tried to actively read
descriptions about one object after another. In fact, the actions related to
reading the descriptions were done much more than any of the other actions
(Figure 4). The most selected action was “holding the description window”
which facilitates visualizing the window that contains the descriptions.

Even descriptions for adults might be acceptable. We used some unre-
written descriptions, that is, descriptions for adults. Some pupils complained
about the low readability of them, which we expected. However, some tried
to read these descriptions even when unknown characters appeared.

In an interview with the teachers after the classes, they strongly agreed about
the success of the tasks and the effectiveness of our systems and contents, al-
though they couldn’t get sufficient help from the usual search engines in the past.
As a result, we believe that an appropriate form of expression for a description
is necessary and our approach is feasible for this purpose.

6 Conclusion

This paper proposes a conceptual framework called Growing Metadata and a
flexible content management system called Owlery. As a result of experimental
classes that used the content and systems of our proposed framework, we found
that the proposed framework is feasible for managing cultural heritage objects
and utilizing it for educational purposes.

There are some future issues to consider and they are as follows:

— Automatic metadata extraction for importing external data
— Dynamically adapted description
— Usability testing of Owlery clients
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Abstract. The importance of folklore can be manifested by Alan Jabbour’s
speech in the 100" anniversary of American Folklore Society-“folklore re-
flects on the ancestral missions that have shapes us, the inherited values that
we reflect and must radiate into the future”. Currently, most of the digital
preservation projects focus mainly on digitizing artifacts, in which the crafts
of how to make them and skills of how to use them are neglected. Besides,
folklore and religious rituals embed spiritual meanings. Step-by-step proce-
dure of a ritual is not trivial for a people or a religion. The motivation of this
project are manifested in three aspects: (1) folklore crafts, skills, and rituals
play the same important roles in preserving our ancestor’s wisdom in addition
to folklore artifacts; (2) media richness facilitates learning of courses with
high uncertainty and equivocality; and (3) e-learning with interactive videos
gains more learner satisfaction than non-interactive and traditional classroom
learning according to recent studies. In this paper, video clips are used for re-
cording step-by-step crafts, skills, and rituals. The metadata used here are
modified from our previous work regarding digital preservation of Taiwanese
folklore artifacts by emphasizing the “Relation” element in linking individual
steps together. A website served as an extension to digital library of folklore
artifacts has been constructed to be used as an e-learning platform for folklore
education in obligatory and higher education. The system not only constructs
a digital library for folklore preservation but provides instructional interactive
materials with media richness to support a more effective method for folklore
education than non-interactive or traditional classroom learning.

1 Introduction

In recent years, digital content development with applications to the preservation of
artifacts relating to the arts, languages, ecology, living styles, etc. has been studied
and implemented worldwide [1,2]. Most of the digital contents emphasized artifacts
rather than the craft in making or the skill in using these artifacts. Besides, folklore
and religious rituals have their spiritual meaning that step-by-step procedure embeds
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significant meaning for a people or a religion. In this paper, as a preliminary study of
digital content development for crafts, skills, and rituals, we applied the techniques of
digital preservation, metadata, and E-learning to digitize folklore crafts, skills, and
rituals for both preservation and online education. The same concept has been applied
to digitize childcare standard operation procedures (SOPs) [3]. The SOPs mentioned
here can also be referred to hospital operating procedures, experimental procedures
for implementing scientific researches, or the processes of natural phenomena, such as
photosynthesis in biology, reactions in biochemistry, hurricane generation in meteor-
ology, etc. In contrast to general non-interactive e-learning and traditional classroom
learning style, we proposed a metadata-based method for recording each step as a
metadata record in which the title, description, associated digital media, and other
related information are all included. Metadata format compatible with the Dublin core
[1] was adopted, in which the “Relation” element contains two quantifiers, i.e. “Has
Part” and “Is Part Of”, is used to interlink between the main (parent) metadata record
and its children metadata of individual steps.

The motivation and significance of this project are manifested in three aspects.
First, in addition to folklore artifacts [2], folklore crafts, skills, and rituals play the
same important roles in preserving our ancestor’s wisdom. Second, media richness
facilitates learning of courses with high uncertainty and equivocality [4]. Third,
e-learning with interactive videos gains more learner satisfaction than non-interactive
and traditional classroom learning according to recent studies [5].

1.1 Merits of Folklore and Folklore Education

The importance of folklore can be manifested by Alan Jabbour’s speech in the 100"
anniversary of American Folklore Society, which stated that “folklore reflects on the
ancestral missions that have shapes us, the inherited values that we reflect and must
radiate into the future” [6]. The word “folklore” may refer to unsubstantiated beliefs,
legends, and customs, currently existing among the common people [7] or substanti-
ated artifacts, crafts, skills, and rituals, widely governing the living style of the com-
mon people [2]. It can be stated that folklore customs take shape within a definite
area, among a group of people in a collective environment. After a long period of
settling and accumulation, during which the people can make their own choices and
spur each other on a certain way of life, and then a certain mindset gradually emerge,
which in turn lead to folk customs, religious beliefs, and value systems. People grow-
ing up in the same circle of folklore and customs will mutually understand each other,
and will have the similar beliefs and share a worldview and a tacit understanding
about many practices.

1.2 Folklore Artifacts and Their Relations to Folklore Crafts, Skills and Rituals

In general, folklore refers to the society and culture tradition of the common people
and the customs practiced and beliefs held by the vast majority of people in the cultural
mainstream that they have inherited from their ancestors, including legends, stories,
religious beliefs, festivals, ancestor worship, taboos, ceremonies, leisure activities,
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music, singing, dance and so forth [2]. As a result, the value of folk artifacts, crafts,
skills, and rituals lies in their demonstration of popular conceptions, life wisdom and
the ancestral legacy hidden within the culture. Their basic value lies in their tight
intermeshing of spirituality, psychology, and social mores; and their social functions
and symbolic cultural meanings lie largely in their artistic and historical worth. In a
previous investigation, we had finished content development and digital preservation
of the Taiwanese folklore artifacts [2]. In this paper, we focus on the folklore craft in
making and the skill and ritual in using these artifacts. For example, the craft in making
puppets concerning wood sculpture, painting, clothing, and decoration, while the skill
of using or playing the puppet in religious rituals regarding delicate finger operation,
hand control, and arm and body movements.

Folklore objects and activities can be classified into four different types which in-
clude artifact, craft, skill, and ritual. One of our previous investigations focused only
on digitization of folklore artifacts which are divided into ten categories [2]. In this
paper, three types of folklore activities were added to make the folklore content and
preservation more complete so that the spirits of folklore can be demonstrated more
exhaustively. Table 1 shows the classifications and categories of the folklore artifacts
and activities. An example of step-by-step demonstration of making puppet head is
demonstrated in Table 2.

2 Materials and Methods

An artifact is related to static presentation of the folklore, which is usually an artwork
produced by a craftsman, and eventually used as a tool in daily life or a utensil in a
ritual. The skill refers to the use of artifacts skillfully in a ritual, daily life, or cere-
mony. Therefore, in this study, we classified the folklore objects and activities into
four types, i.e. artifact, craft, skill, and ritual. The latter three types are referred to
folklore activities embedding dynamic characteristics that can be delineated and re-
corded by step-by-step video clips.

Step-by-step folklore activities were demonstrated practically by the folklore spe-
cialists invited to participate in this study and the actions were taken by a professional
photographer using a digital camcorder. The text and oral description of a folklore
activity were done by a folklorist who majors in this specific activity. Video clips of
individual steps were obtained by using the video editing software to edit a video
sequence and saved as the Microsoft wmv and Apple Quicktime formats. These video
clips were then combined with other related information and recorded using metadata
format compatible with the Dublin core standard. Metadata designed based on the
Taiwanese folklore artifacts [2] were extended to include folklore crafts, skills, and
rituals.

2.1 Media Richness and Interactive Videos to Facilitate Learning

People generally acquire knowledge using different modalities and that individuals
possess varying degrees of strength in each of them. In recent years, a great deal of
research has been done on learning styles. Extensive research has been done concerning
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different learning styles or modalities [8,9]. Some students are visual learners, and
others are auditory or kinesthetic learners. Some students learn globally, some ana-
lytically, some in a random fashion, while others learn sequentially. In a meta-
analysis of learning and modalities study, Reiff [9] found that approximately 25% to
30% of students in a classroom are auditory learners, 25% to 30% are visual learners,
and 15% are kinesthetic learners. Flaherty [8] reported that about 40% of students in
K-12 consider themselves visual learners, 20% believe they are auditory, and 40% say
they are kinesthetic learners. It is clear from these examples and many more found in
numerous research articles, that although some students have strengths and weak-
nesses in certain modalities, most students learn with all their modalities [9].

Although different people have their individual strength for learning with various
senses, the auditory and visual senses, manifested by video learning, seem to be more
efficient for most people. More recent investigations showed that interactive videos
are more effective than non-interactive videos [5]. It was also found that high media
richness facilitates learning for courses with high uncertainty and equivocality, while
it might cause distraction or loss of focus for courses with simple tasks [4]. Folklore
artifacts, crafts, skills, and rituals embed abstract social, psychological, and spiritual
concepts and sometimes unsubstantiated believes [7], they will definitely need high
richness media to facilitate learning for learners with various age groups. In this pa-
per, we apply metadata for constructing individual steps of the folklore crafts, skills,
and rituals to support interactive multimedia environment emphasizing on interactive
video for online folklore education.

2.2 Metadata Design and Webpage Implementation

In Table 2, an example of metadata showing individual steps of the procedure for
delineating puppet head making is given. Each step in this table has a corresponding
video segment. Additionally, a main (parent) metadata record is used to interlink with
its related activity steps (children) by the “Relation” element proposed by the Dublin
core, in which, as shown in Fig. 1, the element contains two Quantifiers; i.e., “Has
Part” and “Is Part Of” for describing the sequential relation between the parent and

Folklore
Craft, Skill, and Ritual
Parent Metadata

Is Part Of Is Part Of Is Part Of

Has Part

Has Part Has Part

Step 1
Child Metadata

Step 2
Child Metadata

Step N
Child Metadata

Fig. 1. Relationships between a parent metadata record and its children steps
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Tvpe Collection Type [Folklore Artifact
yp Sub Collection Type [Arts and Recreation
Title Budai Opera Puppet
Classified Number AARPU_00
Content Hand Puppet Theater
Subject Traditional Hand Puppet Theater has a very classical
. . . and refined flavor about it. It has seven major
Situation and Function . .
characters, including students, females, clowns,
monks/nuns, children, miscellaneous and beasts
Has Part
Relation |Is Part Of
Reference Source CACPU_00
:
Tvpe Collection Type [Folklore Craft
yp Sub Collection Type [Artistic Carving
Title Taiwanese Hand Puppet Theater-The craft of making the puppet head
Classified Number CACPU 00
Content Hand Puppet Theater
The head of the puppet is important as it gives it life
and personality. The types of heads can be divided
Subiect overall into “san gu” (lit. three bones) and “wu hsing”
] . . . (lit. five forms). San gu refers to the brow, cheeks,
Situation and Function . : .
and jaw bone, while wu hsing refers to the two eyes,
two nostrils, and mouth. San gu and wu hsing endow
the puppet it’s own aesthetic beauty, personality, and
emotions and feelings.
CACPU_01, CACPU_02, CACPU_03,
Has P, CACPU_04, CACPU_05, CACPU_06,
as Part CACPU_07, CACPU_08, CACPU_09,
Relation CACPU_10
Is Part Of
Reference Source AARPU_00
Is Par% Is Part Of Is Part Of
\
Has Part Sequential Relation| || ... ... Has Part
Tvpe Collection Type [Folklore Craft Tvpe Collection Type [Folklore Craft
¥p Sub Collection Type [Artistic Carving ¥p Sub Collection Type [Artistic Carving
Title [Selecting wooden blanks Title |[Applying varnish and hair application
Subject |Classified Number CACPU_01 Subject |Classified Number |CACPU 10
. |Has Part Relation Has Part
Relation 1751 of CACPU_00 Is Part Of CACPU_00
V Has Part
Type Collection Type [Folklore Craft

Fig. 2. A metadata example for implementation of sequential and reference relations

children metadata records. Additionally, the Quantifier “Reference source” is applied
for expressing its relationship with other artifacts or folklore activities. The “Has
Part” Qualifier is used for the parent metadata record to relate to its children steps,

Sub Collection Type [Artistic Carving

Title [Sculpting work
Subject |Classified Number CACPU 02
. |Has Part
Relation ;b of CACPU_00

while the “Is Part Of” for the child steps to trace back to their parent.
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A practical example describing the sequential relation and reference relation for the
craft of making puppet head is shown in Fig. 2. With this mechanism, all the child
steps can be tightly connected to their parent so that the ASP webpage design pro-
gram can support flexible interaction between the users and the browsers for easy
navigation. Also as shown in Fig. 2, the Quantifier “Sub-Collection Type” was added
to the Element “Type” in the metadata proposed in [2]. A Microsoft SQL2000 server
is built for handling database management and query. The web pages were designed
using ASP.net.

3 Results

Figure 3 shows the homepage of the website supporting the digital preservation and
online education for folklore crafts, skills, and rituals, where (a) shows the main
metadata record in English and (b) in Chinese interfaces and descriptions. As depicted
in the figure, the frame at the left allows the user to select the topics that he/she wants
to browse. For each craft, skill, or ritual, a step-by-step video demonstration accom-
panied with either Chinese or English description can be selected by the ¥ s
(Chinese) or English button. The user can click Play button or click an icon related
to its individual step to enter into step-by-step demonstration, as shown in Fig. 4. As
demonstrated in this figure, the user can choose continuous play by clicking on the
Continuous button or step-by-step play by selecting the desired step from the icons
displayed at the bottom of the right frame, or using Previous or Next button to navi-
gate sequentially. A user who intends to go back to the main metadata page (Fig. 3)
can just click the Main button. For interoperation, web pages with XML format com-
patible to the Dublin core can be initiated by clicking the XML button.

4 Discussion and Conclusion

Jensen [10] noted that when more senses are involved in the learning process, a
greater impression is made and the longer the information stays with the learners. An
enriched environment creates a thicker cortex within the brain, more dendrite branch-
ing, more growth of spinal nervous, and larger cell bodies that lead to cells that com-
municate better. An enriched environment is multi-sensory so that people are able to
see, hear, say and do as they learn. Fauth [11] and Jensen [10] indicated that people
retain 10% of what they read, 20% of what they hear, 30% of what they see, 50% of
what they see and hear at the same time, 70% of what they hear, see, and say, and
90% of what they hear, see, say, and do. Jensen [10] also noted that most people learn
many things at the same time due to the abilities of their brains to process concur-
rently vast amounts of information, emotion, and awareness.

Einstein stated that he felt an idea first, and then experienced it through visual and
kinesthetic images, before he was able to put the idea into words [12]. Diamond [13]
demonstrated that enriching the learning environment changes the structure and abil-
ity of the brain’s cerebral cortex.
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Table 1. Categories and examples of Taiwanese folklore artifacts and activities. Refer to [2] for
examples of folklore artifacts.

Co%ectlon Sub-Collection Example
ype Type
. Wooden utensil carving, bamboo utensil carving, leather carving, idol
Carving . L .
carving, puppet head carving, jade carving, etc.
Bamboo leave conical hat weaving, lantern weaving, tradition coir
Weaving raincoat weaving, straw sandal weaving, Chinese macramé, “dark flower”
weaving, xiangbao weaving, embroidery.
. Pottery, leather, dough figurines, candy blowing, glass, jiaozhi pottery,
Molding . .
cutting and pasting, etc.
Paintine/ New Year’s paintings, block print paintings, Taoist written incantations,
Craft D ing Chinese opera face makeup, idol painting, painting of objects, cloth
ying dying, plant dying, etc.
Folk Calligraphy brush making, Chinese ink preparation, drum making, fan
Culture making, oil umbrella making, lacquerware making, papier mache making,
Items kite making, top making, etc.
Metal Objects | Gold objects, silver objects, tin objects, iron objects, bronze objects, etc.
Manufacturing
Special Lion head making, miniature carving, micro carving, rice carving, brick
Crafts carving, egg carving, hair carving, shell painting, etc.
Nanguan performances, beiguan performances, nanhu performances,
Traditional bayin performances, erhu performances, dulcimer performances, pipa
Opera performances, bamboo flute performances, sheng (a reed pipe instrument)
performances, etc.
. Bajiajiang performances, Songjiang Battle Array performances,
Musical . .
Cheguzhen performances, dance drumming array performances, bull fight
Instrument .
dance performances, cloth horse dance performances, Taiwanese
Performances .. .
aboriginal dance performances, lion dance performances, etc.
. Boxing performances, knife performances, spearplay performances,
Skill Dance L
swordplay performances, staff performances, taichiquan performances,
Performances .
qigong performances, etc.
. Top spinning performances, stilt performances, diablo performances,
Martial Art L. . :
shuttlecock kicking performances, jump rope performances, Zhongkui
Performances
dance performances, war drum performances, puppet performances, etc.
Nanguan performances, beiguan performances, nanhu performances,
Special bayin performances, erhu performances, dulcimer performances, pipa
Performances | performances, bamboo flute performances, sheng (a reed pipe instrument)
performances, etc.
Religious Buddhist, Taoist, Protestant, Catholic, Islam, and Yi Guan Dao
Ceremonies ceremonies, etc.
Belief Venerating the Ruler of Heaven, the Earth God, Matzu, Buddha and
Rituals ancestors, Avalokiteshvara, and Guan Gong, etc.
Pra Sending of the royal barge, the Jianjiao Ritual, the Raojing Ritual, the
Ceremgnies Incense Offering Ritual, the Gehuo Ritual, the Water Lantern Ritual, the
Sky Lantern Festival, and the Qianggu Ceremony, etc.
. . New Years, Lantern Festival, Tomb Sweeping Day, Dragon Boat Festi-
Ritual Celebrat}ons val, Ghost Month, Autumn Moon Festival, Winter Solstice, and Weiya
and Festivals
(end of the year party), etc.
Aboriginal The Pas-taai Festival, the Harvest Festival, the Ear-Shooting Festival, the
C En Flying Fish, the Eel Worshipping Festival, and the Qiandian Ceremony,
eremonies | -
Speci Tossing Boabwei, divining by the Eight Diagrams, the soul leading
pecial . oy . . €
. ceremony, the Guanluoyin Ceremony, exorcising ceremonies, Antaisui
Ceremonies
Ceremony, etc.
Clothing and Jewelry, Kitchenware and Dinnerware, Furnishings, Transportation, Arts and
Artifact | Recreation, Machinery and Tools, Religion and Religious Ceremonies, Aborigines, Study,
Documents and Deeds.
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Table 2. Step-by-step descriptions of the folklore craft for puppet head making

Step Name Description
CACPU_01 . The wood from Chinese Phoenix, red-bark oak, long-an, camphor trees are
Selecting |generally used in the making of blanks as they are hard but light, easy to
wooden [carve, don’t warp easily, and easy to manipulate because of their lightness.
blanks |Wood blanks are soaked in water for three to four years before the carving
PN —— work begins to make them durable and prevent them from rotting
CACPU_02 The head of the puppet is first roughly etched into the wooden blank using
an appropriately sized axe. A V-shape blade is first etched onto the wood
Sculpting |carving tools such as slanted, round, and flat-edged knifes are used to
work define more clearly the san-gu (three bones) and wu-hsing (five shapes).
Extra care must be paid to the shaping of the ears. The work of each
craftsman is different.
CACPU_03
— - . After the rough carving is finished, the craftsman brings out the facial
ﬁ;".:.:ﬁ Reﬁmng features, including the corners of the eyes and mouth, nostrils, philtrum,
. work nasolabial furrows, and ear holes and lobes.
CACPU_04
I.r'. . Coarse sandpaper is used several times to smooth the uneven inner and
i Sanding ;
exterior surfaces of the doll.
CACPU_05
Ultra-fine, permeable tissue paper (also used in traditional Chinese paint-
Paper ing) is affixed to the head with paste to cover the pores of the wood and to
covering |give it a “fleshed out” feeling when it is completed. Over time as the paint
peels and reworking is needed, the paper is much easier to peel off.
CACPU_06 . The wood is painted with a mixture of finely filtered yellow sand and glue
Applying (3:1 ratio. They are boiled until they melt and combine). From five to eight
sand-based |layers are applied. After the paint is dry, the wood is carefully and repeat-
plaster edly sanded down until it is smooth and free of coarse wood pores. From
five to eight coats of plaster are needed.
CACPU_07
Smoothing After the plaster is applied, the wood is dried natural.ly in the sun. Coa.rse
the plaster and fine sand paper is then used to smooth out paintbrush and carving
p marks, leaving the wood smooth. The work is finished when there are no
surface  |visible coarse wood pores.
CACPU_08
L . A mixture of colored powder and glue in 3:2 ratio is cooked together. From
ACQUETING |five 1o eight coats are applied to the now sanded and coated wooden blank.
CACPU_09
Applying |After the lacquer is applied, traditional paints are used to create the face
face make- |pattern. It is used to make eyebrows, eye sockets, lips, wrinkles, commode
up (a traditional kind of head piece), and black hair.
_-..SACPU—IO Applying Hair may be put into a bun or alternatively facial hair such a beard, mous-
varnish and tache, or whiskers can be added depending on the age of the character.
. Either real hair or silk threads are dyed then affixed into prepared holes and
1‘{311‘ ) affixed firmly into place using hot glue. The hair is styled based on the role
%l application |it will play.
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Fig. 3. Web pages for showing main (parent) metadata record of making puppet head with (a)
English and (b) Chinese interfaces and descriptions

Fig. 4. Web pages for showing child metadata of making puppet head for (a) Step 1, (b) Step 2,
and (c) Step 10, respectively
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All the above psychological and educational theory and studies support interactive
learning to be a more effective method for training of practical skills. In conclusion,
in this preliminary study, digital preservation of folklore crafts, skill, and rituals using
metadata has been proposed. The potential of using these materials with media rich-
ness and high interactivity for providing step-by-step demonstration of the task has
been addressed. Metadata used for digital preservation of the Taiwanese folklore
artefacts have been extended to accommodate folklore activities including crafts,
skills, and rituals. The “Has Part” and “Is Part Of” identifiers in the “Relation” ele-
ment are used to link the parent metadata record with its related children records for
delineating sequential relation, while the ‘“Reference” identifier used for linking
among resources in the 4 categories. The system providing interactive learning and is
expected to attain more effectiveness than the non-interactive learning [3,4,5]. Further
large-scale investigation and evaluation will be done in our institutions. The proposed
method will be also applied to preservation and education of folklore crafts, skills,
and rituals in the near future.
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Abstract. The National Digital Archives Program (NDAP), Taiwan has devel-
oped advanced technologies for managing digital video archives. The technolo-
gies enable us to build indexing systems for fast retrieval of digital video
contents, and add values to the contents. This paper takes the Digital Museum
of Taiwan's Social and Humanities Video Archive project as a case study to
demonstrate the role of information science technologies in developing digital
video archive systems and digitizing video and audio resources. By sharing our
experience and the technologies developed in our research, we hope to provide
digital content providers and researchers with guidelines for the design and
development of digital video archive systems and value-added video/audio data.

Keywords: video archive, video content analysis, video index, video manage-
ment.

1 Introduction

The National Digital Archives Program (NDAP) of Taiwan, which was launched on
January 1, 2002, is sponsored by the National Science Council (NSC). The program’s
objective is to promote and coordinate the digitization and preservation of content at
leading museums, archives, universities, research institutes, and other content holders
in Taiwan [14].

The Digital Museum of Taiwan's Social and Humanities Video Archive is an ap-
plied research project of NDAP’s video and audio archives. Its main purpose is to
offer free public access to a digital library containing 3200 volumes (1600+ hours) of
16mm and Beta cam video footage. This video content was produced or collected by
Daw-Ming Lee, at Taipei National University of the Arts (TNUA) [4] [10].

The archive is a collaborative project between TNUA and Institute of Information
Science (IIS), Academic Sinica. TNUA is responsible for digitizing video/audio data,
constructing metadata, user interfaces, and the visual presentation of information.
Meanwhile, IIS is responsible for providing and integrating information technologies,
and building metadata databases and management systems. IIS is also responsible for
developing the following sub-systems: video/audio data format transformation, shot
detection, metadata searching, audio searching, and the environment for the integra-
tion and distribution of data streaming.

The remainder of the paper is organized as follows. Section 2 describes related
works. Section 3 describes the video archiving process. Section 4 details the system
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architecture, its implementation, and addresses several implementation issues. Finally,
we present our conclusions and indicate some future research directions in Section 5.

2 Related Works

Many digital archiving systems (DAS) have been developed since the mid 1990s. The
goal of such systems is to provide user-friendly ways to save and present digital con-
tent so that users can retrieve and browse it easily.

Recently, there has been a rapid growth in video content produced by traditional
means (e.g., news channels, educational content, entertainment media), and individu-
als. Consequently, many DAS have gradually extended their archived material from
text/image content to video content. However, building a video archiving system is
extremely challenging due to the size of the files and the content indexing problem. A
number of researchers have presented various techniques for, and shared their experi-
ence in, building better video archiving systems.

The Informedia project [1] is famous for developing new technologies for video
library systems. It uses a combination of speech, language, and image understanding
to segment and index a linear video automatically. A speech recognizer is used to
automatically transcribe a video soundtrack into text information, and a “video skim-
ming” technique creates a video abstract that facilitates accelerated viewing of video
sequences.

Another important video management project is IBM’s CueVideo [5], which uses
shot-boundary detection to summarize a video and extract key frames. It acquires
spoken documents from videos via a speech recognition component, and the tran-
scribed text is indexed to retrieve related audio/video clips.

In 2002, Marchionini and Geisler published the Open Video Digital Library
(OVDL) [9], an integrated system that processes data for digital video archives. In
this system, key frames are first extracted using MERIT software [12] and a Java
program. Then, keywords are annotated, mainly manually, for the video and audio
content. In addition, OVDL catalogs videos based on the attributes of genre, duration,
color, and contributing organization. It also combines a number of key frames into a
storyboard in order to present video content rapidly.

The Fischlar System [8] is an ongoing project that Dublin City University (Ireland)
began developing in 1999. It utilizes advanced technologies for video management
and analysis. First, it detects video shots via a shot-boundary detection module. Sec-
ond, it deletes advertisements from the video shots obtained in the first step. In the
third step, the system analyzes the content of remaining shots by spoken dialogue
indexing, speech/music discrimination, face detection, anchorperson detection, shot
clustering, and shot length cue, all of which are implemented based on the SVM algo-
rithm. Finally, it applies the story-segment program to combine several shots into a
story segment and saves the result in the database.

The systems and projects described above provide good guidelines for building a
digital video library; however, they only process Western languages. Until recently,
there has been a lack of techniques and experience for developing a video archiving
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system (e.g., a speech recognizer and a caption recognizer) for a Chinese environ-
ment. In this work, we report on such a system and release source code of two com-
ponents, the watermark appending module and the format transformation module. The
source code and executable program are available on the Open Source Software
Foundry [15]. We discuss the components further in Section 3.2.

3 Video Archiving Process

Our video archiving process is divided into two stages. In the first stage, we choose
an appropriate metadata standard to preserve the detailed description of our video
file. The second stage is video digitization and content analysis, in which we digitize
Betacam tapes into digital files and send the digital videos to the content analysis
modules. This process reformats Betacam tapes into a digital format so they can be
managed by our digital video archive system (DVAS).

3.1 Metadata Analysis

A number of video metadata standards have been proposed, for example, MPEG-7,
developed by the Moving Picture Experts Group; the Standard Media Exchange
Framework, developed by the BBC; the P/Meta Metadata Exchange Standard, devel-
oped by the European Broadcasting Union; the European CHronicles On-line project
(ECHO), developed by the European Community [6]; and the Dublin Core applica-
tion profile for digital video, promoted by the Video Development Initiative [16].

In our research, we initially used the Dublin Core metadata standard as a guideline
to analyze the metadata. We found that, although the basic columns fulfill the needs
of content description, the 15 columns defined by Dublin Core are not sufficient to
describe all the content properties required in the management and archiving of audio
and video content. Thus, in the second stage of our project, we used the metadata
standard developed by ECHO as our guideline for metadata analysis because its defi-
nition of video metadata is more detailed than that of Dublin Core. The ECHO stan-
dard is an adaptation of the Functional Requirements for Bibliographic Records
Model (FRBR Model) of the International Federation of Library Associations and
Institutes (IFLA). We made minor modifications to the ECHO metadata standard in
order to analyze, design, and develop the metadata management system for our digital
archives and databases.

3.2 Video Digitization and Content Analysis

In this stage, we first transfer Betacam tapes to MPEG-2 files via a video capture card
so that we can analyze, process, and preserve the video content at a later stage. Fig. 1
shows the video analysis and processing procedure, which is divided into six mod-
ules, namely: metadata injection, caption recognition/appending, voice recognition,
shot detection, watermark appending, and format transformation. As these modules
are all independent, users can utilize multiple computers to access different modules
to reduce the processing time. In addition, all of these modules support batch opera-
tion to process a large number of video files in one operation.
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Fig. 1. The video analysis and processing procedure

1. The metadata injection system is a web system that is connected to the database
system of DVAS. It allows a content provider to input metadata about a video via
the user interface. The injected metadata is saved in the database and used to sup-
port DVAS when responding to users’ keyword queries. To prevent misuse of the
metadata by unauthorized people, the system contains a member authentication
mechanism.

2. Caption recognition/appending. (i) The caption recognition module automatically
retrieves the transcript from video content with captions if the content provider does
not supply a transcript. Temporal information for indexing video content is also
saved. A user can then use a keyword search to browse related video clips via the
transcript and extra temporal information. In order to adapt to the general language of
video files in Taiwan, this module focuses on processing Traditional-Chinese cap-
tions. The module was developed by joint cooperation between Chang et al. [7] and
us. Its accuracy rate for recognition is over 90%. (ii) The caption appending module
appends captions to a video from an external text file if users want to add captions to
an uncaptioned video.

3. The voice recognition module is similar to the caption recognition module, but it
processes the audio content of a video file. The module is developed via cooperation
between Wang et al. [10][13] and our laboratory. It retrieves the transcript from the
audio channel of the video, and saves it in DVAS. Users can use a keyword to search
video content via the transcript, and then browse related video segments. This module,
which focuses on processing Mandarin Chinese speech for videos, has an accuracy rate
between 40% and 95%, depending on whether the voice data is noisy or clear.

4. The shot detection system performs shot detection on the MPEG1/2 files and out-
puts the analysis results as an XML file containing the temporal information about
locations where scene content changes dramatically. We developed the technique of
shot detection by cooperating with Shih et al. [2]. The video abstract extraction pro-
gram extracts a n-second segment from each shot detected. It then combines these n-
second segments into a “Summary Video”, which allows users to efficiently preview
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the video content. Meanwhile, based on the shot detection results, the key frame ex-
traction component extracts the appropriate frame from each shot to construct a JPEG
format “Key frame image” file for static display.

5. The watermark appending module can embed an external image into every frame
of a video file. A content provider can select a logo image and append it to a video to
indicate ownership and discourage illegal use.

6. The format transformation module converts video data into different formats. For
example, it can convert MPEG-2 files into MPEG-1, WMV, or RM formats. In addi-
tion, users can set up attributes for the output file, such as the frame size, bit rate and
so on. Specifically, this module can generate a streaming file with a multi-bit rate
format that can handle the various bandwidth of the Internet.

In Table 1, we list the time consumption for these modules. The testing environ-
ment is Windows XP with a P4 3.4G CPU and 1.5GB memory. The test data is 10
video files in MPEG2 format. The frame size of the files is 640%*480, and the frame
rate is 29.97 per second.

Table 1. The time cost of the video content analysis modules

Time consumption rate
Module (processing time / Note

video duration)
Caption recognition mod-
ule 1.0~1.7 Depending on the number of captions
Caption appending mod- 0.60 ~ 0.63
ule
Voice recognition module [1.0 ~ 1.5 Depending on the number of video data
Shot detection module 0.7~1.0 Depending on the number of shots
Watermark appending 0.65 ~ 0.70
module
Format fransformation 0.7-0.9 The output format is WMV with 352%240
module o frame size; the bit-rate is 364K.

After analyzing and processing, the video content is stored in DVAS using differ-
ent formats, including text, image and video files. DVAS manages the data, which can
be edited, searched, browsed, and used when required. We describe DVAS in detail in
the next section.

4 DVAS Architecture and Implementation

4.1 The Components and Workflow of DVAS

DVAS preserves video metadata and digital video data. To enable the general public
to browse and search video content online, DVAS comprises a metadata database, a
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voice database, a video management and search system (VMSS), and a streaming
server. Fig.2 illustrates the workflow of DVAS when responding to users’ queries.
The metadata database is responsible for saving injected metadata and the results of
video caption recognition. The voice database is responsible for saving voice data
obtained from the voice recognition module.

In DVAS, the VMSS provides capabilities for video management, such as metadata
add/update/delete, and member authentication. It also provides a web query-interface
and shows the query results obtained from the voice and metadata databases. To sup-
port real-time online viewing of videotapes, reduce the need for high network band-
width, and protect intellectual property rights (i.e., prevent illegal copying), the
DVAS utilizes a streaming server to play the video/audio content of videotapes.

4.R st .
Database 3.Return Video v?él:ss Streamlng Server
Metadata

Metadata

2.Full Text
Search

5.Return Video 6.Return Video
Metadata Streaming Data
2.Voice Search

Video Management

] and Search System 1.Query e
Database L

Voice —J‘e
User

Fig. 2. The workflow of DVAS

4.2 The Implementation of DVAS

DVAS utilizes a 3-tier architecture: Apache and Tomcat Web programs serve as the
application’s server-tiers, and Oracle serves as the database-tier. We use the Linux
Red Hat operating system for the server-tiers. The web pages were developed with
JSP technology and Java Beans, and the video search engine was integrated with a
streaming server for video/audio broadcasting. We use the Microsoft Media Server as
the streaming server to publish WMV-format files. The hardware comprises two 1U
servers with Intel Xeon processors to run VMSS and the streaming system. There is
also a disk array that stores video abstracts and key frames as the total file size is 840
GB. Original videotapes are backed up with large tapes, because they are not accessed
very often and the total file size is very large (over 8 TB).
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4.3 Implementation Issues

4.3.1 Components for Video Content Analysis

We have already introduced several components for content analysis in Fig. 1. Each
of these components is independent, so users can operate all or portion of them at the
same time via several computers. In addition, all these components support batch
operation, except the metadata injection system; thus users can deal with a large num-
ber of video files in one manipulation. As the components are independent, users can
choose the minimum number of components to meet their requirements and easily
reduce the processing time by using multiple computers. Furthermore, if the users
have their own requirement for video content analysis, they can easily attach an ex-
ternal component to the system without modifying the original components.

4.3.2 Voice Data Search

In the DVAS, there are two kinds of metadata, one is purely text and the other is voice
data. As we know, many words have a similar pronunciation, such as “two” and
“too”. In this case, the voice recognition module may not choose the correct output
results so that the recognition accuracy rate will decline. To solve this problem, our
voice recognition module outputs the results in a format similar to phonetic symbol
data, rather than as characters. When a user sends a query via the voice search func-
tion in VMSS, the query text will be automatically transformed into the above format
and sent to the voice database for comparison.

4.3.3 Watermark Appending Module

The watermark appending module allows users to embed a logo image into every
frame of a video. In this way, the user can claim ownership and prevent illegal usage
of his/her video files. Although this sounds efficient, it raises two problems. The first
is that the result cannot be reversed, once the process is finished, the original frames
of the video are changed forever. The second problem is that processing takes a long
time if the user wants to deal with a large number of video files. To solve the two
problems, we use the FLV format, developed by Micromedia, as the streaming format
in our new platform. Because this format has a multi-layer architecture, we can add a
new image layer into video frames in real-time when members of the general public
browse video content. In this way, we can provide rights protection for video files
without the above problems.

5 Conclusions and Future Work

The Digital Museum of Taiwan's Social and Humanities Video Archive project was
established three years ago. It has developed from digitizing original negatives to the
formulation, entry, management of metadata, and video searching. A complete work-
flow of digital archive applications has been established and verified, and the project
has yielded productive research results. Besides above archive project, we also pro-
vide these technologies to Digital Archives of Formosan Aborigines program [3] and
Government Information Office, Republic of China (Taiwan) video archive system
(in building). The two projects are important archive projects, and have rich video
data (2000+ hours). Through our techniques, they can easily build a video manage-
ment system and then provide the video data to general public.
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We now indicate some future research directions.

1. Improve the workflow of automatic digitization. Currently, certain steps, such as
the selection of key frames, are sometimes performed manually in order to select
an appropriate image. In the future, we will integrate different methods to stream-
line manual processing, which will reduce errors and improve the system’s overall
performance.

2. Improve the technology for voice searching, as the accuracy rate of voice recogni-
tion in video files is not very good because of speakers’ accents and background
noise.

3. Integrate video copy detection technologies for digital rights protection. Currently,
users often add non-visible watermarks to protect digital rights, but this is very costly
in terms of computing time. Also, watermarks spoil parts of a frame, and their robust-
ness against attack is not sufficient to guarantee security. Thus, we are developing
technologies that will automatically find a video’s feature information. Then, based
on that information, we can compare two videos quickly. If the two video’s features
match, we may infer that the original video was probably pirated.

4. Open our sources to the public. We have already released the source code and exe-
cution files of the video format transformation and video watermark appending tools
via the Open Source Software Foundry (OSSF) Web site [15]. By continuing to open
our sources, we expect that more people will become involved, thereby promoting the
development of the digital video archive.

5. Integrate content-based retrieval techniques. Content-based visual retrieval has
received a great deal of attention from researchers in recent years. Users can use vis-
ual cues, such as color, texture, shape, and motion, to search perceptually similar
video clips. Therefore, the integration of text and content-based retrieval would pro-
vide a more flexible way for users to process queries.

The complete Digital Museum of Taiwan's Social and Humanities Video Archive
project has a vast amount of high quality content and employs several techniques to
process and present it. Due to space limitations, we have only described the technolo-
gies and system architecture of DAVS. Other topics, including video content, e-
learning systems, the design of metadata, and the development of information science
technologies have not been discussed in this paper. In the future, we will continue in-
depth research and development of these areas in order to construct a more advanced
digital library.
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Abstract. The research project presented in this paper aims to meet the need for
courses in Chinese traditional calligraphic art through the use of digitalized
paintings. Thus, this paper delineates vital aspects associated in converting such
materials to e-formats and the platform on which digital archives and digital
learning may become possible. Moreover, the construction of a platform for in-
tegrating digital content with e-learning creates a frontier, opening up new re-
sources in Chinese traditional calligraphic painting instruction.

Keywords: SCORM, e-learning, contents package, learning objects, Chinese
traditional calligraphic paintings.

1 Introduction

The raw materials used for this research project comes from a wide range of sources
including: teachers’ designs, existing media, internet websites, commercial databases,
and, most significantly, digital archives. The major institutions having participated in
the national digital archive plan since its initiation in 2001 are the National Palace
Museum, National Museum of History, National Museum of Historic National Re-
cords, National Library, National Museum of Natural Sciences, Office of Historic
Taiwan Records, Academia Sinica, and National Taiwan University. Digital content
thus shared have traveled afar to the four corners of the country as its residents,
regardless of their distance from the institutions, take advantage of such a resource in
research and instruction.

However, for the digital archive content to be effectively used by learners in the e-
environment requires them to be further treated with value-additions. This is due to the
fact that the metadata format associated with those existing digital archive contents
differs in various fundamental aspects from what is needed in an interactive learning
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environment. That is to say, the perspective associated with and the practicality arising
from dynamic instructional settings are such that they necessitate digital archive
contents to be additionally processed for their conversion to a format readily to be
used for teacher-student interactive activities. In the conversion process, the raw
digital contents themselves, along with the metadata format, would be specifically
treated accordingly to the requirements put forth by the e-learning environment.

This project is made all the more urgent and imperative, in view of the drift in the
trend reflected in the new wave of reformation in Taiwan’s school education. Evi-
denced is the lack of courses offered to teach Chinese traditional calligraphy and
paintings in elementary, middle and high schools. Courses, which would introduce
students to this distinctive art form and engage them in appreciating and learning it,
have been scratched because their importance and value have not been stressed. This
dire situation feeds a corresponding lack of interest among art schools/departments in
colleges, who no longer put emphasis upon Chinese traditional calligraphy and
painting in their entrance examinations and favor Western art forms instead. Exacer-
bating this lack of interest is the fact that beginners who are learning art usually find
Chinese traditional calligraphy painting more difficult than Western art. Therefore,
the overall picture is rather bleak insofar as the popularity of Chinese traditional art
forms is concerned. To provide some impetus to interest in calligraphy painting, it is
critical to make these art forms widely and readily accessible to teachers and students
through interactive activities. This project means investing major efforts not only to
digitally preserve this valuable component of our cultural heritage for future genera-
tions to enjoy but also to present them in a user-friendly form to invite people world-
wide to learn, practice, and advance Chinese art forms.

The goal of this project is to convert both raw materials and packaged teaching
materials into SCORM compatible formats so that they can be shared openly. More-
over, art teachers at every level in academia nation-wide will be given an explanation
about the benefits of our project product; offered incentives to try out our internet
resources; and invited to use our research product in their courseware design, lesson
planning, and classroom activities. Some noted paintings by Zhang, Fu and Huang
are used as samples to illustrate how the product of this project would operate and
function in the e-learning environment. This SCORM project aims to present Chinese
traditional calligraphic paintings in an e-format that enhances art teacher-student
interactions, instills public appreciation for calligraphic art, and inspires world-wide
desire to learn the art.

2 Ressearch Purposes and Method

The purpose of this research project is to integrate digital archival and digital learning
by analyzing Chinese traditional calligraphic paintings held in the National Museum
of History and transforming them into value-added contents ready to be utilized as a
online resource for e-learning. Practically speaking, this project has three major inter-
related parts.
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(1) To conduct investigation and surveys to determine the teacher-student needs
regarding Chinese traditional calligraphic paintings.

(2) To analyze approaches to convert Chinese traditional calligraphic paintings into
shareable learning objects and metadata.

(3) To construct a mechanism to convert between digital archive metadata and
LOM metadata, and to establish a system to provide descriptions and package
SCORM learning objects.

This research project employs the following in its methodology:

(1) Interviews and panel discussions with scholars, experts, and teachers. This
research has benefited from interviews and discussions with fourteen scholars in
the field and top high school teachers, in order to gather from them critical in-
formation in the concerned areas. Several copies of teaching plans have resulted
from this project.

(2) Empirical Procedures. Based upon the above mentioned information and teach-
ing plans, this project has designed lesson plans for demonstration. Raw archi-
val materials have been analyzed and/or re-scanned to come up with learning
materials. Administrative systems have been established to co-ordinate raw ar-
chival materials and lessons pool. Finally, this project invites teachers to share
their input and come up with derivative lesson plans.

3 Results and Discussions

Based upon interviews and surveys, experiments, and lesson plans using Zhang, Fu,
and Huang paintings, the research project has produced a collection of teaching
materials in Flash format. Teachers and students using the teaching materials are
encouraged to creatively make their own materials, so called derivative materials, by
selecting parts and components from the collection and adapting them to their specific
needs. Moreover, the research project has constructed an administrative system to
integrate and co-ordinate Zhang-Fu-Huang paintings and teaching materials.

The following aspects of the research results are presented here below: Require-
ments Specified by Art Teachers for SCORM; Treatment of Learning Objects; Design
and Description of X-System and X-Learning.

Requirements Specification

Scholars, experts, and teachers familiar with teaching art, expressed their require-

ments for the SCORM learning objects as follows:

(1) Image resolution. Paintings are expected to be presented in high resolutions.
When magnified, they should still have high image quality.

(2) PowerPoint presentation format. For art teachers, the truth in the cliché comes
pressing home: a picture is more than one thousand words. Accordingly, they



54

3)

C.-c. Chen, J.-h. Yeh, and S.-h. Sie

need PowerPoint presentations, which integrate well with other forms of e-
learning resources, created with maximum possible clarity and flexibility.

Three important features:

(a) user-friendly. Even teachers who are relatively computer-illiterate should be

able to use those materials.

(b)versatility. They would allow teachers to alter material contents in order to

adapt materials for various settings.

(c) Classification labels based upon difficulty levels. Teaching materials should be

“)

&)

classified as basic, intermediate, and advanced, so that teachers can have a pre-
liminary index in their search for the right materials to use.

Rich metadata. With a comprehensive set of metadata, teaching materials can be
dynamically sorted and presented as relating to particular themes and topics.
This would improve on the rather dry and boring static presentations in the past.
Moreover, Chinese traditional calligraphic paintings in their e-presentations
could be linked to resources in other disciplines to achieve a comprehensive in-
ter-disciplinary sharing.

Art teachers wish that Chinese traditional calligraphic paintings would infuse a
breeze of humanism into our high-tech society and show a way to provide low-
touch realities to our post-modern society, which is permeated by scien-
tific/technological and materialistic ideologies.

Treatments of Learning Objects

Learning Objects are established according to the three aspects as follows.

ey

2

3)

Digitalizing originals and units. We planned to use the metadata already exist-
ing for Chinese traditional calligraphic paintings and dissect them in order to
obtain sub-units from them. Yet, we found out that the units thus obtained
proved to be too small to be practically useful. Therefore, we have to scan the
entire corpus of 181 pieces, establishing the same number of metadata and JPG
files for them. Including the sub-unit components thus produced in the process,
a total of 694 files are netted. Those metadata have been incorporated into the
original files, with additional descriptions attached.

Synchronizing metadata with LOM. A cross-reference table is established for
those metadata files and LOM. This is due to the fact that National Museum of
History first lacked those LOM files.

Categorizing the Learning Objects. In order to have those learning objects to be
readily searched, we have those items categorized according to contents and
techniques of those Chinese traditional calligraphic paintings.
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Design and Description of X-System and X-Learning

Two functional modules are included in this research project. One is the archive
system, also called X-System. The other is called X-Learning and converts metadata
into LOM and SCORM packages. X-System to administer archives and X-Learning
to administer modular designs. The relationships between X-System and X-Learning
can be depicted by Fig. 1. This research project includes the X-System to co-ordinate
various metadata and archives as well as to convert metadata files to LOM. Moreover,
it packages learning objects for them to meet the standards of SCORM. In other
words, we incorporate digital archives and digital learning into one system. Descrip-
tions of the system explaining its function and structure are as follows:

X-Learning [
System Base System *
(X-System)
Content Metadata Handle Handle Server
Processing Service
Service
1 o | Front-end o | Back-end XMLDB API
Service Service Compliant
c Database
ontent .
Aggregation { Physical f
Authoring Service Storage
Service
[

File System

Fig. 1. The service architecture of X-Learning system

A. Infrastructural Needs

(1) Digital Objects (DOs) stored in S-System can be described by more than two
metadata formats.

(2) The ability to deal with PIF. (Package Interchange File)
(a) PIF storage.
(b) Unzip PIF, release manifests, SCO, and assets.

(3) Establish new PIFs.
(a) Preview PIF contents (SCOs); preview DOs in X-System.

(b)Select SCOs and DOs needed to borrow.
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(c) Combine borrowed manifests with old ones to come up with new manifests.
(d)Preview integrated SCOs and Assets, and edit metadata.
(e) Insert API methods into SCO, including at least Initiate and Terminate.
(f) Package new manifests and SCOs into PIF transferable to LMS.
(4) Practically speaking, the following functions should be available:
(a) Transfer ins and outs.
(b)Packageable contents.
(c) Re-packaegable contents.

(d)Establish metadata from contents (DOs should be at least describable by LOM
and editable.)

(e) Insert SCO into API methods, with Initiate and Terminate included.

(f) Establish PIFs compatible with SCORM. Those PIFs should include imsmani-
fest.xml, control files (e.g. XSD), and reference materials embedded in content
packages.

B. Metadata modules for Dos

(1) Convert other metadata formats into LOM. (see Fig. 2)

(2) 1If a DO is originally done for Learning Object (LO), it should be describable
with LOM.

(3) For LOs done for digital learning, their interfaces should be usable by DO
makers to add some basic materials.

C. SCO and functions to insert applets
(1) We can add to SCO API needed by standard SCORM 1.3.
(2) We can use LOM to describe DO if it is SCO.

(3) LO contained in digital learning materials should be open to additions from DO
doers regarding basic information.

(4) The system is capable to package assets into SCO in accordance with SCORM
1.3 CAM. (see Fig. 3)
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D. Content Aggregation (CA) Descriptions and Packages

(1) The system is capable to package SCO and assets into CA in the standards set
by SCORM 1.3 CAM. The constructed PIFs would include imsmanifest.xml,
control files (e.g. XSD) and reference materials in content packages.

(2) Metadata format from LOM can be used to describe CA.
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E. Testing SCORM Packages

The fundamental goal of this research project is to convert archive items into learning
objects. X-Learning system has such a capacity and can package files acceptable to
other e-learning systems.

4 Conclusions

Some problems and insights discovered while converting Chinese traditional calli-
graphic painting archives into SCORM teaching materials are shared as follows:

(1) LOM has a column for categorization. However, the categorization systems
available, including those used by the Chinese Library Science Association,
Dewey system, and American Congress Library, do not lend themselves readily
to those paintings. LOM is suitable for categorization needs arising from univer-
sally recognizable materials. Applying it to those paintings is like swinging a
samurai sword to kill a chicken. Therefore, it has become necessary for us to
come up with a new categorization scheme for Chinese traditional calligraphic
paintings, in order to bring out their techniques and contents, as well as the
knowledge and scopes involved. Such new categorization, however, entails
subsequent maintenance work.

(2) The need to take new photos of the paintings. This tedious task of re-taking the
photos becomes necessary due to the fact that, in the already existing archive
photos, seals and inscriptions on the paintings are too tiny to be identified and
analyzed. Taking new photos is something beyond our research’s original scope;
consequently, this research project took longer to complete than first planned.
Based upon this experience, we recommend that all photographic works to
be done on those paintings should include in their considerations the need for
digital learning.

(3) The future need to incorporate paintings from other museums. This is to meet
the goal of making available eventually of all the paintings to art teachers in
SCORM formats, so that their creativity in coming up with instruction materials
and aids will be further enhanced. Based upon this on-going need, we recom-
mend that paintings from other major museums should be similarly processed
and their SCORM materials integrated into the existing pool, so that eventually
they are conveniently accessible to teachers.

(4) We strongly encourage teachers to make public and share the derivative mate-
rials they have developed. It is amazing how wonderfully their derivative
works present themselves and lend to imaginative uses. Such public and open
sharing would materialize a virtually limitless universe overflowing with qual-
ity courseware.
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An ultimate goal in producing SCORM materials is for them to be transform-
able and hence reusable according to teachers’ creative needs in different con-
texts and approaches. What learning objects teachers need in their specific
course designs varies significantly by the ideals to which they are inspired. It is
critical, therefore, for teachers to have the resources needed to come up with the
widest possible range of learning objects. How much they would be able to take
advantage of resources available in a digital learning environment is determined
in turn by the effectiveness of search, administration, and re-use functions. To
be able to digitally de-construct and re-construct a painting in a way most con-
ducive for such functions, needless to say, becomes an imperative task in
SCORM material productions. We should aim to produce SCORM materials of
such ready access and quality that they meet the challenges arising from the
soaring spirit and soul of art teachers in their instructional activities. We will
strive towards a seamlessly integrated e-learning environment utilizing all pos-
sible digital hardware and software, so that teachers can be helped by SCORM
to achieve the excellence they aim for in their instructions. Now, more than
ever before, we are aware of the long way to go before we realize the maximum
potentiality in SCORM.
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Abstract. The Virginia Tech (VT) Department of Computer Science (CS) and
the University of North Carolina at Chapel Hill (UNC-CH) School of Informa-
tion and Library Science (LIS) are developing curricular materials for digital li-
brary (DL) education, appropriate for the CS and LIS communities. Educational
modules will be designed, based on input from the project advisory board,
Computing Curriculum 2001, the 5S framework, and workshop discussions.
These modules will be evaluated, first through expert inspection and, second,
through field testing. We are identifying and refining module definitions and
scopes, collecting related resources, developing a module template, and creating
example modules. These will be presented at the conference. The developed
curriculum should contribute to producing well-balanced digital librarians who
will graduate from CS or LIS programs.

Keywords: digital library, curriculum, 5S framework, education, CC2001.

1 Introduction

Contemporary human societies are inundated with enormous amounts of information.
To address the need for high quality, organized information, many digital libraries
(DLs) have been developed. However, there has not been much focus on education for
people who design and administer DLs compared to the investment in DLs. To solve
this problem, Virginia Tech’s Department of Computer Science (VT CS) and the Uni-
versity of North Carolina at Chapel Hill School of Information and Library Science
(UNC SILS) have taken the first steps toward developing an interdisciplinary curricu-
lum and collection of related resources for DL education [1]. Through a three-year
project,' we will define, develop, and test educational modules, guided by experts, the
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Computing Curriculum 2001 [3, 4], the 5S framework [5, 6, 7], and analysis of exist-
ing DL course syllabi. Each module will include lesson plans, concept maps, exer-
cises, demos, online resources, and a recommended reading list for both instructors
and students. We encourage reuse, e.g., one- and two-semester DL courses can be
based on selected modules.

Computer scientists working on DL areas tend to focus on the system side, while
librarians, who administer digital libraries, generally put more emphasis on the ser-
vice aspect of DLs. We expect our project will aid both CS and LIS students and
instructors, as well as reduce the communication gap between the communities.

2 Foundations for Curriculum Development

To develop digital library modules and courses, standing on a solid foundation, we
will follow a standard curriculum design model of analysis, design/development, and
evaluation [2]. Currently, we are in the initial ‘design’ phase, identifying DL educa-
tion modules and lessons. We have obtained expert guidance, since good module
design requires a natural flow between modules and thorough understanding of DL
courseware. Once the resulting modules are developed, they will be evaluated, first
through inspection by experts in the area covered by the module, as well as by Ph.D.
students attending JCDL doctoral consortia. Then, after revision based on the expert
reviews, the modules will be evaluated as they are used to teach DL courses in CS and
LIS.

To encourage active participation of DL researchers, we have presented papers in
the 9™ International Symposium on Electronic Theses and Dissertations, and the 6"
ACMV/IEEE-CS Joint Conference on Digital Libraries. In addition, we introduced the
project in the workshop, ‘Developing a Digital Libraries Education Program,” held
right after the JCDL *06 conference. The organizers of the workshop plan to have a
conference on DL education in 2007, and will involve our team in that activity.

As a theoretical foundation for our work, we have adopted the 5S framework [5, 6,
71, developed in the Digital Library Research Laboratory at Virginia Tech. The label
“5S” refers to the five elements of this framework:

e Streams: all types of contents as well as communications and flows over
networks, or into sensors, or sense perceptions (e.g., text, video, audio)

e  Structures: organizational schemes including data structures, databases, and
knowledge representations (e.g., catalog, metadata, hypertext )

e Spaces: 2D and 3D interfaces, GIS data, representations of documents and
queries (e.g., interfaces, storage, vector/probabilistic/feature spaces)

e Scenarios: system states and events; also representations of situations of use
by human users or machine processes, yielding services or transformations
of data (e.g., searching, browsing, recommending)

e Societies: both software “service managers” and generic “actors”, including
(collaborating) human “users” (e.g., service managers, teachers, learners)

5S gives a formal framework (see [5, 7]) and a checklist for digital library devel-
opment. We can say that a digital library has all the necessary components if all of the
Ss are considered in its specification [6]. This 5S framework also can be used to
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describe the nature of and relationships among the DL modules in this project. Each
DL module component can be explained by one or multiple Ss. The 5S framework
helps us ensure that we have precise definitions of all key ideas in the modules, and
that all important concepts in the DL field are covered.

In addition to the 5S framework, we used the ACM / IEEE-CS Computing Curricu-
lum 2001 [3, 4] to design the basic structure of the module development. It covers a
variety of areas, including Information Management. ‘IM14. Digital libraries [elec-
tive]” explains topics and learning objectives regarding digital library education.

Since DL is a young and evolving field, and since education is primarily a human
endeavor, we are engaging DL researchers and practitioners in designing the DL
curricular framework. Currently we have an advisory board that includes colleagues
from VT (10 people, mostly from Computer Science), UNC (13 people, mostly from
Library and Information Science), and several other institutions. At two advisory
board meetings already held (one at VT and one in conjunction with JCDL ’06), we
discussed module development, and received suggestions regarding resource prepa-
ration. Some instructors agreed to participate in module content development, pro-
viding access to their class materials, or to use their classes as part of the later
evaluation in the field.

3 Digital Library Module Development

Initially 19 DL modules (components) have been identified [17]. They have been
revised further to reflect the discussions at advisory board meetings. For example,
some modules were integrated into others and new modules were added to ensure
coverage of costing and economics, project management, and DL evaluation. Cur-
rently, we have designed a module template, and are developing the lessons in each
module.

Fig. 1 shows the set of DL modules as well as one possible way of grouping them
into a two-semester DL sequence. The benefit of this ‘modular’ design is that instruc-
tors can use the modules to create a course (or course sequence or program — Or can
make enhancements to existing courses) to exactly match their purposes. Instructors
might create a course based on a single module if it contains enough resources. They
also can plug a single or multiple modules into their current courses. For example,
“Module 3-b: multimedia” can be extended into a course including various aspects of
multimedia resource creation, management, and evaluation. (A draft design of module
3-b is explained in Section 3.3.) “Module 1: Overview” and “Module 10: DL Educa-
tion & Research” can be used together as an introductory lecture in any type of course
that deals with the theoretical and technical issues of DLs.

3.1 Digital Library Modules

In some cases, multiple modules will form a DL course, while in other cases one or
more courses might deal with a particular module. For example, in LIS programs,
there might be several courses related to services. A typical LIS program might have
distinct courses to cover modules 7, Services; 7-a, Information needs, relevance, eval-
uation, effectiveness; 7-b, Search and search strategy, information seeking behavior,



64

S. Yang et al.

Core DL Topics

Module 1:

Overview

Related Topics

Module 2 b:
Module 2: y
odu M Module 2 a Document and
Collection
Digitization E publishing
Development Markup
Module 3: Module 3 a
Digital Objects n

Module 4:
nfo /Knowledge

(

Module 4 a
Metadata,

=
5

sting,

Module 4 e

‘ocabulary Control

esauri,

Module 3 ¢

Module3 b | Rt
TextResources | Multimedia >
Transformatic

Module 4 d:
Bibliographics
Bibliometrics,

>_<w

\IcrnvpcmhllilI

Module 4 b:
I Ontologies, Vi
Organization . (,Lh cation, Terminologies, ctc.) ; Ny
Cataloging Categorization 8 Webliograhics
.5 Module 5 ¢ - Module 5 ¢ Module 5 f: -
odule 5. Module S a: | Module5b: | Interface Design, | ModuleS d: Y W EE2 S It Module 5 ¢
(Agents, Mediators) In Sustainability Usability carch Engines |y gies DO, | Summarization, R“Sf:"“‘l“;‘:““
Assessment PURL Visualization >y

Module 5:
Architecture
(Agents, Mediators)

— ==

Module 6:

Module 6 a
Storage

Module 6 b:
Repositories,
Archives

Spaces (Conceptual,
acographic, 2/3D,
VR)

Module 5 h: Module 5 i:

Applications | Web publishing |  Module 5 j:
(e g Greenstone, | (e g, Wiki, RSS, Security
Fedora, Dspace) Moodle, etc.)

A N A A A
A R By P B B B

Module 7: Module 7 a Module 7 b: Module 7 o Module 7 d: Module 7 e:
Services (Scarching Info Needs, | Search Strategy e e Routing, Sharing,
L . oo & Reference .
Linking, Browsing, Relevance, Info Seeking - Community Networking,
- Services
Annolating, etc) Evaluation Behavior Filtering Tnicrchange

Module 8:
Archiving and

Preservation
Tniegrity

Module 9 e
Cost / Economic
Issues

Module 9 f;
Social Issues

e
Module 9 ¢ Module 9 d:

by Legal Issues
DL Bvaluation | &8

Module 9:
Project Management

Module 9 ¢
Future DLs

\ 2
T

Module 9 a
Module 9 b:
DL Development N
N y - DL Project
for a Specific o
. Examples
Domain

Module 10:
DL Education &

Research

Fig. 1. Digital library modules in a two-semester DL sequence

user modeling, feedback; and 5-f, Information summarization, visualization. In CS,
these topics might be covered in courses on information retrieval, human-computer
interaction, and information visualization. Regarding DL architecture, for an LIS
program the focus might be on DL design and management [15]. If the course is for
CS students, the architecture module might focus on technical aspects of DLs. Thus,
different versions of course modules may be needed for CS or LIS programs, and
coverage might vary in accord with the level of students’ knowledge.

To ensure this type of design, modules should be highly flexible and designed in
detail. Each module should be decomposable into individual topics and their corre-
sponding resources, so that some topics could be skipped or studied in different order.
Clearly there will be revisions as we develop the content of each module and obtain
feedback from experts and instructors. We will work to achieve wide coverage as well
as balance between theory and practice, with various example digital libraries, and
activities that involve use of many of the popular DL management systems.
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3.2 Module Template Development

A module template was developed based on the educational experience of the re-
search team, CC2001 [3, 4], and other resources [11, 12, 13]. The latest version of the
template can be viewed online at http://curric.dlib.vt.edu/wiki/index.php/Module_
template.

The current template design is as follows.

. Module name
. Level of effort required (in-class and out-of-class time required for students)
. Learning objectives
. Relationships with other modules (flow between modules)
. 5S characteristics of the module
. Prerequisite knowledge required (completion optional)
. Introductory remedial instruction (completion optional; intended to address the
prerequisite knowledge/skills required)
. Resources (including all the resources in the ‘Body of knowledge’ section)
9. Body of knowledge (Theory + Practice):
Topics might be skipped or studied in different orders
For each topic:
Theories and background knowledge of the topic
Learning activities
Presentation slides
Interactive demo
Resources
- Textbooks (one or multiple chapters might be assigned)
- Reference papers (relevant parts might be marked with SI tool [14])
- Advanced reading
Worksheets
10. Concept maps (created by students)
11. Exercises / Learning activities
12. Evaluation of learning outcomes
13. Glossary
14. Useful links

~N N kAW =
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3.3 Module Preparation

The aim of module content development is to prepare high-quality study materials
such as textbooks, reference papers, interactive demos, tutorials, and exercises (for
evaluating students’ understanding). There is more than one way to do this. Several
advisory board experts expressed an interest in developing module examples with
their class materials. Another way is to use publicly-available class materials. For
example, we developed module 3-b (draft) based on Wake Forest University’s ‘Digi-
tal Media’ curriculum materials [11]. These materials are based on work supported by
the National Science Foundation.”

2 NSF grants DUE-0127280 and DUE-0340969.
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To provide study materials in good quality and quantity, we have been collecting
and analyzing digital library course syllabi. We collected syllabi from DELOS mem-
ber institutions in Europe (see Table 1) and retrieved resources such as textbooks,
reference papers, online tutorials, software, and other documents (see Table 2).

Table 1. Selected DELOS member institutions with DL-related courses, and their resources
listed (B = textbooks, reference books; P = reference papers, conference proceeding papers; O
= online tutorials, articles)

Country | University/Institution Course Title B P (0]
Inst. for Info. Systems and Multimedia Information Sys-

Austria Computer Media-IICM tems 2 0 0 59

Info. Visualisation 22 4 4

Vienna Univ. of Technology | Info. Visualisierung 7 0 0

Czech

Republic Masaryk University of Brno | Informatics Colloquium 1 0 0
Max-Planck Institut fiir Information Retrieval and Data

Germany Informatik Mining WS 05/06 18 0 0
Norwegian Univ. of Science

Norway and Technology Information Retrieval 1 0 0

Table 2. Selected textbooks and reference books from the resources in Table 1

Topic Title Authors

Digital Library From Gutenberg to Global Digital Libraries Borgman, C.
Data Mining: Practical Machine Learning Tools and Tan H. Witten,

Information Retrieval | Techniques Eibe Frank
Preserving Digital Information: Report of the Task

Archiving Force on Archiving of Digital Information Waters, D. et al.

Compression/ Managing Gigabytes: Compressing and Indexing

Indexing Documents and Images Ian H. Witten

Database/

Multimedia Multimedia Database Management Systems G. Lu

Information Visuali- | Information Visualization in Data Mining and Knowl-

zation edge Discovery Fayyad et al.

3.4 DL Literature and Syllabi Analyses

We also have analyzed published literature on DLs and readings assigned in courses
on DLs. We used two corpora for the analysis of published literature: the complete
runs of ACM Conference on Digital Libraries, JCDL, and D-Lib Magazine (Pomer-
antz et al., 2006). This analysis has identified that the greatest number of papers have
been published on the topic of DL services and architecture, both in the conferences
and in D-Lib. These results demonstrate that there are significant similarities within
the literature on digital library across different venues. There are, however, shifts in
topical coverage over the years.

For the analysis of course readings, we identified all materials assigned in DL
courses in Library and Information Science programs accredited by the American
Library Association (Pomerantz et al., in press). This analysis has identified the most
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frequently-assigned authors, books, journal articles, and journal titles in these courses.
Additionally, like the analysis of published literature on DLs, this reading list analysis
has identified that the greatest number of readings are assigned on the topics of pro-
ject management and architecture. We are currently working on a similar analysis of
reading lists from DL courses in Computer Science programs.

3.5 Example Modules (Draft)

While the DL modules are still in the early stages of development, a few examples
may illustrate our conception of the finished modules. Fig. 2 shows a portion of the
‘Body of Knowledge’ for module 3-b: Multimedia, hypertext, and information access.
It is based on Wake Forest University’s work, “Digital Media Curriculum Develop-
ment.” The complete version can be viewed at http://curric.dlib.vt.edu/wiki/index.
php/Module_3b.

5. Digital Audio Processing
e Pretest (grade does not count)
e  Study online text Chapter 5 but you can skip 5.5.4 and 5.5.5
e Carry out activities
1. Interactive tutorial on audio dithering but note on the first question,
there is a typo in that they want 64536 instead of the correct
value, 65536.
2. Worksheet on audio dithering, where you should turn in the Mat-
lab log, but only do Exercises 1,2,3,4 and Question 1,2, and 6.
Also, note the typo for Question 1 where “O” should be “Exer-
cise 2.”
Worksheet on digital audio file size and file transfer time
Interactive tutorial on non-linear quantization and mu-law encoding
Worksheet on non-linear quantization and mu-law encoding
osttest (grade counts to demonstrate level of mastery)

Tosw

Fig. 2. A portion of ‘Body of Knowledge’ section in module 10

In order to understand the topic, ‘Digital Audio Processing,” students select the link
and read some online text (in this case, chapter 5). They follow steps in the interactive
tutorial created with Shockwave (see Fig. 3). Then they can check their level of un-
derstanding, solving the problems in worksheets. A score may be assigned to individ-
ual worksheets by the in\structor. In this type of module design, an instructor remains
as an ‘advisor’ or a ‘helper’ as students study materials themselves.

Module 7-a, Information needs, relevance, evaluation/effectiveness, provides a
different type of example (see Fig. 4). The complete module 7-a is at http://curric.dlib.
vt.edu/wiki/index.php/Module_7a. Instead of using interactive tutorials or online book
chapters, a selected list of reference papers are used (we are preparing this resource
collection), including papers on different theoretical models of information seeking
written by Wilson, Belkin and Vickery, Belkin, and Taylor. These and additional
readings can be assigned to students and/or used by instructors in their preparation for
teaching the module. The ‘Outline of knowledge’ closely follows the content of the
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Hext Step

Here's an example. The first sound helow is the note A, which is a simple sine wave at 440 Hz. The hit
depth of this sound file is 16 bits per sample.

/N /\
VARV

Mow we reduced the sound file to 4 bits per sample. You can hear the distodion when you play the file.

Fig. 3. An example of interactive tutorial, ‘Audio Dithering’

Wilson, T. D. (1997). Information behaviour: An interdisciplinary perspective. Information
Processing & Management, 33(4), 551-572.

Yuan, X.-J., Belkin, N. J., & Kim, J.-Y. (2002). The relationship between ASK and relevance
criteria. Proceedings of SIGIR 2002, 359-360.

e . Outline of knowledge to be covered

WILSON'S MODEL OF INFORMATION BEHAVIORS

Context of f\c’riva‘fing Intervening f\c’riva’ring Information
information [ mechamsm: ™ variables [ mechamsm: ™ seeking
need stress/coping (barriers) Rigk/reward behavior
theory theory,

r 9

Information
processing and use

(O/H Wilson, 1996, Fig. 1, adapted)

F 3

Fig. 4. A portion of ‘Body of Knowledge’ section in module 7-a

readings, and can be used as the basis for a lecture based on the given outline. Fig. 5
shows a ‘Learning activity’ within this module, in which students are asked to discuss
the introduced topics in pairs.
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Discussion activity: Personal experiences of an information need

To immediately follow the review of Wilson’s generalized model of information
behavior

Students in the class should be formed into pairs. In each pair, one student will
interview the other. (This process should later be repeated, reversing roles.) The
person being interviewed should be asked to recall a recent experience of having an
information need. The interviewer should ask about the content of the information
need, the context in which it arose, and the process through which it was pursued
(successfully or unsuccessfully). The pair should then evaluate what was learned
about this example of an information need and see if Wilson’s model fully de-
scribes the process. Were there aspects of the information-seeking episode that are
not covered in Wilson’s model? Are there aspects of Wilson’s model that did not
occur during this information-seeking episode?

Fig. 5. A sample learning activity from module 14

4 Conclusion and Future Work

The collaborative VT-UNC DL curriculum development project is in the first of its
three years, and module design is well underway, supported by the 5S framework and
an analysis of CC 2001 and existing DL course syllabi. It is our hope that the interna-
tional DL community will become involved in this interdisciplinary effort, and that its
result will be improvement in the education of DL professionals.
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Abstract. OAI-PMH has been widely adopted as a simple solution for harvest-
ing the metadata of different repositories automatically. Harvesting digital re-
sources described by the metadata is outside of the scope of the OAI-PMH data
model. However, there are some growing needs to make resources, not only
metadata, harvestable by an interoperable manner in the distributed heterogene-
ous environments. In this paper, we present the new approach of digital
resource harvesting, which uses Message Queue-based communication mecha-
nism as the datastream transfer method, and ensures the request and response
message specification built on METS during the course of data transfer. The
approach can harvest digital resources solely or synergically with OAI-PMH. A
case study about this approach applied in CALIS_ETD digital library will be in-
troduced in the end.

Keywords: OAI-PMH; Message Queue; Digital Resource Harvesting; METS.

1 Introduction

The Open Archives Protocol for Metadata Harvesting (OAI-PMH) has been widely
adopted as a simple and powerful solution for metadata harvesting. There are many
digital library systems and projects to use OAI-PMH to harvest metadata held by
different repositories into central systems as a basis for building the value-added ser-
vices, e.g., NDLTD, OAlster, NSDL, arXiv, etc. However, there are some growing
needs to make resources, not only metadata, harvestable by an interoperable manner
in the distributed heterogeneous environments. These needs are motivated by two
major use cases. One is mainly for resource discovery in order to use content itself for
providing value-added services of central systems, such as making full-text from
different repositories searchable, or building browsing interfaces of high-quality
thumbnail images. Another is mainly for resource preservation in central systems,
such as harvesting digital contents from different repositories to the trusted central
systems charged with storing and preserving safety copies of the contents. Both use
cases have been discussed in the context of digital library projects, such as JISC FAIR
in UK, DARE in Netherlands, DINI in Germany, NDIIPP in USA and so on [1].
Although OAI-PMH does not say anything about how to harvest digital resources
described by the metadata, resource harvesting is associated with metadata harvesting

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 71 -80, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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to some extent. For example, we can harvest resources according to the returned
information of metadata harvesting or expand the scope of descriptive metadata to be
more than just DC and similar bibliographic formats in order to be compatible with
existing OAl-supported repositories. In nature, resource harvesting is more complex
than metadata harvesting because of the complexity of digital resources that include
many kinds of digital file formats (i.e., PDFs, GIFs, TIFFs, AVIs, etc.) or the ordered
combination of many files (such as an E-book is made of many TIFF files).

There are some existing methods for indirectly harvesting digital resources. For
example, the reference [1] puts forward to harvest resources within the OAI-PMH
framework by means of complex and expressive metadata formats (i.e. SCORM,
MPEG-21 DIDL or METS, etc.) to represent digital objects by embedding a base64
encoding or the network location of digital resources inside the wrapper XML docu-
ment. However, it is difficult for a simple HTTP-based request-response to solve
large datastream harvesting or transfer failures caused by the network congestion.
References [2-3] emphasize on harvesting the network location of digital resources
within the DC metadata record by some DC elements such as dc.format, dc.relation or
dc.identifier. A separate process outside the scope of OAI-PMH collects the described
resources from their network location. But this method does not provide the general
mechanism for describing and gathering resources from their network location.

In order to make digital resource harvesting general and compatible with widely
deployed OAIl-supported repositories, and tackle many complicated problems caused
by resource harvesting, we put forward an alternative approach to harvest digital
resources in this paper. The proposed approach is based on METS (Metadata Encod-
ing and Transmission Standard) that possesses sufficiently rigorous semantics to
unambiguously express and describe both simple digital objects (consisting of a single
datastream) and compound digital objects (consisting of multiple datastreams), which
represent digital resources from different repositories. And the approach also dis-
cusses request-response communication mechanism based on MQ (Message Queue)
between Data Providers (DPs) and Service Providers (SPs) for improving the security
and efficiency of datastream exchange and transfer. The rest of the paper is as
follows: Section 2 gives an overview of the approach. Section 3 introduces the im-
plementation of the approach in the CALIS-ETD digital library. Section 4 gives the
conclusion and future works.

2 An Overview of the Approach About Digital Resource
Harvesting

Digital resource harvesting is concerned with some complicated problems, such as
how to describe compound digital objects and their relationship, how to deal with
transfer of large datastream representing digital resources and so on. Considering such
complexity, the proposed approach discusses some key points about resource harvest-
ing. We use MQ as the data transfer method in order to improve safety of data transfer
and solve large datastream transfer. Also we ensure the message content specification
during data transfer by MQ mechanism, which includes request message specification
based on 5 verbs defined by CALIS (the China Academic Library & Information
System) technology workgroup, and response message specification built on METS
as complex object formats for accurately describing digital resources.
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Like the OAI-PMH, we define two classes of participants including data providers
(DPs) and service providers (SPs). DPs administer repositories that exposing digital
resources. SPs harvest digital resources from DPS as a basis of building value-added
services. MQ (Message Queue) applications are deployed and implemented between
SPs and DPs in order to provide the two-way communication between them. Figurel
shows the architecture of digital resource harvesting. 1) When SP sends messages
(request for resource harvesting) to DP, the MQ manger in DP puts request messages
on message queue. 2) The message processing thread in DP is called whenever there
is a new message on message queue, receives messages from the top of queue and
orderly processes messages on queue one at a time.3) According to request messages,
thread creates response message queue by communicating with metadata repository
and digital object server in DP. Each response message consists of a XML document

Request queue ' @ Request queue
—
—
Message
Processing Metadata Metadata Message
thread repository repository Processing
thread
@ Digital object II Digital object II @
SP Response queue Response queue DP

Fig. 1. Architecture of digital resource harvesting

format based on METS encoding schema that can describe and encapsulate digital
resources and theirs metadata. 4) Finally, the message processing thread in SP read
response messages and put digital resources and their metadata harvested into central
metadata repository and digital object server. In the approach, message reception and
message processing are decoupled and receiving a message takes very little time, even
when processing the message may take significant time. This improves application
responsiveness and guarantees that all messages are received.

2.1 Message Queue Transfer Mechanism

The message queue is reliable and asynchronous communication technology that
enables applications on different systems to communicate with each other. With the
message queue middleware software (such as OpenJMS or MSMQ), the process of
building message queue applications between senders and receivers of message is
simple and convenient. The application in senders uses the open API to create
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message on queue by allocating local memory and adding information to the message,
such as timeout values, name of response queues and destination queues etc. The
messages are sent through open APIL. The application in receivers uses the open API
with queue identification information to receive and handle messages. MQ technology
has following main features:

1) Synchronous or asynchronous communication: The applications can send re-
quest messages whether the receiving systems are available or not.

2) Reliable message transfer: MQ enables applications on different systems to
communicate with each other even if systems and networks occasionally fail.
MQ, using disk-based storage mechanisms and log-based recovery techniques,
can ensure that messages get delivered as soon as connections are restored or
applications and machines are restarted.

3) Advantages over transferring very large message body.

From the above analysis, we think that MQ is a reliable and easy-deployed
message transfer mechanism. The applications on different systems can conveniently
realize the communication based on messages by the open API of the MQ middleware
software. MQ mechanism is a very good solution to solve the complexity of content
transfer of digital resources caused by large datastream size or network failures and so
on. In order to realize the standardization and interoperability of digital resource
harvesting, we need to regulate and specify message content on the queue messages.

2.2 The Message Content Specification in Message Queue

A message is a unit of information or data that is sent from a process running on one
computer (e.g., SP) to other processes running on the different computers (e.g., DPs)
on the network. A message consists of header, properties and body. The message
header contains values used for routing and identifying messages. The message
properties provide additional information about data sent between SPs and DPs, for
example, which processes create it, the time it is created etc. The message body con-
tains data content of communications. In the approach, the message body mainly
includes request and response content of resource harvesting between DPs and SPs.
We specify and standardize content of the message body in the architecture of digital
resources harvesting.

5 verbs were defined by CALIS for request of digital resource harvesting in
message body. According to request, response content in message body is XML data-
stream based on METS schema to describe digital resources and their metadata.
Tablel lists the functions of 5 verbs and their relationship with OAI-PMH, which can
harvest digital resources solely or synergically with OAI-PMH. The former 3 verbs
will cooperate with OAI metadata harvesting. Harvester of digital resources in SPs
create request according to the information that OAI harvesters return, such as meta-
data datestamp or MetalD. The latter 2 verbs will lonely establish request of resource
harvesting by digital object’s ObjID or datastamp, and do not need to cooperate with
harvesting based on OAI [4]. A MetalD can uniquely identify a digital resource and
may include several ObjIDs, each of which represents the different files consisting of
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a digital resource. For example, a scanned E-book has a MetalD and many ObjIDs to
represent JPG files corresponding to each page of an E-book. For existing OAI
framework, we only need add module of digital resource harvesting, rather than mod-
ify the existing OAI repository deployment.

Figure 2 demonstrates the request and response content in message body. The
request in SP will send one of the 5 verbs to DP according to requirement of harvest-
ing. DP processes request and send response messages to SP, which will handle
harvested METS document. METS provides the expressive and accurate mechanism
for representing both simple digital objects or compound digital objects, describing a
variety of information pertaining to the datastream, such as descriptive, administrative
and structural metadata, etc, and containing datastream by value embedding a base64
encoding of datastream or by reference embedding the network location of datastream
inside the wapper XML document. So message response based on METS can provide
the useful standard for harvesting and gathering of digital objects between DP and
SP [5].

Table 1. 5 verbs for request message of digital resource harvesting

Verbs Description of functions Relationship with OAI

GetMetsltem Get a digital object according to a | Cooperating with OAI
metadata MetalD harvesting

GetMetsltems Get a set of digital objects according

to a set of metadata MetalDs
GetMetsltemByDate | Get a set of digital objects according
to the specified datestamp bound

GetObjMetsItem Get a digital object according to a | Independently finishing
digital object’s ObjID harvesting tasks
GetObjMetsltems Get a set of digital objects according

to a set of digital object’s ObjIDs

3 A Case Study: Application of the Proposed Approach in
CALIS-ETD Digital Library

3.1 General Information About CALIS-ETD Digital Library [6]

CALIS-ETD digital library is national digital library project funded by CALIS, and
aims at making the electronic thesis and dissertation (ETD) resources become more
readily and more completely available and speeding up technology and knowledge
sharing. It is a distributed digital library system that consists of central CALIS-ETD
system as SP and ETD resource repositories as DPs distributed in the member univer-
sities. The central CALIS-ETD system will centrally manage the ETD metadata or
digital resources related to ETDs (such as first 16 pages of full-text ETDs, some tech-
nical datasheet, audio or video of ETDs, etc.) harvested from member universities.
We cannot harvest full-text ETDs into central system because of the copyright restric-
tion. The full-text search engine in the central system can abstract the index of ETDs
(such as first 16 pages of full-text ETDs, etc.) harvested and enable them and
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metadata to be searchable. By the OPENURL or URN resolver, users in the central
system can link obtained records to their corresponding full-text ETDs in member
universities, whose access right is respectively controlled by each member university.
We use the proposed approach based on the MQ transfer mechanism and message
content specification based on METS to realize ETDs harvesting between the central
system and 77 member universities of CALIS-ETD project.

Request message content

<? xml version="1.0" encoding="UTF-8">
<Mets>
<MetsRequest=
<verb>GetMetsltem</Verb>
<Metal D>oai:calis.edu.cn:etd:student001
</Metal D>
Request message content

<METS:fileSec>
<METS:fileGrp>
<METS:file MIMETYPE="image/jpeg" ID="Meta6 Objl.Typel.format"
SIZE="1024" USE="file #ii& 15 §" ADMID="ADM1">
<METS:FContent>
<METS:binData>using base64-encoding</METS:binData>
</METS:FContent>
</METS:file>
<METS:file MIMETYPE="PDF" ID="Meta6 Objl.Type2.format" SIZE="1209"
USE="file #ii&{5 B">
<METS:FLocat LOCTYPE="OTHER" OTHERLOCTYPE="CALISOID"
xlink:href="urn:CALIS:0000-CollectionName/Meta6_Obj1.Type2.format" />
<METS:Flocat LOCTYPE="URL"
xlink:href="http://www.calis.edu.cn/Collect/Meta6_Objl_ Type2.format" />
</METS:file></METS:fileGrp>
</METS:fileSec>
<METS:structMap TYPE="leaf">
<METS:div LABEL="/0%{{}% 6">
<METS:div LABEL="%/ % 6-1" ORDER="1" TYPE="0bj">
<METS:fptr FILEID="Meta6_Objl.Typel.format" />
<METS:fptr FILEID="Meta6_Objl.Type2.format" />
</METS:div>
</METS:div>
</METS:structMap=

Fig. 2. The request and response content in message body

3.2 Module Design for Digital Resource Harvesting in Member Universities as
DPs

To make ETD repositories in the member universities support resource harvesting, it
is necessary to add the module of resource harvesting in order to support the message
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queue and METS message response mechanism. Figure 3 shows the main module for
accomplishing functions of resource harvesting as DPs.

1) The listener thread will listen the message request queue from harvesters, resolve
the request and put MetalDs into the MetalD global List container in the memory
queue manager. MetalD global List container will orderly get a MetalD from list
and submit the MetalD to METS package creating thread, which transfer MetalD
to the interface of repositories (databases) and digital object servers.

M
enhzlo;za(g);‘eue METS Creator
Request , Metall |
from hir\,cstc Listener List MetalD get a Metalp
thread P global List »| Mets Metadata
Container package repository
creating
response thread
from DP Message Global List | g
« response <« container of = Digital object
thread A MET|S MetalD MHTS
packagg compacted Padkage MHTS
package Lis packag

Fig. 3. The main module of digital resource harvesting as DP

2) METS package creating thread will create METS encoding datastream according to
the returned information from repositories and digital object servers, which will be
compacted for lessening the size of datastream. Each of compacted package of
METS encoding datastream will be put in the global List container of MetalD
compacted package in the memory queue manager. The message response thread
will orderly send the METS compacted package representing digital resources as
response messages to SP [4].

Most of member universities choose one of four types of commercial ETD reposi-
tory systems that the project recommends as their local ETD repositories, which not
only need to finish basic functions of managing ETDs, such as submitting, checking,
cataloging, searching ETDs, etc, but also need to support OAI-PMH for metadata
harvesting and the proposed approach for resource harvesting. For existing earlier
ETD repositories that does not support resource harvesting, it is convenient to
upgrade them to realize resource harvesting by installing plug-in because module of
resource harvesting is independently designed and deployed [6].

3.3 Harvester Design in the Central System as SPs

The central system of CALIS_ETD digital library is developed in Java, using JDBC
for database connectivity to ORACLE data source. The web interface is accom-
plished using Java servlets. Figure 4 shows main module of harvester. The storage
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layer centrally manages metadata and digital resources harvested from repositories
in member universities by ORACLE Databases and digital object servers. The
business logic layer is the core of harvester, which including several modules. DP
registration module is charged with managing and maintaining the registration in-
formation of DPs in the member universities. Log module records log information
of harvesting, such as how many records are harvested in certain time bound, what
errors happened about harvesting, etc. The schema check module will examine
correctness of METS packages, which will be put into the database by the digital
object storage management module if passing the check. There are three methods to
finish harvesting tasks according to the requirement. Message Queue server along
with message queue middleware software (such as MSMQ or JMS MQ) will lonely
finish digital resource harvesting. OAI-driven interface will work together with OAI
harvester and finish resource harvesting according to returned information from
OALI harvester. FTP service interfaces as the supplementary method will be used
when harvester in SP and digital resource harvesting module in DPs cannot connect
or digital resource harvesting module of DP breaks down and so on. The representa-
tion logic layer will realize management and configuration of harvester by the
web interface.

| Web User |
H representation
JSP Servlet Container logic layer
. . Message
DP registration g <p| Queue |K/ MSMQ
8 s€rver K
Log module o JMS MQ
o .
= OAl-drive /VQ
3 i@P| interface il
— - ~ OAI Metadata harvester
digital object storage |- 8
5]
management module S |gp FTP )
o8 service FTP Server  DUSINESS
: interfaces logic layer
Metadata repository II ‘ storage layer

Fig. 4. The main module of harvester

The web configuration interface of harvester for creating tasks of resource harvest-
ing is shown in Figure 5. The window of interface is divided into three parts. In the
upper part, we can configure the time bound of harvesting tasks, automatic setup time
of harvest tasks, running counts of each harvest task or timeout bound of harvesting.
In the middle part, we may configure information related to DPs, such as repository
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names, IP addresses or service ports of DPs, etc. The lower part focuses on the infor-
mation associated with MQ configuration, such as message queue name, MQ type and
port of MQ service, etc.

3.4 Performance Evaluation of Harvesting

We take two phases to test the proposed approach and improve performance of
resource harvesting. In the first phases, the main aim is to test feasibility of the
approach by test programs to test prototype systems designed according to the pro-
posed approach. The test uses the metadata and digital objects conforming to the
specification required by the project, and is limited within small areas, which can
ignore influence of network congestion or interruption. During the test, the approach
is gradually amended and improved. In the second phases, we firstly choose about 20
member universities with better experience of managing ETDs and upgrade their
existing ETD repositories or installing new ETD systems for supporting resource
harvesting. Within two months, we have successfully harvested ETDs up to 60,000
records from repositories of about 20 member universities. The proposed approach is
proved to be feasible. Of course, many problems are encountered during the course of
real harvesting, such as unexpected interruption of harvest tasks or timeout error, poor
data quality for lacking of better data validation mechanism, performance of harvest-
ing partly influenced by capability of ETD repositories in DPs, frequent backend
Oracle database down caused by synchronous running multi-tasks for harvesting, etc.
So we need to gradually improve the performance of harvester in SP and ETD reposi-
tories in DPs according to problems that we have encountered.
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Fig. 5. The web configuration interface of harvester
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4 Conclusion and Future Works

In this paper, we first analyze shortcomings of some existing methods of digital
resource harvesting and put forward to an alternative approach about resource har-
vesting. The approach is based on the Message Queue transfer mechanism to ensure
the security, reliability and efficiency of datastream transfer. We also specify and
standardize message request specification including 5 verbs, and message response
specification built on the METS encoding to describe complex digital resources, their
metadata and relationship between them. Because of the flexibility and scalability of
METS, the approach supports any types of digital resources from any distributed
heterogeneous repositories. For example, the CALIS special resource digital library
project also uses the approach to harvest the special Chinese resource from reposito-
ries of the member universities, such as rarebooks, ancient atlas, rubbings ancient
genealogy and chorography and so on. And the approach, which is compatible with
the well specified and widely applied OAI-PMH, make its deployment simple and
general for existing OAI-PMH implementations.

Our work will continue in following some aspects. The first aspect will focus on
improving performance of harvester, such as error warning, harvest interruption han-
dle, detailed log and statistics analysis of harvested data and so on. The second aspect
will be concerned with developing data quality check tool to verify and enhance the
data quality of harvested digital resources.
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Abstract. Metadata harvesting has become a common technique to
transfer a stream of data from one metadata repository or digital library
system to another. As collections of metadata, and their associated dig-
ital objects, grow in size, the ingest of these items at the destination
archive can take a significant amount of time, depending on the type
of indexing or post-processing that is required. This paper discusses an
approach to parallelise the post-processing of data in a small cluster
of machines or a multi-processor environment, while not increasing the
burden on the source data provider. Performance tests have been carried
out on varying architectures and the results indicate that this technique
is indeed promising for some scenarios and can be extended to more
computationally-intensive ingest procedures. In general, the technique
presents a new approach for the construction of harvest-based distributed
or component-based digital libraries, with better scalability than before.

1 Introduction

Digital library (DL) systems are rapidly growing in popularity as the technology
matures and also because of the advocacy of groups such as the Open Access and
Electronic Thesis and Dissertation communities. The effect of this popularity is
that there are now more accessible collections, growing at relatively high rates -
Lyman and Varian [10] estimated 5 exabytes of new digital information in 2002
alonel!

There is a need for tools to manage these large and growing collections and
meta-collections and make them accessible to the relevant audiences. However,
these tools are not readily available and popular DL systems do not always
scale appropriately [7] [6]. While much research has gone into the scalability
of Web-delivered DL content (see, for example, [1]), access to services is only
one dimension of the management tasks, which typically also include internal
data processing for classification, preservation-related manipulation and ingest
procedures.

At the same time, digital library tools need to be accessible to users and
managers of collections of varying sizes. Keeping this in mind, this study has
looked at how the current nature of harvesting of metadata, a popular first step
in ingest mechanisms, can be recast to better scale with changes in underlying
machine architectures. While harvesting is only one small part of a larger DL
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architecture, its operation can be parallelised with immediate benefits, with-
out any changes to the data flow that may be needed when other services are
parallelised.

2 Background

2.1 Metadata Harvesting

The Open Archives Initiative Protocol (OAI) created the Protocol for Metadata
Harvesting (PMH) as a low barrier mechanism for computer systems to exchange
metadata on a periodic basis [8] [9].

Metadata is encoded in XML and the exchanges happen as a layer over the
HTTP protocol. The owner of the metadata is referred to as the data provider
and the provider of services based on this data is referred to as the service
provider. The act of transferring metadata from the data provider to the service
provider is referred to as harvesting - thus the service provider operates a software
tool called a harvester in order to initiate and control the process of harvesting
metadata from the data provider.

Harvesting works as follows:

— The service provider executes its harvester to harvest metadata from a data
provider. If metadata has not been harvested before, the harvester requests
all metadata in a specified format.

— The data provider returns as much metadata as it can reasonably handle
and sends back an opaque token, called a resumptionToken, to the harvester
as a placeholder for more records.

— The harvester passes the records on to the service provider for ingest into
the service provider’s system.

— If the harvester encounters a resumptionToken at the end of the record
stream, it sends a subsequent request to the data provider with this token
as a parameter.

— The data provider sends back an additional chunk of records and a new
token if necessary. This process continues in a cycle until all records have
been transferred.

— When all records have been transferred, the harvester terminates its activi-
ties.

— At regular intervals afterwards, the service provider invokes the harvester
to obtain records that have changed since the previous harvesting operation
(by specifying the date of that operation). Every harvesting operation uses
tokens as before to break up the responses into manageable pieces.

While this algorithm is partly sequential, some of the steps can clearly be
carried out in parallel. Before the algorithm can be recast as a parallel one, it
is necessary to investigate popular machine architectures that can support such
parallelisation.
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2.2 High Performance Computing

The following approaches to high performance (parallel) computing were con-
sidered for this work:

— Grid computing: refers to collaborative use of computers in a WAN or on
the Internet to solve large problems. The EU-based DILIGENT project is
investigating the adoption of grids for DL systems [4].

— Multi-processor /core machines: refers to single machines with multiple CPUs
and/or multiple processing cores in each CPU. This is an ideal architecture
for data-intensive operations such as indexing [1], but arbitrary scaling of
the number of processors is usually not possible or prohibitively expensive.

— Beowulf cluster [3]: refers to a collection of machines all in the same location,
connected to a high-speed LAN.

During the experimental phase, tests were conducted on a Beowulf cluster
and a dual-CPU machine. Grid computing was not considered because of the
requirement of a sufficiently fast underlying network, which is not available in
the country where this research was conducted (and by extrapolation in some
other countries where DL systems are used).

For the cluster it was also necessary to select an appropriate system software
layer. openMosix [2] was chosen because it transparently makes a cluster appear
as one large system, with no special programming or use of libraries. openMosix
is a set of operating system tools that transparently migrate processes to balance
the load across all nodes. It allows the use of standard System V IPC mechanisms
(message queues, UNIX domain pairs, etc.) for synchronisation, therefore there
would be no differences in the software that runs on openMosix, a multi-processor
or a uniprocessor machine. In order to make best use of openMosix, however,
software applications should be designed as a collaborating set of smaller pro-
cesses (thus enabling migration of some of them). This technique is similarly an
enabler for multi-CPU machines.

3 Parallel Harvesting

3.1 Basic Technique

Most data providers are production-mode digital library systems, with OAI-
PMH support as an auxiliary service so processing multiple requests in parallel
may be disallowed. Even if possible, there is no mechanism in OAI-PMH to re-
quest evenly-sized chunks of records - dates and sets may both be non-uniformly
distributed within a collection. The only way to split a stream of records into
reasonably-sized chunks is to rely on the data provider to do this by means of
its resumptionToken mechanism.

In a parallel harvester, each process requests a chunk of records and passes
the resumptionToken to an idle peer so it can get its own data and repeat the
process until there are no more resumptionTokens.
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A lightweight job scheduler serves not only to distribute harvesting jobs but
also to intersperse those with post-harvesting data processing activities, wherever
those can be parallelised as well, e.g., merging of sub-indices for a parallel-index-
serial-query search engine.

Figure 1 illustrates the process of parallel harvesting and shows the various ac-
tors as described. In the illustration each process is depicted as being passed the
token in sequence but in practice the scheduler will give the token to whichever
node is currently idle (or randomly choose from among the idle nodes if more
than one).

[ OAI data provider ]

harvester
node 1

harvester
node 1

harvester
node 1

token1

token1

harvester
/
scheduler

Fig. 1. Parallel harvester components and interaction

3.2 Distribution and Synchronisation

When harvesting begins, multiple processes are spawned (using fork). These pro-
cesses are distributed as necessary to the various CPUs or cluster nodes (worker
nodes) by the operating system, in a best effort to balance the load without
application-specific information. Processes were chosen over threads because
threads cannot be easily migrated in some parallel architectures.

The scheduler uses a work pool and processor farm approach to manage jobs
[11]. The work pool is initialised to contain the usual first harvesting operation
to obtain all records that have been changed since the date of the last harvest.
The scheduler also maintains a set of flags to indicate which worker processes
are busy. When there is at least one idle worker process and at least one job in
the pool, the job is dispatched to the worker process (using a unix socket for
communication). The worker process will then harvest the next chunk of data
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from the data provider and send the resumptionToken back to the scheduler as
soon as it is obtained. The worker continues to process the data (e.g., create
indices or reformat for ingestion) and sends a message to the scheduler when
it is done with the job. The scheduler, in the meanwhile, could have signalled
another worker process to deal with the new job that is in its pool. Thus, if
the post-processing of data is time-consuming, the scheduler ensures that this is
done in parallel, while the harvesting operations do not themselves overlap.
Figure 2 shows the overlapping of harvesting and processing operations in a
parallel harvester, as compared to the traditional sequential harvester. Jobs with
significant time spent on post-processing fare better in the parallel scenario.

traditional sequential harvesting
node ‘ obtain data | process data ‘ obtain data ‘ process data | obtain data | process data

parallel harvesting
nodet ‘ obtain data | process data ‘

node2 obtain data| process data ‘

node3 obtain data‘ process data

Fig. 2. Timing of sequential and parallel harvesting

4 Evaluation

In order to evaluate the efficiency of parallel harvesting, the platform was varied
and tests were conducted for varying numbers of worker processes. Since the
aim of this work was to support parallel harvesting irrespective of the underly-
ing architecture, the operating system did all task allocation and/or migration
implicitly.

Table 1 lists the different platforms used during testing and how they differed.
The last column refers to whether or not the OAI-PMH data provider was on
the same machine (if there was a single machine). Machine4 is so named because
it is a single machine within the Simba cluster.

4.1 Typical Performance

First, each platform was tested with a harvester that performed inverted file
indexing of the metadata, with each metadata chunk kept independent and the
inverted files written to disk after processing. Indices were created for each meta-
data field as well as the whole record, and for individual stemmed and stopped
words as well as the whole contents of each field. This is a typical first operation
performed by the indexing portion of a search engine.

For the Machine4 and Simba platforms, the data was stored remotely using
NFS. All other platforms stored the data locally.
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Table 1. List of platforms, and their characteristics, used for experiments

Name Machine Description (0N Data

Source
Laptop Centrino 1.5GHz Linux 2.6.12 local
Banzai Local Dual Pentium 3GHz FreeBSD 6.0 local
Banzai Dual Pentium 3GHz FreeBSD 6.0 remote
Machine4 Pentium 3GHz Linux 2.4.26 remote
Simba 8x Pentium 3GHz, connected with Linux4+openMosix  remote

Gigabit Ethernet 2.4.26

Figure 3 shows the time taken for harvesting and indexing for each of the
different platforms, each tested with 1, 2, 4, 8, 16 and 32 worker processes.

Machine4 and Laptop, as expected, did not perform as well as Banzai because
of the number of CPUs. These single CPU machines, however still register an im-
provement in performance when multiple processes are executed simultaneously,
presumably because of the overlapping of IO with computation.

Banzai and Local Banzai take approximately half the time of their single
CPU counterparts. When the number of processes increases drastically, Banzai
performs better, probably due once again to Local Banzai having to serve its
own data provider in addition to its harvesting and indexing operations.

Having 8 CPUs, it could be expected that Simba will provide the best per-
formance at all times. However, the data communication when processes are
migrated to other nodes takes its toll, especially when there are few processes
and the load is not high. For a very small number of processes, openMosix has
more idle processors than busy ones so spends a lot of time moving processes
around, without taking into account that processes may have substantial data
footprints as well. As the number of processes increases, it is easier for openMosix
to spread the load and maintain this even spread without further migrations.
Thus, for more than 4 processes, Simba outperforms the single CPU platforms
but because of the data communication for process migration, remote disk access
and synchronisation, the multi-CPU machine still outperforms the cluster-based
solution.

4.2 Varying of Workload

The results of the first round of performance trials did not favour the cluster and
it is hypothesised that this is because of a small workload and excessive remote
data access. To test that the workload is in fact the reason why a dual-CPU
machine outperforms an 8-node cluster, the workload was varied and additional
tests were conducted.
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Parallel Harvesting
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Fig. 3. Typical performance of different platforms for an indexing task

First, to remove any bias, only those platforms with remote data providers
were considered. Then, the harvesters were set up to perform each of the following
tasks on harvested data:

— index and commit to disk as before;

— index only; and

— index, perform some additional CPU-intensive calculations, and then commit
indices to disk.

The results from these tests are shown in Figure 4. In the case of Indexing,
Simba and Banzai perform equally well because the computational load is not
high. With Indexing+Committing, Banzai outperforms Simba because of local
disk access, as before. However, as the computional load is increased in the Index-
ing+Committing+Computing test, Simba begins to perform better than Banzai.
This result shows that while disk-intensive operations may be better suited to a
multi-CPU system, as the load of computational operations increases, a cluster
of machines may offer a reasonable solution. From a digital library perspective,
a cluster of machines may offer cost-effective possibilities for processing data
for indexing, classification, automatic extraction, pattern detection and similar
tasks.

Now, consider the data from this experiment depicted from the perspective
of each machine rather than the tasks performed (see Figure 5). It is clear that
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Fig. 4. Per-platform analysis of harvesting times, for each workload
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Fig. 5. Per-workload analysis of harvesting times, for each platform
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a cluster of machines (Simba) has the advantage that for a sufficient number
of processes, a higher computational load does not significantly increase the
wallclock time. For the single processor and dual-processor machines, a higher
computational load still results in a much higher processing time.

5 Conclusions

This work has begun to look at how existing digital library architectures can be
made more scalable. The results naturally do not work for all scenarios and the
performance may degrade in systems with large numbers of CPUs, for the given
simple approach to parallelisation.

Nevertheless, the experimental validation shows that storage-intensive services
can benefit from multi-processor machines, while computation-intensive services
may work adequately on the more cost effective Beowulf clusters. In addition,
the restructuring of OAI-PMH harvesters to include parallel network access and
post-processing yields performance benefits on even single processor machines!
In all cases, these gains were made purely by redesigning the harvester, without
any modifications to the OAI-PMH and without adversely impacting the data
provider. Also, the harvester is architected to work reasonably well on a single
processor machine and easily scale up to make use of additional resources if they
are available.

6 Future Work

For distributed digital library systems, these experiments have shown that there
is benefit in paralleling even the most basic harvesting operation. The next step
is to parallelise the various processing operations that take place within a digital
library system, including indexing and querying. Early work with the paral-
lel harvesting framework has shown that the scheduler can be used to manage
multiple types of jobs simultaneously - thus some nodes could be harvesting
and post-processing while others could be merging indices. For systems where
multiple services require different processing operations, it is possible to use a
computational pipeline, with each stage performing a particular operation.
There were some problems with data and process movement in openMosix.
In looking at alternatives, the distribution of processes and data will depend
on the specific data flow patterns of a digital library system. Dongarra et al.
[6] emphasise that parallelism is only a part of the solution and that data flow
must be considered. Further work is therefore needed to determine what the
data flow patterns are and how best to optimise the distribution of processes,
communication among processes and disk access patterns for typical DL services.
Eventually, in order to scale digital library systems arbitrarily, it may be
necessary to rethink the fundamental nature of data storage, movement and
processing in digital library systems. The OAI-PMH data provider enforces a
notion of ownership or stewardship of data, but quickly becomes a bottleneck in
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large scale collections. Data ownership may need to be redefined in its relation-
ship to data storage and locality so that scalable services have optimal access to
data when needed.
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Abstract. We propose methods of searching Web pages that are “se-
mantically” regarded as “siblings” with respect to given page examples.
That is, our approach aims to find pages that are similar in theme but
have different content from the given sample pages. We called this “sib-
ling page search”. The proposed search methods are different from con-
ventional content-based similarity search for Web pages. Our approach
recommends Web pages whose “conceptual” classification category is the
same as that of the given sample pages, but whose content is different
from the sample pages. In this sense, our approach will be useful for
supporting a user’s opportunistic search, meaning a search in which the
user’s interest and intention are not fixed. The proposed methods were
implemented by computing the “common” and “unique” feature vectors
of the given sample pages, and by comparing those feature vectors with
each retrieved page. We evaluated our method for sibling page search, in
which our method was applied to test sets consisting of page collections
from the Open Directory Project (ODP).

1 Introduction

Web search has become a major way to obtain new information. When people
use a conventional Web search engine such as Google ! or AltaVista 2, however,
they can only submit some query words to the search engine. When people are
studying a certain field comprehensively, they will submit some known words to
a Web search engine. Then, they need to check which search result pages contain
new content for them. In other words, in such situations, they try to find pages
that are related to the studying field but contain different content from what
they already know.

In this paper, we propose a method of searching Web pages that are “seman-
tically” regarded as “siblings” with respect to given page examples. Here, the
user specifies some page examples as a query for the search. Our approach aims
to find pages that are similar in theme but have different contents from the given
sample pages. We call this approach “sibling page search”.

The proposed approach is different from conventional content-based similarity
search for Web pages. It tries to recommend Web pages whose “conceptually”

! http://www.google.com/
2 http://www.altavista.com/

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 91-100, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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[ |1 I "\ similar .
queryJ sample page Rhone wine

Which is truly more suitable
for a sibling page ?

. Bordeauxwine / similar history of Bordeaux

(a) The case that a query consists of 1 sample page.
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different
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. . different
. Bordeaux wine

Fig. 1. The number of sample pages or page sets forming a query

classified category is the same as that of the given sample pages, but whose
content is different from the sample pages. For example, when a user interested
in wine and has already pages about “Bordeaux wine” and about “Burgundy
wine”, the user can throw these pages as a query for the search. Our approach
will then find pages about such topics as “Rhone wine”, which is another French
wine but different from Bordeaux wine and Burgundy wine.

The proposed method was implemented by computing the “common” and
“unique” feature vectors of the given sample pages, and then comparing those
feature vectors with each retrieved page. We also evaluated our method, in which
our method was applied to test sets consisting of page collections from the Open
Directory Project (ODP).

2 Query Requirements for Sibling Page Search

A query for a “sibling page search” consists of sample pages which a user gives.
Figure 1 shows three different cases of queries.

In case (a), the query consists of only one sample page about “Bordeaux
wine”. The sample page contains content about both “Bordeaux” and “wine”.
In this case, a page about “Rhone wine” might be a suitable sibling page for the
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query, but at the same time, a page about the “history of Bordeaux” might also
be suitable. Here, it is difficult to determine which is truly more suitable.

Meanwhile, in case (b), the query consists of two sample pages about both
“Bordeaux wine” and “Burgundy wine”. In this case, it is possible to determine
that “wine” is the common theme in both of pages and that “Bordeaux” and
“Burgundy” are the different themes in each page. Therefore, it can be deter-
mined that a relevant page must contain content about “wine” and must not
contain content about either “Bordeaux” or “Burgundy”.

In case (c), the query consists of two page sets. When a page set is about
“Bordeaux wine” and the other is about “Burgundy wine”, the query can be
treated in the same way as the case (b).

Consequently, a query needs to consist of two or more pages or two or more
page sets. In this paper, we assume that a user’s query consists of two or more
page sets.

3 Sibling Page Search

3.1 Sibling Page Search Algorithm

In this paper, we use the vector space model [1] to retrieve sibling pages from
user-selected page sets. When a user selects a collection {Pi,...,P,} of page
sets as a sibling page search query, the “sibling page” intuitively denotes a page
that contains the “common” feature of {Py,..., P,} and that does not contain
any “unique” feature of pages in {P1,..., P,}.

The following is the rough sketch of our sibling page search algorithm:

1. Computing page-set feature vectors t; from Py(1 < k < n). Each page-set
feature vector 5 is computed by aggregating all the feature vectors of pages
n Pk.

2. For {t1,...,t,}(n > 2), computing a vector ¢ which represents “common”
feature of {P1,..., P,}.
3. For each tq,...,t,, computing a vector ui(l < k < n) which represents

“unique” feature of Pj.

4. When a candidate page for a sibling page is obtained in some way, computing
a feature vector d for the page.

5. Computing the similarity between the “common part vector” ¢ and the can-
didate page vector d.

6. Computing the dissimilarity between each “unique part vector” u,(1 < k <
n) and the candidate page vector d.

7. Computing the relevance of the candidate page using the similarity and
the dissimilarities. The higher the similarity and the dissimilarities are, the
higher the relevance becomes.

There are many possible methods of calculating these feature vectors. The
following subsections describe two methods of computing tj, three methods of
computing ¢, and one method of computing ui. Then, we define the relevance
of a sibling page for a user’s query.
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3.2 Computing the Page Sets Vectors

The term frequency (TF) is often used for representing a page as a feature
vector, but several different methods based on the TF can be considered. One
such method, used in the SMART system [1], is based on the logarithm of the
TF. We use both the normal TF (N) and the logarithm of the TF (L) to compute
page set vectors. The values of the page set vector t; for each term with methods
(N) and (L) are defined as follows:

(N) tu(wi) = Y tf(wi,Dy), (1)

D;ePy

(L) tr(w;) =log |1+ Z tf(wi, Dj) |, (2)

D;ePy

where Py is one of the page sets in the user’s query, and ¢ f(w, D) is the number
of a term w contained in a page D. For normalization, each element is divided
by the maximum element in #;, giving the normalized vector t’;, as follows:

ti(w;)
t'(w;) = , 3
where w,, is a term for which ¢; has the maximum value in itself. We use '), as
the page set vector.

3.3 Computing the Common Part Vector

The common part vector ¢ is characterized by terms frequently appearing in all of
the page set vectors. We use three methods in order to emphasize these commonly
used terms: a method (M) to calculate the geometric mean of ¢/ (w;)(1 < k < n),
a method (A) to calculate the arithmetic mean of i (w;)(1 < k < n), and a
method (L) to take the minimum element from ' (w;), - - -, t',(w;), where n is
the total number of page sets in the query. For each method, the value of ¢ is
obtained as follows:

M) e(wy) = /T #sw). (4)

(A) elw) = =0, 6

(L) e(w;) = min(t'y (w;), ..., ' n(w;)). (6)
3.4 Computing the Unique Part Vectors

The unique part of the page set Py is characterized by terms whose value in ¢, is
high but whose value in ¢ is low. We define the unique part vector uy, as follows:

ug(w;) = max (¢ (w;) — e(w;),0). (7)
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3.5 Definition of the Relevance

It is intuitively thought that a relevant page for a query contains the common
part contents in all the page sets and does not contain any of the unique content
of each page set. After representing a candidate page D as a feature vector d, we
quantify the relevance by using the similarity between d and ¢ and the similarity
between d and each uy,.

First, in the same manner as computing the page set vectors, the feature
vector d of a candidate page can be computed by using either the TF (N) or
the logarithm of the TF (L). The formulas are as follows:

(N) d(w;) = tf(wi, D), (8)
(L) d(w;) =log (1 +tf(wi, D)) 9)

The similarity between two vectors can be calculated by the cosine similarity.
The cosine similarity between two vectors v, and v is defined as follows:

2w (1(w) - v2(w))

cos(vy,v2) = . (10)

VR, u(w)? 3, va(w)?

When the vectors’ directions are exactly the same, the cosine similarity takes
the maximum value of 1; when their directions are perpendicular, it takes the
minimum value of 0.
Using the cosine similarity, the similarity between d and ¢, Sim.(D), is ob-
tained as follows:
Sim.(D) = cos(c, d). (11)

If a candidate page D is relevant as a sibling page, the unique part of D
must be dissimilar to any uy. First, we get a feature vector which represents the
unique part of D in same way to Formula (7):

d,(w;) = max (d(w;) — ¢(w;),0) (12)

The maximum similarity between d and wuy is denoted as Sim,(d) and repre-
sented as follows:

Simy, (D) = max (cos(uy,dy), - -, cos(un, dy)) . (13)

When Sim, is large and Sim,, is small, the relevance should become high.
Thus, we ultimately define the relevance R of page D for the query as follows:

R(D) = Sime(D) - (1 — Simu(D)) (14)

4 Evaluation of the Proposed Methods

4.1 Test Sets

As described above, we utilize two methods of computing the page set vectors
and three methods of computing the common part vector. Through combination
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Table 1. The detail of the test sets

Test Set 1 Test Set 2 Test Set 3 Test Set 4 Test Set 5
Whole pages Science/ |Arts/Performing| Japanese/ Japanese/ Japanese/
Astronomy Arts/Dance Recreation Recreation Science
(1481docs) (2788docs) (2630docs) (2630docs) (2630docs)
Relevant pages|Solar System Ballet gambling fortunetelling natural science/physics
(267docs) (267docs) (71docs) (43docs) (91docs)
query Mercury Don Quixote boat race tarot relativism (5docs)
(9docs) (4docs) (2docs) (4docs) (5docs)
Neptune The Nutcracker | horse race four pillar electromagnetics
(8docs) (5docs) (9docs) astrology (3docs) (5docs)
Saturn Swan Lake bicycle race|European astrology hydrodynamics
(10docs) (3docs) (5docs) (10docs) (4docs)

of these methods, six overall methods are possible. Each is denoted according
to the labels used in Formulas (1) and (2) and Formulas (4), (5), and (6). For
example, the label (LM) means to use Formula (2) and Formula (4).

We compared and evaluated these six methods by using test sets, which con-
sisted of Web pages from the Open Directory Project 3.

Table 1 is the detail of the test sets. In the case of the Test Set 1, first we
collected Web pages under the directory /Science/Astronomy/ in the ODP.
Some of these pages have very little text content and consist mostly of images.
As our approach is based on feature vectors, we cannot analyze such pages.
Therefore, we removed pages containing very little text content (less than 2 KB)
from the collected Web pages. As a result, the total number of pages in the test
set was 1481 in this case. Next, we chose a query for the sibling page search. The
directory /Science/Astronomy/Solar System/ contains 12 subdirectories.
We chose three of them:

— /Science/Astronomy/Solar System/Mercury/ ,
— /Science/Astronomy/Solar System/Neptune/ ,
— /Science/Astronomy/Solar System/Saturn/ .

8 to 10 pages are directly located in each of these directories, so each of these
can be regarded as a page set. Hence, we obtained three page sets and used them
as the query for Test Set 1.

Relevant pages for the query should be semantically sibling pages with respect
to the query page sets. this means pages that are stored in the directory /Sci-
ence /Astronomy /Solar System/ but not in the directories for the query —
“Mercury”, “Neptune”, or “Saturn”. For example, the pages in

— /Science/Astronomy/Solar System/Earth/,
— /Science/Astronomy/Solar System/Jupiter/, and
— /Science/Astronomy /Solar System/Venus/

were included in the relevant pages for the query. The number of the relevant
pages was 267.
In such way, we made 5 test sets from the ODP.

3 http://dmoz.org/



Table 2. The page set vectors for “Mercury”,

Mercury (N) (L)
Mercury 1.000 1.000
planet 0.403 0.837
sun  0.273 0.767
image 0.261 0.759
Earth 0.233 0.739
orbit  0.166 0.679
km  0.150 0.662
surface 0.150 0.662

Sibling Page Search by Page Examples

Neptune (N) (L)
Neptune 1.000 1.000
planet 0.616 0.911
orbit 0.276 0.766
Uranus 0.228 0.732
spot  0.198 0.706
Earth 0.194 0.702
image 0.194 0.702
observe 0.190 0.698

“Neptune”, and “Saturn”

Saturn  (N) (L)
Saturn 1.000 1.000
ring 0.741 0.947
image 0.285 0.778
planet 0.248 0.754
satellite 0.230 0.740
Cassini 0.223 0.735
voyage 0.204 0.720
moon 0.197 0.713

time 0.134 0.642 dark  0.185 0.694 system 0.153 0.670

Table 3. The common part vectors for “Mercury”, “Neptune”, and “Saturn”

(NM) (NA) (NL) (LM) (LA) (LL)
planet 0.395 planet 0.423 planet 0.248 planet 0.832 planet 0.834 planet 0.754
image 0.243 Saturn 0.369 image 0.194 image 0.746 image 0.747 image 0.702
orbit 0.178 Neptune 0.350 orbit 0.124 orbit 0.691 orbit 0.693 orbit 0.633
ring 0.176 Mercury 0.344 Earth 0.113 Earth 0.684 ring 0.691 Earth 0.617
Earth 0.172 ring 0.314 moon 0.107 ring 0.662 Earth 0.686 moon 0.602
moon 0.135 image 0.247 system 0.083 moon 0.640 moon 0.642 system 0.558
sun 0.126  orbit 0.189 observe 0.073 sun 0.624 Saturn 0.634 observe 0.542

Saturn 0.125 Earth 0.180 km 0.069 km 0.613 sun 0.632 km 0.533

4.2 Examples of Vectors in Each Method

We show examples of vectors in each method. Here, we use Test Set 1.

Table 2 shows the page set vectors. In these vectors, the terms describing
each page set have high values. For example, in the vectors for the page set of
the directory “Saturn”, the two highest-valued terms are “Saturn” and “ring”.
There are several terms, however, that have high values in all page set vectors,
such as “planet” and “image”.

Table 3 shows the common part vector for each method. Here, terms such as
“planet” and “image” have high values in all cases, because they are commonly
related to the solar system.

Table 4 shows the unique part vectors for the directory “Saturn” for each
method. The terms “image” and “planet” have the third and fourth highest
values in the page set vector of “Saturn”, but their values are relatively lower in
the unique part vectors for each method.

4.3 Comparison of the Proposed Methods

For comparison, we calculated the relevance R of each page in the test set with
each method. Then, we sorted the pages by assigning higher ranks to those with
higher relevance. When 6(1 < 6§ < the number of the whole pages) is given, the
recall and the precision can be calculated, so a recall-precision graph can be
drawn.

Figure 2 shows the recall-precision graphs for each of the proposed six methods
for Test Set 2. When the graph for a certain method appears higher, that method
is judged as better than those that appear below it. These graph shows the
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Table 4. The unique part vectors for “Saturn”

(NM) (NA) (NL)

Saturn 0.875 Saturn 0.631 Saturn 0.976
ring 0.565 ring 0.426 ring 0.693
Cassini 0.223 Cassini 0.148 Cassini 0.223
voyage 0.204 satellite 0.127 voyage 0.204
satellite 0.161 voyage 0.077 satellite 0.202
Titan 0.113 Titan 0.071 Titan 0.113
magnetosphere 0.088 moon 0.057 color 0.098
division 0.080 color 0.056 Jupiter 0.096
(LM) (LA) (LL)

Cassini 0.735 Cassini 0.490 Cassini 0.735
voyage 0.720 division 0.372 voyage 0.720
Titan 0.617 Saturn 0.366 Saturn 0.649
magnetosphere 0.573 Saturnian 0.336 Titan 0.617
division 0.558 Gladman 0.329 magnetosphere 0.573
storm 0.524 Titan 0.328 division 0.558
plane 0.515 press 0.321 storm 0.524
Dione 0.504 magnetosphere 0.316 plane 0.515

Table 5. Average precision of the result for the test sets

(NM) (NA) (NL) (LM) (LA) (LL)
Top 5 pages 0.84 0.72 0.72 0.92 0.72 0.92
Top 10 pages 0.80 0.74 0.70 0.88 0.64 0.84
Top 20 pages 0.71 0.62 0.67 0.77 0.60 0.72
Top 50 pages 0.58 0.52 0.55 0.64 0.44 0.61
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Fig. 2. Recall-precision graphs for Test Fig.3. Average recall-precision graphs
Set 2 for all test sets

method (LA) is not good and (NA) is a little better than others. However, this
is just one case, so the average is more important. Figure 3 shows the average
recall-precision graphs for all test sets. It shows that the methods (NM), (NL),
(LM), (LA) are almost same and the best, that the method (NA) is worse in
especially higher ranking, that the method (LA) is the worst. For Web search,
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in particular, users generally only see the top 10 or 20 pages of results, so the
precision for the top 10 or 20 pages is quite important.

Table 5 shows the average precisions of the results for the test sets. By methods
(NM), (LM) and (LL), more than 80% of the top 10 ranked pages are relevant,
and more than 70% of the top 20 ranked pages are relevant. Even for the top
50 pages obtained by these three methods, about 60% are relevant pages. The
average of the average precisions of the test sets is about 7.1% * , so we have
concluded that about 60% is enough good.

As a result of these tests, we have shown that proposed methods (NM), (LM)
and (LL) have the capability to find suitable pages for sibling page search.

5 Related Work

The SMART system [1] includes methods of representing a document as a feature
vector, enabling us to search documents in the system by using the similarity.
Our methods for generating vectors and calculating similarity are based on this
work. The Okapi weighting proposed by Robertson et al. [2] is also a method
for calculating relevance for content-based similarity search. It was developed in
the TREC project. There are many search systems based on this method, but
they can only search for pages similar to a query, rather than pages regarded se-
mantically as “siblings” for the query. One way for a user to give more searching
intention is a information filtering system using relevant feedback [3]. In rele-
vant feedback systems, a user can indicate only either “relevant” or “irrelevant”
[4]. However, in the sibling page search, user’s holding documents contain both
relevant part and irrelevant part, so it is very difficult to represent user’s proper
intention in relevant feedback systems.

Our method is a system which finds suitable documents by removing both
irrelevant documents and ones relevant to user’s query but not containing new
information. Such ideas exist in the field of information filtering system. Zhang
et al. [5] proposed a method to detect novelty and redundancy for the stream of
documents. Their idea is that the feature appearing in old documents is redun-
dant, but in the sibling page search, suitable documents need to contain such
common feature.

Most Web search engines use keyword queries. Our system can be regarded as
a search system based on query by page examples. Query by examples is com-
monly used in image or video retrieval. Recently, there have been reports on
search systems based on query by examples for multimedia search. Example in-
clude MindReader by Ishikawa et al. [6] and the system developed by Westerveld
et al. [7]. These systems, however, search for items similar to the query examples.

6 Conclusion

We have proposed a method for “sibling page search”. When a user specifies
some page sets as a query for a search, the relevant pages for the query should

4 This average can be obtained from Table 1.
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be similar in theme but have different content in each page set. Our approach,
which includes six different methods, can evaluate whether a page is relevant for
a query. It is implemented by computing the “common” part vector of the page
sets and the “unique” part vector of each page set and then comparing those
feature vectors and each retrieved page. We evaluated the proposed methods by
applying them to test sets consisting of pages from the Open Directory Project
(ODP). The results showed that proposed methods labeled by (NM), (LM) and
(LL) work well for finding sibling pages with respect to a user’s given sample
pages. Our efforts in this paper is to calculate relevance of a document as a sibling
page. Our future goal is to find sibling pages from the Web, so we will develop
an efficient way to obtain candidate documents as sibling pages in future.
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Abstract. Due to the simplicity of RDF data model and semantics,
complex application scenarios in which RDF is used to represent the
application data model raise important design issues. Modelling e.g.
the temporary evolution, relevance, trust and provenance in Knowledge
Bases require more than just a set of universally true statements, with-
out any reference to a situation, a point in time, or generally a context.
Our proposed solution is to use the notion of context to separate state-
ments that refer to different contextual information, which could so far
not explicitly be tied to the statements. In this paper we describe a
practical solution to this problem, which has been implemented in the
VIKEF project, which deals with making explicit and intelligently use-
able information contained in vast collections of documents, databases
and metadata repositories.

1 Problem Description and Motivation

The VIKEF project! deals with creating large-scale information systems that
base on Semantic Web technology. At the center of the envisioned systems there
is an RDF (Resource Description Framework)? knowledge base (KB) that con-
tains a large amount of information about documents and their contents. This
information is gathered by information and knowledge extraction processes at
the base level, then semantically enriched and related to ontological knowledge,
and finally stored in a RDF triple store called RDFCore, which will be described

! Buropean Commission 6" Framework Programme IST Integrated Project VIKEF -
Virtual Information and Knowledge Environment Framework (Contract no. 507173,
Priority 2.3.1.7 Semantic-based Knowledge Systems http://www.vikef .net)

2 http://www.w3.org/TR/rdf-concepts/
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in more detail in Sect. 3.1. On top of this KB, semantic-enabled services will be
implemented to provide a next-generation information system.

Current RDF triple stores are built to represent a single bag of RDF triples, i.e.
all statements are stored in the same information space together. However, from a
Knowledge Representation point of view, RDF statements in general are context-
free, and thus follow a notion of universal truth, while in our opinion knowledge
in an information system is context-dependent. In effect, without a context-based
system, it is possible (and probable) that semantically contradictory statements
will be stored in the KB, such as for instance “Silvio Berlusconi is the Prime
minister of Italy” and “Romano Prodi is the Prime minister of Italy” as the result
of knowledge extracted from articles written in different years (supposing that
being Prime Minister is possible only for a single person). These contradictions
are however unwanted in a logical system because they would interfere with both
simple queries over the data (e.g., the question “who is the Premier in Italy?”
brings two answers instead of just one) and higher level reasoning that is to be
performed to provide Semantic Web functionality, such as semantic browsing,
search, visualization, etc. Additionally, we would like to be able to model other
aspects such as relevance, credibility and validity of a statement, all of which
require further qualification.

If we think about the Semantic Web as a whole, with a large number of un-
coordinated information systems, the problem becomes even more evident. If
every peer builds up a KB of unqualified RDF statements, the set of univer-
sally true facts in the Semantic Web becomes enormously large and impossible
to handle from a semantic point of view; this is the case when, for example,
tools for automatic extraction of metadata are used, as in [5] and [11]. In our
opinion, such contradictions, contradictory beliefs and facts that become seman-
tically incorrect in the absence of additional pragmatic or contextual information
are likely to impose serious problems on the coordination and interoperation of
information systems in the Semantic Web.

The remainder of the paper is organized as follows: after giving some defini-
tions of context in Sect. 2, we present our architecture in Sect. 3. Some empirical
evaluation results are presented in Sect. 4, and finally we draw some conclusions
and future work directions in Sect. 5.

2 Context in RDF Knowledge Bases

We think that the mentioned issues can be approached by introducing the notion
of context into RDF, to limit the scope of a RDF statement to the context in
which it is relevant or valid, because in our opinion this is required for anything
sensible to be expressed in the Semantic Web. We want to present a mechanism
to qualify statements and thus to model that a statement is true only under a
certain set of conditions, which will help us store information in the KB that
would cause contradictions or inconsistencies in a plain RDF A-Box3.

3 In Description Logic, an A-Box is the set of assertions about instances (Assertional
Box), while the T-Box is the portion of the KB containing the axioms, such as class
and property definitions (Theoretical Box).
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2.1 Context in KR - Multi Context Systems

The theoretical ideas presented in this paper base on the logical theory of Multi
Context Systems and the principles of Locality and Compatibility presented e.g.
in [8], with influences from [3,4]. Basically, this theory states that contexts can
be seen in a peer-to-peer view, resembling more general aspects such as human
beliefs, agent knowledge or distributed systems. The important aspect of this
theory is that reasoning within a context follows standard mechanisms, as the
non-elementary view on the large part of the axioms does not require to keep
track of the context they are relevant for. Relations between contexts however,
i.e. to reason across contexts, are to be expressed in so-called compatibility rela-
tions (CRs), that formalize exactly how under certain circumstances knowledge
from other contexts becomes relevant. Regarding RDF in this case we claim that
a RDF context can be thought of as a locally coherent set of axioms, each one
with a set of parameters and values for these parameters, that specify the con-
ditions under which the set of axioms is valid. We envision CRs to be modeled
as a semantic attachment [12], as we will describe in more detail below.

2.2 Main Idea

The basic idea is to have all statements that belong to a context in a separate
named RDF graph, and extend the RDF semantics in a way to enable contexts
to appear as standard objects in RDF statements of other contexts. As we will
illustrate in more detail in Sect. 3.2, for a reference implementation we will base
on features of the SPARQL? query language.

Then, we want to model the mentioned CRs between contexts, to allow for
reasoning across contexts. This aspect is probably the most important one, be-
cause from an application perspective it is crucial that sensible queries can be
issued and all relevant information is taken into account - which requires rea-
soning across contexts and reasoning on the relations between contexts (i.e. on
statements of the form <c, R c¢,> where ¢, and ¢, are RDF Contexts, or <f R
c'> respectively <¢/ R f> with f € ¢). We are only starting to explore in full
depth the aspects of CRs that are relevant for the VIKEF project.

Several approaches can be thought of to model CRs in our architecture. First
of all, one could think of allowing the implementer of an information system to
provide their own vocabularies (ontologies) to describe relations between con-
texts. A similar option would be for us to provide such an ontology as part
of the architecture. However, in our opinion the basic problem with these ap-
proaches is the fact that many interesting relations between architectures cannot
be fully formalized with the help of a Semantic Web ontology, which is based on
Description Logics.

As an example for this claim take a relation such as

<c’ EXTENDS c>

which expresses that ¢’ represents an extension to c, e.g. for the reason that it
is about the same object, but composed at a later point in time. The underlying

4 http://www.w3.org/TR/rdf-sparql-query/
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assumption of the EXTENDS relation is that the two contexts are compatible,
i.e. they agree on the relevant context parameters. The semantics of this relation
have to be expressed algorithmically:

if ¢ and ¢’ are compatible
then if no answer to a query q can be given in ¢
propagate query to ¢

One of the questions that might arise is how these CRs are supposed to be
modeled. At the moment, we see three approaches to do this, which, among
other basic and preliminary results including some of the above ideas, have
been presented in [1], which we recommend to the reader for more detailed
information, references and a discussion of related work.

This work has led us to the conclusion that the approach to be chosen is to
implement a CR as a semantic attachment [12], which can be thought of as a sort
of plugin to the system, one attachment per CR. This has the positive effects
that i) there is no restriction on how many and which kind of CRs are part of
such a system and ii) implementation of the CRs is generally not restricted to
any specific language or system.

2.3 Related Work

As mentioned before, [1] provides a discussion of relevant related work. The
only related approach that has lead to actual results, up to our knowledge, is
that of the W3C Named Graph Interest Group®. A substantial article has been
published in 2005 [2], and implementational results are now part of the Named
Graphs API for Jena (NG4J) . The approach describes a way to represent a
graph as an object in a RDF KB, and has mainly been driven by the need
for developing a trust model in RDF, but it could also serve as an underlying
implementation in order to provide a base for the CRs discussed above.

3 The Proposed Solution: System Architecture

Our practical solution to context issues is based on the following requirements:

— Easy and simple identification of contexts

— Separate and independent storage for each context

— Easy querying of one or more contexts

— Easy reasoning on context parameters values

Ability to plug new CRs in the architecture

— Ability to use CRs of higher expressive level, i.e. higher than OWL and/or
DL

® http://www.w3.org/2004/03/trix/
5 http://www.wiwiss.fu-berlin.de/suhl/bizer/ng4j/
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As sketched in Fig. 1, the two main parts of our implementation are what is
“inside” RDFCore (i.e. the RDF storage level) and “outside” of it. In Sect. 3.1
and Sect. 3.2 we will discuss the details of the architecture.

Context Relations]|

c, CR1 c,

URI Registry
URI1 %
URI2 TN
¥

RDFCore

URI3

Fig. 1. Compatibility Relation Association Architecture

3.1 RDF Storage

As RDF storage, the VIKEF project chose to use RDFCore: presented in [7], it is
a component used for storage and retrieval of RDF graphs, including multiuser
support and extensible support for query languages.

In the VIKEF Project, RDFCore is the basic component for RDF metadata
storage; being the VIKEF architecture based on the Web Services paradigm,
its SOAP"-exposed services have been wrapped as a Web Service® for metadata
storage, retrieval and querying.

RDFCore also has extensible support for different physical persistence solu-
tions. At the time of writing, there are three implementations of RDFFEngineln-
terface (the basic interface to be implemented by plugins), two based on the Jena
Toolkit?, one with MySQL RDBMS!? as persistent storage, called RDFEngine-
JENA, and the other one using Microsoft SQL Server'!, called RDFEngine-
MsSQL. The third implementation is based on simple RDF /XML files, and is
called RDFEnginePlain. All these implementations are based on the Jena API.

The component also offers multiuser support; users can choose whether some
of the models they own should be private, publicly readable or writable, and
can restrict access to single users or groups of users. This support is useful

" http://www.w3.org/2000/xp/Group/
8 http://www.w3.org/2002/us/
 http://jena.sourceforge.net
10 http://dev.mysql.com/doc/mysql/en/index . html
1 gww.microsoft.com/sql/
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when designing cooperative applications, thus enabling geographically dispersed
teams to work together easily. RDFCore also can use a graph redundancy check
algorithm (REDD)[6], which is useful in searching redundant portions of RDF
graphs, i.e. those parts of the models that do not carry semantic information, or
that duplicate information carried by other parts.

3.2 Context Querying: SPARQL

We identified SPARQL as the query language that satisfies many of the re-
quirements listed before, since it includes facilities to query more than one RDF
model at a time, and the models to use can be specified with URIs. With this
approach, a context can be easily represented as a RDF model, identified by a
URI - in other words, it can be viewed as a named graph. The only step needed
to complete the pipeline and enable a generic repository to answer a SPARQL
query on multiple contexts is the retrieval machinery to provide the RDF data
for the SPARQL Dataset to the SPARQL engine.

We use ARQ'? as SPARQL engine for RDFCore; since ARQ uses the Jena
class com.hp.hpl. jena.util.FileManager in order to retrieve the RDF data
needed to build the Dataset for the SPARQL query, this is the point in which we
insert our mappings from graph names to URLs that the RDFCore component
has to supply. Since RDFCore has multiuser support, however, it is necessary
to implement a check on whether the user making the query has read access to
the involved models; to do this, RDFCore extracts the graphs’ URIs and checks
that all the required models are accessible before pushing the SPARQL query to
ARQ. Access to the data is done by ARQ through the use of a RDFCoreLocator,
which implements the Locator interface defined in Jena. A small sketch of the
process is depicted in Figure 2.

When the query is issued by an external application using the SPARQL pro-
tocol'3, the query can be executed only when all involved models are readable
by any user (thus including any application that does not act on behalf of a
user, and therefore has no explicit access to any model). At the moment, RDF-
Core satisfies only the basic requirements for the SPARQL Protocol (HTTP and
SOAP access), that is, RDFCore only accepts SPARQL queries with embedded
dataset, where the dataset is composed of URIs that are registered as identifiers
for RDF models publicly accessible in RDFCore. Accessing these models is re-
alized through simple HTTP connection to a related RDFCore service, and it is
automated in the query component through the implementation of the Locator
interface in the Jena API, that is used as input to create the RDF dataset in
the ARQ component. The use of the SPARQL protocol simplifies the design of
those VIKEF components that only need read access to specific RDF models; in
the case of distinct contexts, this is an easy way to ensure that no application
can modify the information contained in a specific context.

12 http://jena.sourceforge.net/ARQ/
13 http://www.w3.org/TR/rdf-sparql-protocol/
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3.3 System Architecture
As sketched in Figure 1, the main parts of the architecture are:

— A URI Registry, used by applications to get the list of context URIs contained
in a particular instance of RDFCore (including accessible and non accessible
ones).

— A Compatibility Relations model, containing statements of the kind <¢’ R
¢>, meaning that context ¢’ is in relation R with context ¢ (all three should
be read as URISs for the contexts and the relation).

— A Compatibility Relation Registry, where each URI that identifies a CR is
related to an implementation for that CR (semantic attachment).

The architecture presented so far is quite straightforward; however, the rea-
soning task on the Compatibility Relations model (i.e. the model containing the
CR statements between contexts) cannot be carried out by a DL reasoner, since
the complete semantics of the CRs we want to represent exceeds OWL expres-
siveness. In order to overcome this limitation of the architecture, we devised a
plugin-oriented solution, where the URI of a CR identifies a plugin that imple-
ments the correct behavior to be carried out. As an example, consider a CR
saying that:

“context context : x and context context : y are context : compatible if they
have no contradictory statements” 4.

The relation named context : compatible, then, has to be inferred (or verified)
through the use of some code that has to be associated with the relation, which
in this case would do the job of taking the RDF models for the two contexts (i.e.
the RDF models labeled context : x and context : y, available in RDFCore).
A reasoner should then be used on the whole resulting RDF graph in order to
evaluate consistency.

14 Note that no specific reasoner level is set here: a real rule should also specify how to
verify contradiction.
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4 Empirical Evaluation

Empirical evaluation of the contextualized KB can be focused on two main as-
pects: 1) scalability w.r.t. the number of contexts and their size, and ii) scalability
w.r.t. number and complexity of Compatibility Relations. So far, we have eval-
uated the first aspect.

4.1 KB Design

In order to evaluate scalability w.r.t. the number of contexts that can be queried
at once, we produced a sample KB containing many artificial RDF models, where
each model represents a Context, and we then ran a SPARQL query of the kind:

CONSTRUCT \{7x ?y ?z\} FROM <urn:al> FROM
<urn:a2> ... WHERE \{7x 7y ?7z\}

where urn:al represents the URI of a specific context and is used to retrieve the
corresponding model from RDFCore. This query template simply retrieves all
triples from the models named in the FROM clauses, and in our experiment we
use queries that involve 10, 20 and 100 models respectively; in the first phase
of testing, all the models have 100 statements in them, while in the second
phase all the models have 1000 statements, so the total number of statements
retrieved by a query scales from 1000 to 100000; the results are presented in
Table 1. The last column of Table 1 shows the results obtained executing the
same query on a single model containing the same number of triples of the union
of the models, in order to verify the performance impact of partitioning a model
into smaller contexts. As it emerges from the data, the performance overhead is
small and tends to decrease when the total number of statements increase; the
growth in the elapsed time has the same trend for both approaches, so we deduce
that our architecture does not affect performances in a negative way, for such
simple queries (however, note that any complex query is likely to retrieve a small
number of statements w.r.t. the size of the model, so these very general queries
are stressing the framework more than a very restrictive query that would only
retrieve a single triple).

Table 1. Test Results

(artificial) graphs stmt/graph stmt retrieved elapsed secs elapsed secs
on whole models
First Phase

10 100 1000 ~ 04 ~ 0.1

20 100 2000 ~ 0.6 ~0.25

100 100 10000 ~ 25 ~ 1.5
Second Phase

10 1000 10000 -2 ~ 1.5

20 1000 20000 ~ 4 ~ 3.5

100 1000 100000 ~ 20 T 24
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5 Conclusions and Future Work

We presented a possible solution to the issues related to uncontextualized knowl-
edge, mostly arising from the notion of universal truth that RDF model seman-
tics follows, and showed the architecture of our implementation for this solution.
Future work we plan to do on this implementation consists of:

— A thorough stress test for the RDFCore component that acts like a “context”
server in our architecture, to check for scalability issues w.r.t. CR number
and complexity.

— Some implementations of CR “attachments”, in order to provide the system
with the needed expressive power to match VIKEF requirements.

Possible applications for this kind of KR are manifold, as partly described
in [1,2,9,10]. Aspects such as beliefs, trust, incomplete knowledge and KB evo-
lution in our opinion can all be tackled with a sensible context system as a base.
We believe that in the long run, the vast amount of knowledge represented in
the Semantic Web can only be handled properly if represented in contezt.

Additionally, we envision the outcomes of this work to go beyond local aspects
and also become relevant from a distributed point of view. As the nature of
the Semantic Web is inherently distributed, we think we can contribute to the
semantic coordination of Semantic Web agents, firstly by offering the capabilities
to make explicit that two knowledge bases belong to their respective agents and
to enable the agents to establish semantic links to the KBs of other peers with
the help of CRs.

Acknowledgments

This research was partially funded by the European Commission under the 6
Framework Programme IST Integrated Project VIKEF - Virtual Information
and Knowledge Environment Framework (Contract no. 507173, Priority 2.3.1.7
Semantic-based Knowledge Systems; more information at http://www.vikef.
net).

References

1. P. Bouquet, L. Serafini, and H. Stoermer. Introducing Context into RDF Knowl-
edge Bases. In Proceedings of SWAP 2005, the 2nd Italian Semantic Web Work-
shop, Trento, Italy, December 14-16, 2005. CEUR Workshop Proceedings, ISSN
1618-0073, online http://ceur-ws.org/Vol-166/70.pdf, 2005.

2. J. Carroll, C. Bizer, P. Hayes, and P. Stickler. Named Graphs, Provenance and
Trust. In Proceedings of the Fourteenth International World Wide Web Conference
(WWW2005), Chiba, Japan, volume 14, pages 613-622, May 2005.

3. G. Criscuolo, F. Giunchiglia, and L. Serafini. A Foundation for Metareasoning,
Part I: The proof theory. Journal of Logic and Computation, 12(1):167-208, 2002.



110

4.

10.

11.

12.

H. Stoermer et al.

G. Criscuolo, F. Giunchiglia, and L. Serafini. A Foundation for Metareasoning,
Part II: The model theory. Journal of Logic and Computation, 12(3):345-370,
2002.

. F. Esposito, S. Ferilli, N. Di Mauro, T. M. A. Basile, L. Iannone, I. Palmisano,

and G. Semeraro. Improving automatic labelling through rdf management. In
Tengku M. T. Sembok, Halimah Badioze Zaman, Hsinchun Chen, Shalini R. Urs,
and Sung-Hyon Myaeng, editors, Digital Libraries: Technology and Management
of Indigenous Knowledge for Global Access, 6th International Conference on Asian
Digital Libraries, ICADL 2003, Kuala Lumpur, Malaysia, December 8-12, 2003,
Proceedings, volume 2911 of Lecture Notes in Computer Science, pages 578-589.
Springer, 2003.

. F. Esposito, L. lannone, I. Palmisano, D. Redavid, and G. Semeraro. Redd: An

algorithm for redundancy detection in rdf models. In Asuncién Gémez-Pérez and
Jérome Euzenat, editors, The Semantic Web: Research and Applications, Second
European Semantic Web Conference, ESWC 2005, Heraklion, Crete, Greece, May
29 - June 1, 2005, Proceedings, volume 3532 of Lecture Notes in Computer Science,
pages 138-152. Springer, 2005.

. F. Esposito, L. lannone, I. Palmisano, and G. Semeraro. RDF Core: a Component

for Effective Management of RDF Models. In Isabel F. Cruz, Vipul Kashyap,
Stefan Decker, and Rainer Eckstein, editors, Proceedings of SWDB’03, The first
International Workshop on Semantic Web and Databases, Co-located with VLDB
2003, Humboldt-Universitdt, Berlin, Germany, September 7-8, 2003, 2003.

C. Ghidini and F. Giunchiglia. Local models semantics, or contextual reason-
ing=locality+compatibility. Artif. Intell., 127(2):221-259, 2001.

R. V. Guha, R. McCool, and R. Fikes. Contexts for the semantic web. In Sheila A.
Mecllraith, Dimitris Plexousakis, and Frank van Harmelen, editors, International
Semantic Web Conference, volume 3298 of Lecture Notes in Computer Science,
pages 32—46. Springer, 2004.

G. Klyne. Contexts for RDF Information Modelling. Content Technologies Ltd,
October 2000. http://www.ninebynine.org/RDFNotes/RDFContexts.html.

G. Semeraro, F. Esposito, S. Ferilli, T. M.A. Basile, N. Di Mauro, L. lannone, and
I. Palmisano. Automatic management of annotations on cultural heritage material.
In International Conference on Digital Libraries, ICDL 2004, New Delhi, India,
February 24-27, 2004, Proceedings, pages 805-812, 2004.

R.W. Weyhrauch. Prolegomena to a Theory of Mechanized Formal Reasoning.
Artificial Intelligence, 13(1):133-176, 1980.



Visualizing User Communities and Usage Trends of
Digital Libraries Based on User Tracking Information

Seonho Kim, Subodh Lele, Sreeram Ramalingam, and Edward A. Fox

Department of Computer Science
Virginia Tech
Blacksburg, Virginia 24061 USA
{shk, subodhl, sreeram, fox}@vt.edu

Abstract. We describe VUDM, our Visual User-model Data Mining tool, and
its application to data logged regarding interactions of 1,200 users of the
Networked Digital Library of Theses and Dissertations (NDLTD). The goals of
VUDM are to visualize social networks, patrons’ distributions, and usage trends
of NDLTD. The distinctive approach of this research is that we focus on
analysis and visualization of users’ implicit rating data, which was generated
based on user tracking information, such as sending queries and browsing result
sets — rather than focusing on explicit data obtained from a user survey, such as
major, specialties, years of experience, and demographics. The VUDM
interface uses spirals to portray virtual interest groups, positioned based on
inter-group relationships. VUDM facilitates identifying trends related to
changes in interest, as well as concept drift. A formative evaluation found that
VUDM is perceived to be effective for five types of tasks. Future work will aim
to improve the understandability and utility of VUDM.

1 Introduction

Digital libraries (DLs) support diverse users, but might do so even better if available
data about those users could be employed to facilitate personalization. Work toward
such a goal is in keeping with new trends to improve the WWW, such as the move
toward “Web 2.0”, where web applications become more flexible, and evolve with the
collaboration of users. Fortunately, we may benefit from data mining and
unsupervised learning techniques applied to the large volume of usage data from
community-driven information systems like blogs [1], wikis, and other types of online
journals. Thus, we can go beyond what is possible if only examining data from OLAP
systems [2]. We begin to address challenging research questions about a DL such as:

What are the current trends of information seeking for this DL?

What kinds of people are using this DL? Who is a potential mentor for whom?
How has the focus of retrieval changed for a particular user?

What academic areas are emerging as popular attractions?

How many people are interested in which topics? How many are experts?
How many virtual groups, of users who share interests, exist in the DL?
Which topics are related to which other topics?

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 111 -120, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Fortunately, visualization supports direct involvement of users in exploration and
data mining, so they can utilize their creativity, flexibility, and general knowledge [3].
There has been a great deal of prior work that relates to our research, so we only
can touch on a small sample of papers touching on particular aspects of our approach.

Some of the broad areas of related work include: visualization of social networks,
visualization of documents and topics, learning about users, and user modeling. For
example, visualization of networks of criminals and criminal events can help unearth
hidden patterns in crime data as well as detect terrorist threats [4]. Boyd, working
with Social Network Fragments [5], visualized clusters of contacts derived from the fo
and cc lists in email archives. Heer, in Vizster, visualized relationships between
members in an online date site Friendster [6], SPIRE Themescape [7] facilitates
visualization of the topic distribution in a large document space. Probabilistic
approaches to user modeling have made it possible to learn about user profiles, as
well as to revise them based on additional data [8, 9]. Tang utilized users’ browsing
patterns for collaborative filtering [10]. Webb examined challenging user modeling
approaches like data rating, concept drift, data sparseness, and computational
complexity [11].

In Section 2 we describe the DL context and data preprocessing aspects of our
study. Section 3 introduces VUDM and our approach to visualization. Section 4 gives
details about the visualization and illustrates its use for key tasks. Section 5
summarizes our pilot user study, and identifies important areas for future work, while
Section 6 presents conclusions.

2 Data Description and Preprocessing

The Networked Digital Library of Theses and Dissertations (NDLTD) union catalog
[12] describes a collection of over 240,000 electronic theses or dissertations (ETDs)
from more than 325 member institutions, such as universities and libraries. Our data
set consists of 1,200 user models, describing those who registered to use our service
between August 2005 and May 2006. During the registration process, new users
explicitly provide data, called “explicit data”, such as their specialty, major (area of
interest), and number of years worked in each such area. Explicit data is easy to
analyze with normal analysis tools. However, such data is insufficient when
addressing the comprehensive questions listed in Section 1. Further, user interests and
behavior change over time, so it is important to enhance user models with data from a
user tracking system [13], i.e., “implicit (rating) data” (so-called because the data was
not entered explicitly in answer to questions). Our implicit data consists of “queries”
and two types of interest “topics” which have the form of noun phrases. The user
tracking system runs on an NDLTD service that provides document clustering, and
collects the cluster names that users traverse. It records positively rated, as well as
ignored, hence negatively rated “topics” [14]. Our 1,200 user models contain both
explicit data and implicit rating data that grow with use of NDLTD, but our focus is
on visualizing such user models mainly using implicit rating data. The data allows us
to characterize users, user groups, and broader user communities. At the same time,
we can characterize topics and (scholarly) areas of interest. Combining the two types
of information allows identification of areas of user expertise, mentoring relationships
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among users, and changes/trends related to the data and information considered. The
next section explains our visualization interface (VUDM) that supports all this.

3 VUDM and Visualization Strategies

Our Visual User model Data Mining (VUDM) tool transforms available data into a set
of windows as illustrated in Figure 1. The main window presents an overview of all
users (shown as icons) and communities (i.e., groups, shown as spirals). The
presentation is controlled by a slider, that specifies a user correlation threshold (6,
which will be explained later in this section), in order to determine if users should be
in the same group. Another control determines whether an overview is shown, or if
one should zoom into a region of particular interest. In addition, all user icons and
group spirals can be dragged with the mouse, e.g., to examine a congested area.

P — o
e VUL Mt Gragh

Fig. 1. The main window, 1, displays an overview of users, virtual interest groups, and their
relationships. The statistics window, 2, presents detailed information, either about all users or
about all groups in the system. The slide bar, 3, controls the correlation threshold (¢). The small
tables at the bottom, 4, 5, and 6, show detailed information about groups, topics, and
highlighted users, respectively. When using the right mouse button, dragging up and down, 7
and 8, and free dragging, 9, cause: zoom, un-zoom, and panning.

On demand, a small pop up window appears — see Figure 1 on the right (2). It
provides detailed information about users or groups. It supports basic OLAP
functions, such as sorting and listing. This and the main window are linked and
synchronized. Thus, VUDM services combine strengths of graphical and text-oriented
presentations.

The visualization of users and topic-based groups aims to summarize high
dimensionality data, in order to support key tasks (see Section 4). Three degrees of
freedom (three dimensions) are shown, since one can vary the position (X, y
coordinates) of a spiral center, as well as the distance (of a user icon) from the center.



114 S. Kim et al.

The positions of spirals (groups) are not controlled absolutely because the
dimensionality of data is too high. It is only important to maintain relative distances
among spirals (interest groups). For laying out the spirals, a “grid layout” method [15]
is used. That is, the whole space is divided into equal-sized rectangles and the “groups
of similar groups” are centered in each rectangle. Each “group of similar groups”
consists of a representative (largest) group at the center and satellite similar groups
around it at a distance based on the group similarity with the representative group.

Regarding classifying users into virtual interest groups and finding “groups of
similar groups”, we use the same algorithm. Because any statistical information about
distribution and underlying densities of patrons, such as sample mean and standard
deviation, are not known, nonparametric classification techniques, such as Parzen
Windows and k-Nearest-Neighbor (kKNN), should be used. But kNN is inappropriate
since it assigns the test item into only one class, it needs well-classified training
samples, and its function depends on the size of sample. For these reasons we devised
a modified kNN algorithm: “fixed-size window multi-classification” (FSWMC)
algorithm. Figure 2 illustrates the difference between kKNN and FSWMC. Distances
between samples (the spots in the hyperspace) are calculated using Formula (1) in
Section 4.1. While the window size, r, of the kKNN is dependent on ‘n’, the total
number of samples, the window size of FSWMC is fixed to the correlation threshold
6. The 6 value is entered from the user interface. In this algorithm, a test sample will
be assigned to 0 or more classes, depending on the number of neighbors within the
distance 6. Theoretically a maximum of ‘n’ classes, one class for each sample, can be
found. However, we reduce the number by the “removing subclass rule”: a class
whose elements are all elements of another class can be removed to ensure there are
no hierarchical relationships among classes. Also, we remove trivial classes, where
the number of elements is smaller than a specified value. Even though Parzen
Windows also uses a fixed-size window, our algorithm is more similar to ANN
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Fig. 2. Top Row: The kNN rule starts at the test point, red spot, among classified samples, and
grows the surrounding circle until it contains ‘6> samples. Then, it classifies the test point into
the most dominant class in the circle. Bottom Row: The fixed-window multi-classification rule
classifies all samples enclosed by the fixed sized, r=0, circle, surrounding the test point, into a
new class. If this new class is a sub- or super-class of an already found class, remove the
redundant sub-class. In this figure, two classes, {c} and {a,b,d,e}, are found up to stage n=16.
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because kNN and FSWMC estimate directly the “a posterior” probabilities,
P(classlfeature), while the Parzen Windows estimates the density function
p(featurelclass). We also use our algorithm to find “groups of similar groups”.
However, in that case we assign the testing sample to the most dominant class among
samples within the surrounding region, because a group should be assigned to only
one “group of similar groups”.

4 Support for Knowledge Finding Tasks

The goal of our visualization is to support understanding about users, user groups, and
topics — and their interrelationships. We consider three categories of knowledge: user
characteristics and relationships, virtual interest groups and relationships, and usage
trends. These are discussed in detail in the following three subsections.

4.1 User Characteristics and Relations

User characteristics are the most important information for personalization. Many
commercial online shopping malls, such as amazon.com and ebay.com, are already
utilizing user characteristics for personalized services. VUDM visualizes each user’s
interest topics and expertise level by putting his icon on spirals in a 2D user space (see
Figure 3 left). Each spiral represents a set of closely related topics shared by the users
placed on the spiral. Because a user may be interested in multiple topics / scholarly
areas, VUDM puts copies of his icon on all spirals that match his interests, linking
copies together with connection lines when the user is highlighted (see Figure 1).

The amount of expertise on a topic for a user is used to determine the distance from
the center of the spiral to that user’s icon. The closer to the center of the spiral, the
more expertise the person has about the topic. Expertise is computed as a function of
the number of years the user has worked in the area, and of the length of usage
history. High-ranked persons in a group are colored differently, and are classified as
mentors; novice users may be encouraged to collaborate with them.

novice / @

mentor

Fig. 3. Left: Each small face icon on the spiral is a user. A spiral represents a set of closely
related topics and, thus, forms a virtual interest group with the users on the spiral who share the
topics. The size of a spiral is proportional to the size of the group. Distance between user icons
within a group reflects their similarity with regard to topics. Right: Distance between two
spirals reflects the similarity between the two groups.



116 S. Kim et al.

Decisions about the: formation of a virtual interest group, selection of users who
make up a group, and location of each member icon’s distance from the center of a
spiral, are made by calculating correlations between users according to formulas (1)
and (2). We used mainly implicit data rather than explicit data, because collecting
implicit data is more practical than collecting explicit data, and it helps us avoid
terminology issues (e.g., ambiguity) which are common in information systems [14].

DI Va)(v,, =)
\/Zj (O Va )zzj O~ v)*

correlation(a,b) =

ey

- number of topics positively rated by 'a'+number of used queries by 'a'

Ve = P e 2

number of topics proposed to 'a'+number of used queries by 'a

(1) represents the correlation of users ‘a’ and ‘b’. ‘v, is the rating value of item ‘j’

of user ‘a’ which means the number of positive ratings on ‘j” made by ‘a’. 9
represents common topics or research interests which are rated by users ‘a’ and ‘b’.

‘v, is the average probability of positive rating of the user, as obtained by (2) [16].

4.2 Virtual Interest Group and Relations

Virtual Interest Groups are virtual clusters of DL users who share specific research
interests and topics. Visualizing virtual interest groups helps us understand the
characteristics of DL patrons, may help patrons identify potential collaborators, and
may aid recommendation. From this visualization, it is possible to figure out
distributions of users, preferences regarding research interests / topics, and potential
interdisciplinary areas. The VUDM finds virtual interest groups by connecting user
pairs with high correlation values (above a threshold). The higher the threshold, the
more precise will be the virtual interest group.

VUDM arranges virtual interest groups in two dimensional user space according to
their degree of relationship (similarity) with other groups. Relative distance between
groups reflects the degree of relationship; more highly related groups are closer. We
assume that in two highly related groups, users in one group will share interests with
users in the other. We measure the degree of relationship between two groups either
by calculating the vector similarity between the two group representatives (a union of
the model data for all members), using Formula (3), or by calculating the Tanimoto
Metric (4) which uses the number of members in common [17]. Compared to vector
similarity, the Tanimoto Metric has lower computational cost but still is effective.

Vai Vo
groupsim(A,B) = Z A B.i

5 S, 3)
i€eT ieT

n,+n;—2n
D A,B — A B AB
taninoro (As B) oy 4)
(3) represents the group similarity between two virtual interest groups ‘A’ and ‘B’.
‘va;’ 1s the sum of the frequencies of positive rating on topic ‘i’ made by all users in
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group ‘A’. ‘T’ is the set of all topics in the system that are rated positive at least once.
(4) represents the similarity distance between two groups ‘A’ and ‘B’. ‘n,’ and ‘ng’

are the number of users in A and B, respectively. ‘Np’ is the number of users in both
groups A and B.

4.3 Usage Trends

In addition to characteristics and relationships among individual users and virtual
interest groups, general usage trends also are of interest. Visualizing usage trends in
VUDM is accomplished by providing overviews over time. Thus, Figure 4 shows
VUDM results for three months. In June we see a cluster of small groups at the
bottom. In July we see those are attracting more users and groups, and seem to be
merging, while an old topic, the large spiral at the top, adds one more user. That large
group shrinks in August, at the same time as there are further shifts among the small
groups (now three) at the bottom. Thus, we see which areas emerge, are sustained,
shrink, or grow. Further, we may extrapolate from series of changes to make
predictions.

June 2005 July 2005 August 2005

Fig. 4. Visualizing user space at different times makes it possible to figure out and predict
retrieval trends, emerging attractive topics, drifts of concepts, etc.

VUDM also can help digital librarians visualize concept drift, which is a well
known problem in the machine learning area [11]. The real attributes of a user are
likely to change over time [18]. In recommender systems, detecting the concept drift
of a user allows making more timely recommendations (see Figure 5).

As a virtual interest group spiral represents a set of closely related topics and
interests, it also can be regarded as a concept for each user who belongs in the
spiral. If a concept of a user drifts to a new concept, a clone of his icon appears on
the new spiral and a connection line links the new icon together with the previously
existing icons to indicate that they are for a single person. Therefore, by tracing
connection lines and spirals over time, it is possible to detect occurrences of
concept drift.
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most
effective

- ll

recommendation

Fig. 5. Detecting drift of concepts makes it possible to provide timely recommendation

5 Evaluation and Future Work

It is difficult to evaluate a visualization tool objectively. Therefore, we conducted an
analytic formative evaluation based on user interviews. Unlike a summative
evaluation, whose goal is to prove the effectiveness of software statistically with
many random participants, formative evaluation aims to collect professional
suggestions from several domain-knowledgeable participants, as the system is
developed [19]. Eight Ph.D students majoring in computer science were recruited,
who have basic knowledge about Digital Library, Data Mining, and information
visualization. Participants were given time to become familiar with VUDM and then
were allowed to ask any questions that came to mind. After this process, they were
asked to evaluate the effectiveness of VUDM with regard to providing each of five
types of knowledge:

Information seeking trends?

Virtual interest group distributions?
User characteristics?

Trends in the near future?

Drift of concepts?

opo o

For each question, participants could answer either ‘negative’ or ‘positive’. If they
selected ‘positive’, they were asked to select the degree of agreement from 1 to 10.
All participants answered positively for all questions, except two questions were
answered negatively by one participant (see below). The average (non-negative)
scores for each question were 89%, 85.5%, 86.2%, 75.8%, and 69%, respectively.

During the interview sessions, participants were asked to comment on problems
with VUDM and to make suggestions. Most participants had difficulty understanding
some of the features of the visualization. For example, some were confused about
groups and their locations. Some didn’t understand the reason that there are no labels
for groups and users. The fact is that VUDM characterizes users and groups based on
sets of topics (the user and group are involved with), and provides topic tables which
consist of hundreds of topics ordered by frequencies, instead of labels.

One negative answer was about question ‘c’, using the topic tables. The participant
commented that the topic tables don’t work with visualization because they contain



Visualizing User Communities and Usage Trends of Digital Libraries 119

too much detail information. The other negative answer was about question ‘d’. It is
difficult for VUDM users to spot changes in usage trends since they must see multiple
pictures about usage trends for the past several months to predict the next month. The
participant commented that VUDM should provide better visualization for this task,
such as animation or colored traces showing changes. Since our approach is new, it is
not surprising that some users were confused about the novel features of VUDM.
Further testing, with more time allowed for users to become familiar with our
approach, is needed. Another problem we identified is that our user model data is just
cumulative. It is not easy to determine if and when a topic goes out of favor. If we
worked with sliding windows covering different time periods, we might solve such
problems. Also, because the NDLTD union catalog covers all scholarly fields, and we
only had 1,200 registered users, finding virtual interest groups was hard. Adding more
user data or applying VUDM to subject-specific DLs, like CITIDEL [20] or ETANA-
DL [21], should solve this problem. Finally, privacy issues were identified. Devices
and modifications were requested to secure sensitive information, such as user IDs.

6 Conclusions

We developed a visualization tool, VUDM, to support knowledge finding and decision
making in personalization. VUDM visualizes user communities and usage trends.
VUDM makes use of unsupervised learning methods for grouping, labeling, and
arranging a presentation in a 2-dimensional space. For this, a modified ANN
neighboring algorithm, fixed-size window multi-classification algorithm, was devised
which is suitable for flexible classification of users and user groups. Also, we
categorized the knowledge needs required for personalization into three subcategories:
user characteristics and relationships, virtual interest group characteristics and
relationships, and usage trends. We showed how each of these can be addressed. We
applied VUDM to NDLTD, analyzing 1,200 user models which are largely based on
implicit ratings collected by a user tracking system. Through a formative evaluation,
we found that VUDM is positively viewed with regard to the three categories.
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Abstract. The web has gained much attention as new media reflecting
real-time interest in the world. This attention is driven by the prolifera-
tion of tools like bulletin boards and weblogs. The web is a source from
which we can collect and summarize information about a particular ob-
ject (e.g., business organization, product, person, etc.) For example, the
extraction of reputation information is a major research topic in infor-
mation extraction and knowledge extraction from the web. The ability
to collect web pages about a particular object is essential in obtaining
such information and extracting knowledge from it. A big problem in the
web page collection process is that the same objects are referred to in
different ways in different web documents. For example, a person may be
referred to by full name, first name, affiliation and title, or nicknames.
This paper proposes a method for extracting these mnemonic names of
people from the web and shows experimental results using real web data.

Keywords: knowledge extraction, object identification, web mining.

1 Introduction

The development of Internet technology affords us many ways to publish in-
formation without depending on mass media. For example, bulletin boards and
weblogs are well known tools for disseminating personal opinions or comments to
the world. The web has gained much attention as new media reflecting real-time
interest in the world thanks to the proliferation of such tools.

Demand is great to extract useful information and knowledge from the web,
and much work has been done in the area. For example, reputation information
extraction is a major research topic in information extraction and knowledge
extraction from the web [2]. In extracting reputation information, evaluative ex-
pressions about a particular object (e.g., business organization, product, person,
etc.) are extracted from text surrounding the string that represents the object.
The ability to collect web pages describing the target object is first needed to
extract reputation information. Existing research extracts evaluative expressions
from text surrounding the official name of the target object, such as the product
name.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 121-130, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Specialized topic detection for a particular object will become important as
well as reputation information extraction, which analyzes text around the ob-
ject’s name and extracts “local” information. With people, personal information
sources exist, including; personal databases, public homepages, and Wikipedia.
These are essentially static or official, so they cannot yield dynamic and unoffi-
cial information that includes recent popular topics about a particular person.
Far larger web space that includes information sources such as bulletin boards
and blogs must be covered to collect dynamic and unofficial information. Taking
into account the nature of dynamic and unofficial sources, not only the topics
are important, but we need to know how much attention these topics attract.
Authors have proposed a method to detect people-related topics and estimate
scales of detected topics [6].

A big problem in information extraction and knowledge extraction for a par-
ticular object is that the same objects are referred to in different ways in dif-
ferent web documents. For example, a person may be referred to by full name,
first name, affiliation and title, or nicknames. In this paper, we use the term
“mnemonic name” as a name other than the official name of the target object.
In particular, people often use mnemonic names rather than an official name
when they complain or evaluate an object unfavorably.

Objects include business organizations and products, but in this paper we
focus on “people.” We consider the full name of a person as the “official name.”
It is generally difficult to collect mnemonic names other than the first name
or the last name. Our goal is to extract mnemonic names of people from the
web. We use short strings adjacent to the full name of the target person to
extract mnemonic names. The basic idea is inspired by information extraction
techniques. In this paper, we consider only Japanese texts because we use a
Japanese linguistic knowledge.

The following section reviews related work. Section 3 describes details of our
proposed method for extracting mnemonic names of people from the web. We
show experimental results using real web data in section 4. We conclude this
work and mention future work in section 5.

2 Related Work

For data cleaning and integrating multiple databases, the merge/purge problem
or duplicate detection techniques have been studied for decades [5,7]. Recently,
object identification [9] is attracting attention to integrate information from
multiple information sources on the web. Duplicate detection or object identifi-
cation techniques need database schemas or HTML table tags to utilize attribute
values.

[3] applies object identification to Personal Information Management (PIM).
The authors analyze files on a user’s PC and perform object identification us-
ing dependency relationships between multiple objects such as research papers,
people, and conferences.
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For Japanese plain text (web documents), several methods to classify web
pages about people with the same name using profile information of people and
document clustering techniques have been proposed [10,11]. There is no research,
however, for collecting web pages that mention a person but do not include that
person’s name. Mnemonic name extraction is essentially needed to collect these
pages.

There are lots of works on named entity recognition [4,1,8]. “PERSON”, one
of the types of named entity defined in MUC’s named entity task, represents
named person or family. Generally, named entity recognition aims to discover
official names of entities. Our purpose is to extract “non-official” names of people.
Therefore, our goal is different from that of named entity recognition.

3 Mnemonic Name Extraction of People

3.1 Basic Idea and Overview of the Proposed Method

This section gives the basic idea and an overview of our proposed method for
extracting mnemonic names of people. The proposed method is based on the
following two heuristics.

1. We usually say “alias Z & fullname”! in Japanese to describe that a string

alias is one of the mnemonic names of a person whose full name is fullname.?

2. The full name and mnemonic names often occur in similar contexts. Here,
we call strings adjacent to the full name or mnemonic names “contexts.” In
other words, if strings “prefiz fullname” or “fullname suffiz” occur in some
web documents, it is possible that strings “prefix alias” or “alias suffiz” also
occur in other web documents.

The proposed method is overviewed below.

1. Extract candidate mnemonic names of the target person from the web.

2. Extract strings adjacent to the full name of the target person (prefix pat-
terns: strings that occur right before the full name, suffix patterns: strings
that occur right after the full name) from the web, then calculate weights
for all prefix and suffix patterns. Meaningful patterns are then selected as
“adjacent patterns.”

3. Evaluate candidate mnemonic names extracted in Step 1 using adjacent
patterns extracted in Step 2. Then select top k candidates as “mnemonic
names” of the target person.

Figure 1 shows the flow of the proposed method. The following sub-sections
describe details of candidate mnemonic name extraction, adjacent pattern ex-
traction, and candidate name evaluation.

1 «Z ¥” is a Japanese term pronounced “koto.” The meaning of “Z ¥” in English
is “be called” in this context. “Z &£” is a very vague term, so it is not the decisive
factor but a clue to discover mnemonic names.

2 We describe the full name of a person as fullname.
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Fig. 1. Overview of the proposed method

3.2 Candidate Mnemonic Name Extraction

We usually say “alias Z & fullname” in Japanese to describe the alias name or the
nickname of a person. Therefore, the string that occurs right before “ Z & fullname”
is potentially a mnemonic name of the person. If this string is commonly used as
the mnemonic name of the person, it occurs in web documents repeatedly. Based
on the above discussion, we extract candidate mnemonic names as follows:

1. Perform a query “Z & fullname” on a web search engine, then get the URL
list.

2. Get web pages in the URL list and analyze these pages, and then extract
the string <tits...t,> that occurs right before the string “Z & fullname”.
(t1, to, ... , t, are morphemes.)

3. Extract sub-strings of <tits...t,>, tits...t,, tots...ty, tn_1tn, and t,, and
then select sub-strings whose first morpheme’s POS tag is “general noun”
as candidate mnemonic names. Then count the frequency of occurrences for
each candidate.

4. Eliminate candidate mnemonic names that occur the only once in analyzed
web pages.

Figure 2 shows an example of candidate mnemonic name extraction. A number
of candidate mnemonic names of a Japanese MLB player “#h} 75 & (Hideki
Matsui)”, who belongs to NY Yankees, is extracted in Figure 2.

3.3 Adjacent Pattern Extraction

Adjacent patterns are extracted from the web as well as candidate mnemonic
names. Basically, we get web pages including the full name of the target person
by performing a web search, and extract strings adjacent to the full name (pre-
fix and suffix patterns.) Because there can be people with the same name, we
add an object name that has great relevance to the target person (e.g., parent
organization) to the search query. After extracting all prefix and suffix patterns,
we calculate weights for all patterns by considering the co-occurrence relation
between the full name and patterns.
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Set of web pages

— D including "CERHRE
Tt

Extract sub-strings of *MNY ¥ 2,
F—AMTIT starting with
general noun;

‘TES(Godzilla)', A —AD
J5(Godzilla of Yankees)',
NY N —ADTLS(Godzila
of NY Yanhees)"

NY PR —ADTLSC

EMHFE....
C Extract the string that ococurs
right before "C &R HFE"
NY LA —RADTST o7

Fig. 2. Example of candidate mnemonic name extraction: “fH:75 5 (Hideki Matsui)”

The weight of a prefix pattern prefix is calculated based on the following
idea. Let the set of web pages including prefir be R, and let the set of web
pages including “prefiz fullname” be R1. R1 is a subset of R in theory, and it is
considered that the more R1 accounts for R, the more frequently fullname and
prefix co-occur (i.e., these two strings have a strong relationship) (Figure 3.)
Therefore, we adopt the number of web pages including “prefiz fullname” (the
numbers of R1’s members) divided by the number of web pages including prefiz
(the number of R’s members) as the weight of prefiz. We calculate weights of
suffix patterns in the same way.

The procedure for adjacent pattern extraction follows.

1. Let the object name that has great relevance to the target person be rel 0bj.
Perform the query “fullname AND rel 0bj” on a web search engine, then get
the URL list.

2. Analyze web pages in the URL list and extract strings adjacent to the full-
name <tits...t,,>. Extract sub-strings of <tits...t,,> in a similar fashion of
candidate mnemonic name extraction (See section 3.2) and add these sub-
strings to the list of prefix and suffix patterns. In this case, we do not consider
POS tags because patterns may begin with any word tagged with any POS
tags. Figure 4 shows an example of pattern extraction. Prefix and suffix pat-
terns are extracted from text surrounding the full name “MH 75 (Hideki
Matsui)” in Figure 4. In Figure 4, the term “¥" > % — A (Yankees)” is used
as rel ojb.

3. Calculate weights for all extracted prefix patterns as follows: The weight of
a prefix pattern prefiz, w(prefiz), is calculated by the following formulas.

r = searchResults(prefir)®
rl = searchResults(“prefiz fullname’)

w(prefiv) =rl [ r

3 searchResults(query) is a function that returns the total number of web pages in-
cluding query. In fact, it is impossible to know the total number of those web pages.
We use Yahoo!APT’s totalResultsAvailable field for the estimated value.
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4. Calculate weights for all extracted suffix patterns as follows: The weight of
a suffix pattern suffiz, w(suffiz), is calculated by following formulas.
r = searchResults(suffix)
r1 = searchResults(“fullname suffiz”)
w(suffix)=rl /r

5. Add prefix and suffix patterns whose weights exceed the given threshold to
the “adjacent patterns” list.

Set of web pages including
BHEE and “FF—A

Set of web pages including
“prefix fullname”

Set of web pages
Including “prefix'

prefix suffix

Fig. 3. Relationship between R and R1 Fig. 4. Example of pattern extraction: “Ah
H: 75 = (Hideki Matsui)”, rel obj is “¥ >
% — X (Yankees)”

3.4 Candidate Mnemonic Name Evaluation

In the final step, we evaluate candidate mnemonic names using adjacent patterns.
We use the second heuristics in section 3.1. It is highly possible that a candidate
mnemonic name cand is actually a mnemonic name of the target person if cand
occurs just before or just after adjacent patterns. The evaluation procedure is
shown below.

1. Set the initial score of cand to zero.
2. For all adjacent patterns, apply this procedure:
(a) If the adjacent pattern is a prefix pattern, generate a string “prefiz cand” .
If the adjacent pattern is a suffix pattern, generate a string “cand suffiz”.
(b) Obtain the total number of web pages including the generated string
total using a search engine. Add the product of total and the pattern’s
weight (w(prefix) or w(suffiz)) to the score. We adopt this calculation
because it is highly possible that cand is the actual mnemonic name in
those situations; there are many web pages including “prefix cand” or
“cand suffiz”, and the pattern’s weight is big.

After calculating all scores of candidate mnemonic names, we select top k
candidates as mnemonic names of the target person.
The pseudo code of candidate evaluation is as follows:
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score(cand) = 0
for prefix in allAdjacentPrefixPatterns

query = ‘‘prefix cand’’

score(cand) += searchResults(query) * w(prefix)
end
for suffix in allAdjacentSuffixPatterns

query = ‘‘cand suffix’’

score(cand) += searchResults(query) * w(suffix)
end

4 Experimental Results

We conducted experiments to evaluate the effectiveness of our method using
real web data. We used Yahoo!API to get the URL list and estimate the total
number of search results in our experiments.

4.1 Parameter Settings

— Candidate mnemonic name Extraction

e Number of web pages to analyze: 500

e Max number of morphemes of candidate mnemonic name strings: 5
— Adjacent pattern extraction

e Number of web pages to analyze: 500

e Max number of morphemes of adjacent patterns: 3

e Threshold of pattern’s weight: 0.01
— Candidate mnemonic name evaluation

e Max number of mnemonic names finally selected: 5

4.2 Experimental Results and Discussion

We extracted mnemonic names for 6 people using our proposed method. We con-
sider only Japanese texts because the proposed method use a Japanese linguistic
knowledge. Extracted candidate mnemonic names, adjacent patterns, and finally
extracted mnemonic names are listed in Tables 1 to 6.

Table 1 is for “Jun-ichiro Koizumi”, the Japanese prime minister. Table 2 is
for “Hideki Matsui”, a Japanese MLB player belonging to New York Yankees.
Table 3 is for “Shizuka Arakawa’”, a Japanese figure skater who got the gold
medal in Torino Olympic. Table 4 is for “Hidetoshi Nakata”, a Japanese soccer
player belonging to Bolton, a professional soccer team in Serie A (Italian soccer
league.) Table 5 is for “Ryuichi Sakamoto”, a Japanese musician known for his
movie soundtracks. Table 6 is for “Takafumi Horie”, the former president of a
Japanese I'T venture company, Livedoor.

As we see in the tables, extracted mnemonic names are generally appropriate.
Because many inappropriate names are included in candidate mnemonic names,
evaluation of candidates using adjacent patterns seems to work well. However,
several inappropriate names were extracted (Tables 3, 6) and a few appropri-
ate mnemonic names among candidates were missed. To improve precision and
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Table 1. Target: “/)NgZifi— FB(Jun-ichiro Koizumi)” (Related object: “H [ (Liberal
Democratic Party)”)

candidates #i 5 < A (Jun-chan), > = > #(Jun-sama), 7 4+ > /\—
I (Lion Heart),..., (9 candidates)

prefix adjacent pattern HIFC R IRFRVS, A& e N REFES & ...

suffix adjacent pattern DEiFT, HHOHW, I+ ...

mnemonic names K F(Pochi)?, #fi5 < A (Jun-chan)®, ¥ = > ff(Jun-sama)®,
J 44 > /v— | (Lion Heart)®

@ “Pochi” is a tipycal pet dog’s name in Japan.
b “chan” and “sama” make nicknames with a person’s name (In this case, “Jun”).
¢ Jun-ichiro Koizumi is often referred to by “Lion Heart” because of his hair style.

Table 2. Target: “MH755 (Hideki Matsui)” (Related object: “¥" > % — A (Yankees)”)

candidates T2 5 (Godzilla), ¥ ¥ — AP T2 5 (Godzilla of Yankees),
L =T 5, M (Matsui), ... (44 candidates)

prefix adjacent pattern Y > ¥ — A, B3V > ¥ — AT, BiH V2 ¥ —AD,...

suffix adjacent pattern JEFEECE L), FHlrkIEiL, oF v e3> ) > 77y b

mnemonic names M HMatsui)*, T2 F (Godzilla)b, =Y T A H(Godzilla
Matsui)*?, =/ 4 (Matsui)®

@ “Matsui” is his family name.
b “Godzilla” is the most popular nickname of Hideki Matsui.

Table 3. Target: “Ji)I|§#7F (Shizuka Arakawa)” (Related object: “k ) J (Torino)”)

candidates He A, =B A, 1+/377 —(Ina Bauer), 7 —IL & 2 —
5 4 —(Cool Beauty), & = — 5 14 —(Beauty),... (9 candi-
dates)

prefix adjacent pattern ') 7L ¥ 4 L~ ) 2, FERICTEHS, BAXHZ,...

suffix adjacent pattern %2 4 7 > ZAKTL, 7aflrose 7y, 2372 AR
TR E,..

mnemonic names 5o A?, A3 7 —(Ina Bauer)®, & = —F 1 —(Beauty)®,
=5 A? 77— =2—7 4—(Cool Beauty)®

¢ Inappropriate mnemonic name.
b “Ina Bauer” is one of her characteristic figure skating moves.
¢ Shizuka Arakawa is often called “Cool Beauty” because of her poker face.

coverage of the proposed method, more study on calculating adjacent pattern
weights and candidate name’s score is needed.

At this time, we only consider strings starting with a general noun in candidate
extraction. It may be effective to consider strings starting with other part of
speeches, such as adjectives. We also need to use extra-heuristics other than the

W=

Japanese term “Z &7 for collecting additional candidate mnemonic names.
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Table 4. Target: “tfiFH757F (Hidetoshi Nakata)” (Related object: “;KL k > (Bolton)”)
candidates b F(Hide), & — 3 ¥ ¥ 23> O T H(The King of Zico Japan),
HHET LT, XYy T T HHS L T, ... (11 candidates)
prefix adjacent pattern %> 75 AR b >, £ A7 4+ AL 2T 4 —FMF, &L
TTIT Ay TOEN,...
suffix adjacent pattern t T HZ, D frdiHide, & TDILEE,...
mnemonic names t 7 (Hide)?, Hide®

¢ “Hide” is the sub-string of his first name, and the most popular nickname.

Table 5. Target: “YiANHE— (Ryuichi Sakamoto)” (Related object: “YMO(Yellow Magic
Orchestra, a famous Japanese music group. Sakamoto was a member of it.)”)

candidates U I%(The Professor), % o + 7 £ | (Sakamoto of the
World), 7 K72 25, F38EHIY, ...(33 candidates)

prefix adjacent pattern FIEFHIRZ &, > — L RHFEHE, 7 4> vIL AT 77TV

A
suffix adjacent pattern ™7 I BTTBE 7 J, BEE%L7 1) 7 A,...
mnemonic names H¥%(The Professor)®, % o + 7 € b (Sakamoto of the

World), §ii—23%(The Professor Ryuichi)®, % 3 —2" = (The
Professor)®, KF &I FEE4%(The Genius Musicion Profes-
sor)®

¢ “The Professor” is the most popular nickname of Ryuichi Sakamoto. A member of
YMO first called him “The Professor” because of Sakamoto’s great musical knowl-
edge.

Table 6. Target: “fit] 5 (Takafumi Horie)” (Related object: “Livedoor”)

candidates ) T E® >, 5k T E 2(Horiemon), H A, 1FV 2
A (Horiemon), ') 2.3 A ...(13 candidates)

prefix adjacent pattern WAEHZI T2 ML TL +—, B VY VES, BROEE,..

suffix adjacent pattern fFiEH#T, HEBBRE, #i5335,...

mnemonic names R T E > (Horiemon)® 13 Y 2 3 A (Horiemon)®, LR
T € > (The President Horiemon)?®, /& ') 2 % A (Horiemon)?,
kN N e s S

¢ “Horiemon” is the most popular nickname of Takafumi Horie, originated in a
Japanese famous cartoon film.
¥ Inappropriate mnemonic name.

We applied our proposed method to 6 people in this paper. To assess ro-
bustness of the proposed method, we intend to perform further experiments
and examine the results for more cases. Application of the proposed method to
“noncelebrity” people, of course, is one of important future issues.
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5 Conclusion and Future Work

We proposed a new method for extracting mnemonic names of people from the
web and evaluated the effectiveness of the method through experiments using
real web data. Future work includes improving pattern’s weight and candidate’s
score calculation, investigating generality and robustness of the method, and
extending the method to other objects (e.g. organizations) and other languages.
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Abstract. In this paper, we describe the conceptual basis and results of the Web
search task detection study with emphasis on multitasking. The basis includes:
logical structure of a search process, a space of physical realizations, mapping
of a logical structure into the space of realizations. Questions on the users’
manners of search realization are formulated, with emphasis on multiple tasks
execution. An automatic analysis of the Web logs shows that multitasking is
rare, usually it includes only two task sessions and is formed into a temporal in-
clusion of an interrupting task session into the interrupted one. Searchers follow
the principle of least effort and select the cheapest tactics: sequential tasks exe-
cution as a rule or, in the rare case of multitasking, the least expensive form of
it. Quantitative characteristics of search behavior in 3 classes of temporal ses-
sions (1-task session, several tasks executed one-by-one, and multitasking ses-
sion) were compared, and significant differences were revealed.

1 Introduction

Multitasking is actively investigated by cognitive science (e.g. [7], [8]). The conclu-
sion is: multitasking is ineffective, expensive and risky manner. Since searching on
the Web is an area of free choice of the manner of tasks execution the conclusion of
the first study of multitasking search “multitasking information searching is a com-
mon behavior” [11] seems surprising. The work [11] started studying multitasking
search on the Web. However, [9], [10], [11] consider any manner of execution of
several tasks during some period as multitasking. Since such multitasking is mainly
successive execution of several tasks one-by-one the revealed features are features of
successive execution. A more interesting combination, which is just called multitask-
ing, is a parallel search when a user executes different tasks, interrupting one and
returning to the interrupted task. This manner is rare and it may not be representa-
tively investigated in the procedures based on the manual task detection. The only
way to study this multitasking search is an automatic detection of task sessions.

Since the classic information retrieval (IR) systems supported only successive reali-
zations of a search process potential opportunities of parallel, branching and conver-
gent searches were beyond the interests of the information search studies. Modern
search environments directly support parallel and branching searches. This fact does
not only prompt an investigation of multitasking by itself but also limelights the

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 131-140, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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reconsideration of the concepts used to describe the searcher behavior. So we start
from the re-schematization of the concepts, which allow us easily and suitably describe
the search process. In particular, we draw a difference between the logical search proc-
ess and its physical realizations. The concepts of the logical search structures, a space
of physical realizations and mapping of the former on the latter are considered in
Chapter 2. This is the convenient basis for description of search, in particular of paral-
lel execution of independent tasks or different branches of the same task.

To study the multitasking search on the Web we use a 2-stage approach. The first
stage includes an automatic detection of tasks and multitasking (Chapters 6, 7). To
check the results of the first, automatic stage, we conduct the second stage, at which
the samples of automatically detected multitasking are manually verified. The manual
evaluation conducted on the samples from the sessions automatically detected as
multitasking shows: while the automatic procedure nearly twice overestimates the
number of these sessions, the correctly detected multitasking sessions demonstrate the
same features of multitasking as all automatically detected. The results are: multitask-
ing is a very uncommon behavior; it covers only two tasks; multitasking is usually
realized in the “enveloped” form: a searcher interrupts one task, starts and completes
the second task session and then returns to the unfinished task.

In the study, we classify any temporal session as: a 1-task session, or a session con-
taining several tasks executed one-by-one, or a multitasking session. In fact, it would
be a good point to compare separately 1) the characteristics of two manners of several
tasks execution (multitasking and successive execution one-by-one), and 2) the char-
acteristics of two classes of successive execution —1-task and sequentially executed
several tasks rather than to combine all several tasks sessions or all successive ses-
sions. Values of the metrics estimated for all 3 classes are different: not only multi-
tasking differs from both classes of sequential execution but also 1-task temporal
sessions differ from the sessions covering several tasks.

In Chapter 8, we study an effect of a temporal cut-off, the controllable variable
used in the Web log studies on multitasking detection and on values of the metrics of
each class of temporal sessions. This variable is used in the Web log analysis to seg-
ment client transaction into temporal sessions and it significantly influences the de-
tected fractions of different classes and metrics.

2 Logical Structure of Search and Spaces of Physical Realization

Following [2] we distinguish a logical structure of the search process and a physical
realization of this structure limited by the availability of the search instruments. A
logical structure of the search process is relatively stable and independent of the ob-
ject covering three types of search dependencies: linear, branching and convergent.
Realizations of these structures may be supported, partly supported or not supported
by the available search environment. For example, classic information retrieval (IR)
systems supported only sequential execution. As a result, the opportunities of the
parallel, branching and convergent search could not have been investigated.

Logical Structure of Search Process. We use the concept of the logical search struc-
ture as a cognitive construction, which describes a human search process and may
have different physical realizations in the IR interactions. A logical search structure
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may be represented as a dependency graph, which contains 3 kinds of nodes (goals,
queries, and retrieved results) and dependency edges.

Two classes of dependencies are used: 1) dependencies “fo be a result of* applied
to goals changed as a result of the retrieved results, to queries resulting from the
goals, and to the retrieved results resulting from the queries, and 2) composition de-
pendencies applied to a “compound” goal, which is initially decomposable into dif-
ferent subgoals such as each subgoal may be achieved independently after which an
initial goal is achieved as a composition. “To be a result of” dependencies have a
form of linear or branching (several outgoing edges, see also a tree of information
needs introduced by I. Campbell [4]), composition dependencies are convergent (sev-
eral entering edges). The structural primitives (linear, branching and convergent) used
in the logical search schematization are invariant to physical realizations of a search.

Spaces of Physical Realization. Over the last two decades retrieval methods have
changed insignificantly. However modern search differs immensely from ‘traditional’
search, and these changes are the changes of the space of physical realizations. A
classic search was a successive search realized in the one-dimension space (time). A
modern search is realized in the 3-dimension space (browser window, search service,
and fime): a single user may search simultaneously in different browser windows
using several search engines. In particular, modern spaces support multitasking: either
different branches of a single task or independent tasks may be performed in parallel.

(1) Example of branching LOGICAL search (2) REALIZATIONS in old (1-dimension) search space
Two probable sequences as executed and logged
q'1= <pet food>—> q'>= <vitamins> .9 q1 q2 ¢ o2
qo <<fat kitten> or
of1= <Spider-Cats—> gf>= <children books> . ¢ q2 q1 g2
(3) Possible 2-window REALIZATIONS of 2-branch task in modern search space
Sequential execution of branches Concurrent execution (“multisubtasking”)
(S1) Fi—>q (sz%f,»qa (M1) o ) (Mz)ﬂ i > window 1
qb& 1 1 / qO 1 1 qﬂ\ 1/ \ / qO \ 1 N
q17>4q" q7>q" q'1 q-2 qT>q2  window 2
juggling manner enveloped manner
@ qd1 qd2 ¢ d2| @ & d2491 42 | @ g1 ¢ d242| @ o149 q'2 g2 WeblLog
Corresponding logged linear images of physical search process in the search engine log

Fig. 1. Realizations of the branching logical search in the old and modern search spaces

A space of realizations is an available search environment, which includes all
available search services (local IR systems, Web search engines) and available ways
to use these services (successively or concurrently, in a single or in several windows).
The same logical search structure may be differently mapped into different spaces of
realizations and into the same if the structure contains branching task or several tasks.

3 Tasks Complexity, Resumption Costs and Human Limits

Thus, a modern searcher can perform simultaneously independent task sessions as
well as different branches of the same branching or convergent task session. To what
extent and in what manners the searchers use this opportunity?
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Whereas our goal is to describe rather than to explain the mechanics of the parallel
search, we keep in mind the likely cost model driving the search realization. Whatever
form of a criterion a searcher may follow (minimization or acceptability of effort), the
summary cost of the search at any moment consists of two components that vary
during search process: (1) the current complexity of the executed task; (2) the
resumption cost and the risks of poor resumption of the interrupted task. The resump-
tion cost depends not only on the interrupted task complexity but also on the com-
plexity of the interrupting task and on the duration of the interruption. A searcher pays
for resumption rather than for any switching. Since a user cannot carefully estimate
the duration of the interruption and the complexity of the interrupting task execution
he runs the risk of poor restoring the interrupted task. Multitasking seems to be ap-
propriate for a user if the summary complexity of multitasking is acceptable.

Parallel tasks execution has too little a common with a sequential one-by-one exe-
cution. While a juggle is a single task, the juggling is a striking metaphor for multiple
tasks execution. When one flips a ball O several times and then flips second ball ®
several times we don’t speak about two balls juggling. This pseudo-juggle is a situa-
tion of a sequential execution (O...O ®...®) considered as multitasking in [9], [11].
Real juggle is described by other regularity: O®...O®, etc. s it really a situation of
parallel multitasking? In other words, how are ordered transactions of parallel tasks?
Randomly, regularly, and if regularly, what laws describe regularities. How many
parallel tasks does a searcher juggle? Fig. 2 shows the two tasks “juggling”: a
searcher can conduct n; = 2 transactions of the first task session (O) and n, = 3 trans-
actions of the second task (®) in the different order. A number of permutations of

these n+ n, “flips” equals to ("lnf"z ):10. The number of switches between the tasks is
J

minimal (=1) for two permutations corresponding to the pseudo-juggling (one-by-one
execution). The next in order of complexity is the enveloped execution of tasks when
a user interrupts the current task, starts and completely finishes the other task, and
continues the interrupted one.

Pseudo-juggle Real juggle Frequent real multitasking | Rare real multitasking
(sequential “multitasking”) (enveloped) (“random”)
(©) [ ] o|e cle|e cl e|e
(©) [ ] ® O ® O e ® O e
([ [ ] o e ® O |0 (ONN RNe)
([ (0] ® O ® e O [ BN BN J
[ (0] o e cle | e ® OO0
timevy time time

Fig. 2. Patterns of switching in “multitasking juggle”

The true source of the “multitasking troubles” is resource sharing rather than mul-
titasking by itself. Following a computer metaphor we can say that when tasks do not
share the same resource (body organs as “peripheral units” and brain regions as “spe-
cialized processors”) they are successfully executed in parallel. For example, medie-
val laundresses laundered and sang. However cognominal tasks (e.g. search tasks) use
the same processing chains, so multitasking search is inevitably sharing process.
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4 Terms, Data and Preprocessing Technique

In this paper, we use the notions:

(1) a temporal session as a sequence of the single client's transactions with the
search engine cut from previous and successive sessions by a certain time interval;

(2) a task as a search of the same or of similar objects;

(3) a task session as all transactions of a temporal session executed the same task;

(4) a temporal session may be either (a) I-task session, or (b) session consisting of
several tasks executed sequentially one-by-one without the interruptions of unfinished
tasks, or (¢) multitasking session if it contains at least one resumption of the inter-
rupted task.

(5) A maximum number of the unfinished tasks during a temporal session is called
a session width. If the width of a temporal session is bigger than 1, this session is
referred to as the multitasking or “wide” one.

To detect real-life multitasking search we use log samples of the two search en-
gines: the Russian-language Yandex (a week sample, 2005, 175,000 users accepted
cookies), and the Excite: 1999 log fragment (8 hours, 537,639 clients) and 2001 log
sample (24 hours, 305,000 clients).

To reconstruct task sessions inside each temporal session of individual searchers
we use the preprocessing stage (1) to exclude the clients, who are likely to be robots
or local networks and (2) to segment a logged time series of transactions into tempo-
ral sessions. To exclude the clients who are not individual users we use the sliding
temporal window technique [3]. In the study, we use different temporal cut-offs and
the only client discriminator set to 5 unique queries per 1-hour sliding window.

5 Questions and Hypotheses

We suggest the following questions and hypotheses on multitasking search:

(a) How frequent is it? How are temporal sessions distributed over session width?

(b) Question on the patterns of resumption. How does an interrupted task session
continue after the interruption — by a new query or by a continuation of viewing the
results of the last query before the interruption? Does this manner differ from a man-
ner of a “continuation” of an ordinal sequential session?

(c) How does a searcher juggle parallel task sessions? A hypothesis on the patterns
of switching: for unfinished task sessions it is less likely that a transaction of one
unfinished session be followed by a transaction of another session instead of continu-
ing this one. In particular, for parallel task sessions the series of their transactions
(currently remaining parts of these sessions) are not random permutations over time.

(d) Do quantitative characteristics of multitasking (a session length, duration, etc.)
differ from the characteristics of several tasks executed one-by-one?

(e) It is interesting to compare quantitative characteristics of all three classes of
temporal sessions: a 1-task session, several tasks executed one-by-one, and a multi-
tasking session. A priori, if a searcher executes several tasks during a temporal ses-
sion they are simple enough. On the other hand, executing several tasks concurrently
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is more expensive than executing one-by-one. The quantitative characteristics of the
corresponding temporal sessions should reflect these features.

6 Method of Task Detection

We extract task sessions by pairwise similarity of queries ([5], [6] present other ap-
proaches to task detection). Namely, (1) we fill a matrix of pairwise similarity of all
unique queries of the current temporal session; (2) than we make a transitive closure
of this similarity relation and consider each connected component of the similarity
graph as a single task session (Fig. 3).

Extracted temporal sessions
Temporal Session 1

Similarity graphs Detected tasks Labeled temp.sessions

One-task session

<cat> [cat] cat 1 cat
<dog> 'L [,dog] dog 1 dog
<cats food> |:> [ cats] [fgpd] /d cats food |:> 1 cats food
<dogs food> Qogs)m d 1 dogs food
one connected componer
[Temporal Session 2a Multitasking
<dogs breakfast> two connected components 1 dogs breakfast
<cat> 2 cat

<cats food>

<dog>

Temporal Session 2b

<dog> |:> 1 dog

<dogs breakfast> |:> 1 dogs breakfast

<cat> 2 cat
<cats food> 2 cats food

[ cat] dogs breakfas} 2 cats food
_— - 1 dog
cats] [food

Sequence of 2 tasks

Fig. 3. Examples of tasks detection in three temporal sessions

We use a binary similarity measure and a direct (orthographical) detection of pair-
wise similarity. To avoid a problem of misprinting and of typing ambiguity we use the
approximate string matching method (similar to the common subsequences approach
[1]). The main idea of our approach is to take into account that the terms are natural
language words and significance of auxiliary part of speech and words endings equals
zero. We ignore contribution of auxiliary words and endings into similarity measure
(in Russian, inflective ending may be up to 6 letters). There is no need to use vocabu-
lary; however, we use a stop-dictionary to exclude auxiliary parts of speech such as
conjunctions, articles, pronouns, etc. We convert a source queries into small letters,
delete all delimiters (blanks and punctuations), i.e. “glue” all terms of a query into one
low-case string, e.g. a source query <(lazy fox) & (naive +dog)> is transformed into
lazyfoxnaivedog string, and check, are pair of such strings contain similar substrings.
This procedure depends on the length of the source strings and takes into account the
differences and inversions of the letters. If both substrings cover auxiliary parts of
speech or endings (e.g. -ing or -less) in the original (with delimiters) queries we cor-
respondingly diminish length of the substrings. If the resulting substrings are long
enough, the original queries are considered as similar ones, otherwise we continue to
check other high correlated substrings of these queries.
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The advantage of the automatic task session extraction is: it effectively rejects 1-
width sessions. While the temporal sessions detected as wide may frequently happen
to be sequential ones, the temporal sessions detected as sequential are “hundred to
one” detected correctly. This systematic bias saves us the trouble of manual checking
the temporal sessions detected as 1-width (~98% of all). Furthermore, a manual check
of the wide temporal sessions is much easily than a manual mark up used in the pre-
vious studies. On the other hand, the method does not extract the internal structure of
the rask session, i.e. it ignores branching of the same task. So it ignores switching
inside the task. It is disadvantage since switching inside the same task does not differ
from switching between different tasks.

7 Results of Automatic Analysis

The analysis of the automatically detected multitasking answers research questions.
The searchers follow the principle of least effort and select the cheapest tactics:

(a) more than 98% of all temporal sessions elaborated under the commonly used
cut-off values (15-30 min) are either sessions of the 1-task execution (about 85%, or
sessions of sequential execution of several tasks (Table 1);

(b) during multitasking a searcher uses only two tasks and (c¢) he frequently exe-
cutes them in an “enveloped manner”: he interrupts one task session, starts and com-
pletes the second task session and returns to the unfinished task.

(d, e) Table 1 shows metrics for 3 classes of temporal sessions 1) sessions which
include only one task; and two types of sessions containing more than 1 task and
which, therefore, may be executed either 2) sequentially one-by-one or 3) in parallel.
Values of the same metrics are surprisingly similar over different logs. Further, the
metrics corresponding to 3 classes of temporal sessions (1-task, sequential tasks, par-
allel tasks) are very different: not only multitasking differs from both types of sequen-
tial execution but also execution of 1 task differs from sequential execution of several
tasks.

Characteristics changing monotoni- Characteristics changing non-
cally over 3 classes of sessions: monotonically over 3 classes:

unique queries per task 0\./.
transactions per query 0\./.

terms per query 0/.\.
task resumption by new query ./.\‘

tasks per temporal session

unique queries per temporal
session

temporal session duration

Y

Fig. 4. Diagrams for metrics qualitative change over 3 types of temporal sessions (left circle —
1-task sessions; central — several tasks executed one-by-one; right circle — wide sessions)
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Table 1. Metrics for 3 classes of temporal sessions under temporal cut-off = 5 min

Cla§s of temporal 1-task several tasks exe- parallel tasks
sessions: cuted one-by-one
log and % of corre- Exc99 ExcOl Yand | Exc99Exc0l Yand Exc99 ExcOl Yand
spond. temp. sessions  91.76 91.21 9190 | 7.67 8.18 7.63 |0.57 0.61 047
tasks / temp.session 1 1 1 2.14 2.16 2.12 (226 226 222
task  resumption by ¢ 39 5579 2620 | 57.0553.83 57.57 52.81 53.59 51.97
new query (%) *
unique queries / task  1.19  1.22  1.20 1.14 1.15 1.14 (144 147 146
Un.queries/temp.sess. 1.19  1.22  1.20 243 249 242 325 334 325
transactions/query 1.46 1.54 1.48 145 152 144 |(1.79 193 1.86
transactions/task 1.73  1.88 1.76 1.65 1.75 1.65 | 2.58 284 272
Duration (min) of:

1-query temp.session  0.49  0.54  0.66
2-query temp.session 2.28 237  2.65 2.64 2.62 294 | 486 5.14 6.08
3-query temp.session  3.98 4.05 4.38 436 422 477 | 532 579 6.54

* Task resumption by new query — % of temporal sessions of this class

temporal cut-off = 15 min

% of temp. sessions  87.56 86.87 86.40 | 11.32 11.94 12.53 |1.12 1.19 1.07
tasks / temp.session 1 1 1 220 221 219 (234 235 230
task resumption (%) 27.34 268 269 | 54.60 524 53.1 [51.84 528 524
unique queries / task  1.24 1.3 1.3 1.17 1.2 1.2 |1.45 1.5 1.5
un.queries/temp.sess.  1.24 1.3 1.3 2.56 2.6 26 |3.40 35 34
Transactions/query 1.56 1.7 1.6 1.52 1.6 1.5 |1.87 2.0 2.0
transactions/task 1.93 213  2.09 1.78 185 183 | 271 297 292
Duration (min) of:

1-query temp.session 1.09 1.17 1.68
2-query temp.session 4.37 445 5.60 584 572 6.89 |10.62 11.52 13.55
3-query temp.session 7.35  7.36 8.97 9.27 8.87 11.04|11.16 11.79 14.30

temporal cut-off = 1 hour

% of temp. sessions  83.24 82.76 80.55 | 15.10 1547 17.63 |1.66 1.77 1.82
tasks / temp.session 1 1 1 226 227 225 (243 243 243
task resumption (%) 28.28 27.58 27.81 | 53.8551.93 51.37 [51.37 51.24 51.58
unique queries / task  1.29  1.34 1.35 1.19 121 121 (146 147 147
un.queries/temp.sess. 1.29 1.34 1.35 268 273 272 |3.53 357 3.58
transactions/query 1.61 1.71 1.71 1.55 1.60 1.61 [1.90 2.08 2.03
transactions/task 2.07 228 2.3l 1.85 193 195 | 277 3.05 2.99

cut-off = observation period (8h for Ecxite’99, 24h for Ecxite’0] and 7 days for Yandex’05)

% of temp. sessions  78.99 76.95 51.88 | 18.86 20.48 41.38 [2.15 257 6.74
tasks / temp.session 1 1 1 231 235 268 (252 258 3.07
task resumption (%) 2893 28.41 32.77 | 53.7451.37 5145 |[49.75 47.72 44.07
unique queries / task  1.31 138  1.58 1.21 1.23 128 (144 144 141
un.queries/temp.sess. 1.31  1.38  1.58 278 290 344 |3.63 372 431
Transactions/query 1.63 174 1.81 1.57 1.64 1.69 [193 213 217
transactions/task 2.13 239 2.85 1.89 2.02 2.17 | 2.79 3.07 3.05

The queries/task, transactions/query and terms/query metrics show an interesting
non-monotonicity over different types of sessions (Fig. 4). Tasks of 1-task temporal
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sessions seem to be more (subjectively) complex than complexity of several tasks.
Executing several tasks concurrently is more expensive than executing one-by-one.

8 Results-2: Effect of Temporal Segmentation of Logged Series

The fractions of different classes of temporal sessions depend on a temporal cut-off
used to segment client transaction into temporal sessions. Usage of different values
of this variable may lead to artifactual conclusions [3]. Indeed, the bigger a temporal
cut-off, the longer temporal sessions are and as a result 1) the more tasks may be
included into one temporal session, 2) the more probable multitasking detection
since a user regularly returns to the same task or the same query. We study how
method-dependent characteristics of 3 classes of temporal sessions behave depend-
ing on temporal cut-off. We change a temporal cut-off from 5 min value to the whole
observation period. While cut-offs less than 15 min are not used to separate transac-
tions into temporal sessions, the value of 5 min looks a good lower bound for the
admitted region of cut-off values. In turn, when the whole observation period is
assigned to a cut-off value, all user transactions are considered as belonging to the
same temporal session, and we can speak about the “client” instead of the “temporal
session”. The observation period is long enough (7 days, the Yandex sample). So
when a temporal cut-off equals the whole observation period we can expect that a
majority of “temporal sessions” include several tasks and furthermore we expect
dramatically big fraction of multitasking since users should regularly repeat the same
tasks. Surprisingly, such task session characteristics as unique queries per task ses-
sion don’t increase.

A small fraction of temporal sessions, which contain more than one task and the
smallest fraction of multitasking sessions do not come as a surprise when 5 min is
assigned to a cut-off. The real surprise is that, under the week temporal cut off only
44% of “client sessions” include several tasks and only 6.7% are multitasking. In
other words, only 6.7% of clients return to the same or similar queries during a week.

9 Conclusion

The procedure reveals great differences between each of the three classes of temporal
sessions. However, are these differences real differences of real task sessions rather
than procedural artifacts? Also, are automatically discovered multitasking properties
real properties? The procedure doesn’t always detect the queries similarity and
doesn’t detect compatibility. The number of the detected task sessions turns out to be
bigger and the width of the temporal sessions is overestimated. However, we can use
this systematic bias as an advantage: to check the results of the automatic multitasking
extraction we should manually verify only those temporal sessions, which were de-
tected as wide. 300 wide temporal sessions were manually verified. The results of
manual evaluation are: 1) the automatic procedure nearly twice overestimates the
number of tasks and wide sessions; 2) an automatic detection of sessions whose width
is bigger than two is an artifact and may be explained by the active search: when a
user searches actively he frequently reformulates queries of the same task in new
terms (which are detected as new tasks) and returns to the previous queries (which
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results in multitasking detection); 3) in other respects manually approved multitasking
shows the same dependencies as multitasking detected automatically.
The results of the multitasking study are:

e whilst [9], [11] speak about common multitasking behavior (11% of temporal
sessions — cf. 11-12% of temporal session containing several one-by-one executed
tasks detected under 15 min cut-off in Table 1), multitasking is very uncommon be-
havior (less than 1% of temporal sessions for reasonable cut-off values);

e multitasking covers only two tasks;

e multitasking usually realizes in the enveloped form: a searcher interrupts one
task, starts and completes the second task session and returns to the unfinished task.

Thus, a searcher selects the least expensive manner (he avoids multitasking) but
even in multitasking a searcher selects the least expensive manner (the nested execu-
tion of two tasks).

e Other results are the values of metrics corresponding to the different classes of
temporal sessions containing 1-task, several sequential tasks, and parallel tasks. These
values are different, and not only multitasking differs from both types of sequential
execution but also characteristics of a 1-task temporal session significantly differs
from the characteristics of a session covering several tasks.

Acknowledgements. The author feels obliged to thank Ian Ruthven, Pia Borlund,
Katriina Bystrom and Sachi Arafat for valuable remarks. The author especially thanks
Amanda Spink who pioneered the investigation of the Web multitasking search.
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Abstract. Information extraction (IE) techniques are capable of decoding
targeted subject information in documents, and reducing text data into a set of
structured core information. The implication for digital libraries is that IE
potentially serves as an enabling tool to extend the value of digital document
archives. We present an approach, called sandwich extraction pattern, to
address the closely coupled template relation tasks. The approach provides
interactive capabilities for task specification, domain knowledge acquisition,
and output evaluation. This allows users (e.g. librarians) to have direct control
on the design of value-added content products and the performance of IE tools.
We conducted empirical validation by implementing an IE system, called SEP,
and field testing it in a practical document archive. Encouraged by successful
test runs, NCCU library has formally initiated a project to develop a value-
added content product of government personnel gazettes, including document
images, electronic texts, and personnel changes database.

Keywords: information extraction, digital document archives, value-added
services.

1 Introduction

Document is the primary form of recording many kinds of information and
knowledge. Document digitization allows efficient preservation and duplication, as
well as provides easy access over computer networks. Global digitization efforts,
exemplified by Google Print and Open Content Alliance projects, have produced a
tremendous amount of digitized documents of various types, such as books, articles,
stories, papers, reports, memos, and gazettes. Usages of digital document archives are
generally facilitated by indexing and full text searching. However, the time and
efforts needed for a user to sift through the large quantities of retrieved documents
have become unrealistically expensive. The fundamental problem is that current
information retrieval tools produce coarse-grained information entities. User needed
information is often buried somewhere in the large set of retrieved documents. In
order to enable more effective use of digital document archives, we must develop
tools that are capable of producing finer-grained information entities. To this end, a

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 141150, 2006.
© Springer-Verlag Berlin Heidelberg 2006



142 J.-S. Liu and C.-Y. Lee

variety of information processing techniques, such as text categorization, text
summarization, question answering, and text mining, are making encouraging
progress.

Along the same line of retrieving finer-grained information entities, information
extraction (IE) techniques are perhaps the most aggressive in pin-pointing needed
information. IE seeks to find core semantic elements of designated subject within
documents. In particular, IE techniques identify and give conceptual labels to a partial
set of text strings in a document with regard to who did what to whom, when and
where, and sometimes how [3]. Therefore, IE systems are useful in automatically
scanning and decoding targeted subject information in a large quantity of documents,
and reducing text data into a set of structured core information. The implication for
digital libraries is that IE potentially serves as an enabling tool to extend the value of
digital document archives. The transformation process from raw texts to information
elements in structured subject databases allows precise and direct use of information
elements, as well as their value-added aggregation. In this regard, digital document
archives are source materials with which different content products can be designed
and produced. This process involves librarians acting as knowledge workers to make
judgment on what content products are useful and how IE (as well as other
information processing) techniques are used for content production.

In general, the construction of IE systems can be classified into two paradigms [1].
The knowledge engineering paradigm involves human efforts with sufficient
background knowledge in developing extraction rules for targeted subject domain.
System performance largely depends on the accuracy and adequacy of domain-
dependent extraction rules. The automatic training paradigm relies on annotated
training corpus to derive necessary decision attributes and compiles into extraction
rules with learning algorithms. The two paradigms contrast with each other in two
primary issues of IE—performance and portability [7]. With domain dependent human
efforts, hand-crafted, knowledge-based systems usually produce better results. On the
other hand, automatic training and learning systems reduce the conversion cost
between task domains. The tradeoff between performance and portability is mostly
concerned with technical characteristics.

For a content product to be actually useful, reaching the highest level of quality
should be the utmost goal. Instead of obliging to the technique-centered view, a better
model is to put librarians in charge of the content product development process. With
sufficient subject domain knowledge, librarians initiate the process by evaluating the
condition of document archives, the potential value of a subject domain, and the
overall applicability of IE tools. Once a decision is made to select a particular subject
domain from a document archive, the librarians configure and manipulate IE tools
such that the best possible result is achieved. In this model, a generic and fully
automatic IE technique is not necessarily a better choice than a specialized and highly
effective one with human assistance. After all, it is the data quality that ultimately
determines the value of the content product. A good IE approach for the purpose of
delivering highest possible data quality is to harness subject domain expertise and
focus on subject specific coverage in extraction operations. This approach generally
falls in the knowledge engineering paradigm. However, the librarian-centered model
will be most effective if the IE approach provides the interactive feedback and
modification capabilities. This allows the librarians to be really in control of how the
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IE tool performs and what needs to be adjusted to obtain the best results.
Unfortunately, most IE techniques are either too complex or too rigid to allow user
manipulation. The lack of user input consideration has seemed to be an obstacle for
the library community to embrace IE as a powerful value-adding tool and for the IE
research to develop as many successful application domains as possible.

In this paper, we present an approach, called sandwich extraction pattern, to
address the closely coupled template relation tasks (Section 2). The approach provides
interactive capabilities for task specification, domain knowledge acquisition, and
output evaluation (Section 3). We also present an exemplar application in a practical
document archive to show that our approach has resulted in an actual content product
(Section 4). Section 5 is a short conclusion.

2 IE Task Model

Template relation and named entity are IE tasks that seem to be of special interest to
the purpose of deriving content products from digital document archives. For
example, many documents contain information concerning to people, organization,
location, date, and event. A possible content product designed by librarians may be to
collect personal information and keep track of employment history of politicians,
government officials, and enterprise executives. A database that contains information
on who works where, when, and for what capacity may allow research issues such as
top-tiered social networks and personal social links in bureaucratic systems, public
and private sectors. Similar purposes of entity profiling are potentially fruitful
avenues for adding values to digital document archives with suitable IE tools.

2.1 Identifying Closely Coupled Template Relations

We observed that the core information of entity profiling usually forms a closed
coupling among a few named entities with a small set of template relations, such as
the (de)association of person, organization, and job title. We categorize it as a sub-
class of template relation and call it “closely coupled template relation” (CCTR) task.
In written languages closely coupled template relations are mostly expressed as
composition of semantic units with a limited set of patterns. A semantic unit is an
conceptual element or an entity instantiated by a text string. Recognition of some
semantic units in a template relation pattern may allow us to infer the existence and
locations of the other semantic units based on the composition sequence. We propose
the sandwich extraction pattern approach to address the CCTR task for extracting
entity profiling information. The approach is centered on the notion of semantic unit
sandwich. A semantic unit is recognizable if its instantiation in texts is limited to a set
of collectable text strings. We considered some easily recognizable semantic units as
providing invisible delimiters. When a semantic unit is sandwiched by two delimiters
in a composition pattern, it can be isolated and inferred its conceptual label. Semantic
unit sandwich refers to a pattern composed of one targeted semantic unit sandwiched
by two recognizable semantic units. With pattern recognition and matching, the
targeted semantic unit in the middle can be identified and the corresponding text
strings can be correctly extracted.
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The notion of semantic unit sandwich is substantially adequate for annotating more
complicated representations of useful template relations as long as certain conditions
are met. Consider a sentence appeared in a Chinese news report: “¥ B T ¥4 €12 %
RARSEAE R % 0 HF & RA0EAER N 3 & F K% A HE4E - "(Chinese National
Federation of Industries)(chairman)(LinKunChung)(term expired), (will be)(by)(Tung
Ho Steel Enterprise Corp.)(chairman)(HoJenShyong)(take over). The template
relation in the sentence that involves a management succession can be represented by
the sandwich extraction pattern “ONI-JTI1-PNI-TCI-By-ON2-JT2-PN2-TC2”
(organization namel + job titlel + person namel + term conditionl + by +
organization name2 + job title2 + person name2 + term condition2). The recognitions
of JTI, TCI, By, JT2, and TC2, provide necessary delimiters for the formation of
semantic unit sandwiches. Organization names and person names in the sentence can
be isolated and extracted. Management succession relations among these entities can
be recognized and marked.

2.2 Types of Semantic Units

For the purpose of CCTR tasks, semantic units in language expressions can be
categorized based on feasibility of direct recognition. Some semantic units, such as
job title and social title, are generally instantiated with a limited lexicon, which allows
collection and automatic recognition. Other semantic units, such as person name and
organization name, admit extremely large lexicon, and therefore, are considered as
not suitable for direct recognition. A CCTR task may require the extraction of both
types of semantic units. As long as the not-directly-recognizable semantic units are
sandwiched by recognizable semantic units or delimiters, they can be successfully
extracted.

We define three types of semantic units for the purpose of recognition and
extraction in the IE process.

Extraction Only Unit (EOU). Semantic units of EOU-type are not-directly-
recognizable IE task targets. They are either wide open for word creation or are error
prone with direct recognition. The extraction of text strings corresponding to these
semantic units must rely on their surrounding delimiters.

Recognition Only Unit (ROU). Semantic units of ROU-type are recognizable and
potentially provide contextual information to IE tasks. Their word sets pertaining to
the subject domain are limited in number and can be collected. The central effect of
ROU is to serve as a preceding or succeeding delimiter for its adjacent semantic units
and indicate types of template relations appeared.

Recognition Extraction Unit (REU). Semantic units of REU-type are recognizable and
are required for extraction in IE tasks. Recognition of REU not only creates a
delimiter that helps locate adjacent EOUs but also allows conceptual labeling.

The above definitions of three types of semantic units leave out the type that are
neither directly recognizable nor IE task targets. It is not specifically defined due to its
irrelevance in our approach.
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2.3 Specification of Sandwich Extraction Pattern

Sandwich extraction patterns are the annotated expression and composition of
targeted semantic units in a CCTR task. We considered only patterns that are strictly
formed by compositions of EOUs, ROUs, and REUs. They usually map well to short
or compact descriptions of template relations and reflect the closely coupled nature of
the named entities involved. ROUs and REUs are used as invisible delimiters for the
extraction of EOUs. We also consider symbols that mark sentence structure as usable
delimiters. These symbols include period, comma, semicolon, and punctuation. In
addition, the start of a sentence is also a usable delimiter.

The notion of sandwich extraction pattern provides a convenient way to annotate
recognizable and extractable template relations. However, they must satisfy the
following conditions in order to be admissible: (1) There are at least two semantic
units in the pattern; (2) An EOU must be preceded by a delimiter or a ROU or a REU;
(3) An EOU must be succeeded by a delimiter or a ROU or a REU. As long as these
conditions are met, a sandwich extraction pattern can contain any number of EOUs,
ROUs, and REUs. In the management succession relation pattern described
previously, “ONI-JTI-PNI-TCI-By-ON2-JT2-PN2-TC2” is translated to its
recognition and extraction types as “d;-EOU-REU-EOU-REU-ROU-EOU-REU-EOU-
REU”, where d; is the “start of sentence” delimiter. The pattern meets the admissible
criteria.

3 An Interactive IE System Based on Sandwich Extraction
Pattern

We developed an interactive IE system, called SEP, based on the approach of
sandwich extraction pattern for CCTR task. SEP performs string-based pattern
matching and extracts entity relation information based on sandwich extraction
patterns. The system includes two sets of components: (1) pattern recognition and
output generation mechanisms; (2) semantic unit lexicon and sandwich extraction
pattern set. The first set of components is domain independent, which provides
operation feedbacks and outputs for human evaluation. The second set is domain
dependent, which allows users (e.g. librarians) to control and improve system
performance by adding/modifying domain knowledge.

3.1 Finite State Transducers

We considered finite-state machines (FSMs) as SEP’s pattern matching mechanism
based on its simplicity and robustness as both pattern-describer and pattern-
recognizer. The sandwich extraction pattern approach implies a form of partial pattern
recognition and contextual inference. For example, the sandwich extraction pattern of
“JT-PN-ST” (job title + person name + social title) operates by recognizing the
existence of job title and social title in an input strings and inferring the enclosed
substrings as person name. We need a variation of straightforward FSMs that is
capable of embedding sequential pattern recognition and outputting substrings as
extracted pieces of information. Finite-state transducer (FST) is a special type of
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FSMs with actions (or outputs) associated with state transition [4]. Each transition arc
is labeled with a pair of symbols separated by a colon. The symbol in front of the
colon is the input symbol that triggers the state transition. The symbol after the colon
is the output produced by the state transition.

Fig. 1(a) shows an FST for the pattern form of REU-EOU-ROU (e.g., “JT-PN-
ST”). The machine needs a lexicon for matching the two recognizable semantic units,
REU (e.g., JT) and ROU (e.g., ST). When encountering a substring that matches with
the lexicon of the REU (e.g., JT), the machine will leave state 1 and go to state 2. The
state transition will also copy the substring as output with the conceptual label of the
REU (e.g., JT). At state 2, only a substring that matches with the lexicon of the ROU
(e.g., ST) will trigger the state transition to state 3. Any other substrings will follow
the revisiting state transition that goes back to state 2 itself. The substring after REU
(e.g., JT) and before ROU (e.g., ST) will be accumulated as output and marked with
the conceptual label of the EOU (e.g., PN). State 3 is an accepting state, signaling the
acceptance of the input string with respect to the pattern. State transition from state 2
to state 3 produces empty (€) output. Fig. 1(b) shows an FST for the same pattern
form but requires the input string to start with the specified REU. An input string
starting with anything else will trigger a state transition to a sink state (state 0),
signaling an immediate rejection of the input string.

-ST:PN
-ROU:EOU -ROU:EOU

Fig. 1. FST for the pattern form REU-EOU-ROU

With standard FST generation algorithms, SEP can automatically generate an FST
for each sandwich extraction pattern. The set of sandwich extraction patterns that are
annotated for the targeted template relations can then be represented and operated by
a set of FSTs. For an input string of a sentence, an FST is selected to receive the input
string and run the process of state transition. The result is either an acceptance or a
rejection. An acceptance means the sandwich extraction pattern described in the FST
is recognized in the sentence and pieces of information are acquired from the FST’s
output substrings. SEP then continues IE tasks on the next input string. A rejection
means the described pattern is not found in the sentence. In this case, another FST can
be selected to receive the input string. The matching process between an input string
and an FST is continued until an acceptance occurs or no FST is left unmatched in the
FST table.
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3.2 An Interactive IE System Architecture

Fig. 2 shows the system architecture of SEP that separates operation engines with
domain knowledge to enable task performance interactivity. Users provide CCTR task
definition and subject domain knowledge via user interface module. These include
specifications of template relation and sandwich extraction patterns, as well as
lexicons of ROU and REU-typed semantic units. SEP stores user inputs in the form of
a lexicon table and an FST table. Text documents are processed for pattern matching
and contextual inference in the unit of a sentence. Each sentence is matched with an
FST sequentially selected from the sorted FST table. The matching process is
executed by the selected FST as described above. Successful matches produce
information instances of template relations in designated output format. Rejected
sentences are no match to all FSTs stored in SEP. This indicates that either these
sentences need to be processed with new domain knowledge (e.g. sandwich extraction
patterns and lexicons) or they contain no relevant information. All these outputs are
accessible via user interface for evaluation and subsequent addition/modification of
domain knowledge.
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Fig. 2. SEP’s system architecture

By establishing an interactive loop of execution and feedback, SEP provides user
with direct controllability of task performance. Therefore, SEP can be used as a self-
contained tool for a user (e.g. librarian) to engage in an information extraction task.
This typically involves a two-staged process. At the training stage, users can test-run
SEP on the targeted document archive and incrementally buildup system databases of
subject domain knowledge. When SEP’s outputs are evaluated by users as
satisfactory, the process will enter the full production stage where SEP automatically
performs specified IE task on large quantities of documents. The final output is a
structured subject database filled with entries extracted from the selected document
archive.

4 Empirical Validation and Application Results

We conducted empirical validation by field testing SEP in a practical document
archive. The development process was carried out by librarians in NCCU library and
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was intended to serve three purposes: (1) to evaluate SEP’s capability for CCTR
tasks; (2) to demonstrate SEP as an interactive tool for value-added processing on
documents; (3) to develop an actual content product that is of practical values.

4.1 Subject Domain

Government gazettes are official publications recording authoritative information of
public affairs and are collected as document archives by major libraries. Among the
many subjects, personnel gazette is selected based on its applicability as CCTR task
and its content value. The documents record personnel changes of all government
units in the form of presidential order. Examples of the government personnel
gazettes are shown in Fig. 3 with original texts in Chinese, and in Fig. 4 with English
translation on partial contents. Note that the translation is broken down into sequences
of semantic units in order to reveal original content characteristics.
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Fig. 3. Exemplar prints of the government personnel gazettes

(Ministry of Economic Affairs)(deputy minister)(YangShihJhen), (Ministry of Transportation
and Communications)(deputy minister)(TsaiJhaoYang)(appointed to other assignments),
(Ministry of Finance)(vice minister)(WangJhengYi), (Overseas Chinese Affairs Commission)
(vice minister)(WangNengJang), (JangJhihShan)(resignation granted);(all shall be dismissed).

(Appoint)(ZouShanMing)(as)(Academia Historica)(Taiwan Historica)(management rank level
ten)(section chief).

(Appoint)(JhongWanMei)(as)(Executive Yuan)(Counsel for Hakka Affairs)(management
rank level twelve)(division chief), (HuangChongLie)(as)(management rank level eleven)
(division deputy chief).

Fig. 4. English translation on partial contents

4.2 Product Development

The product development process was started by the librarians surveying the
personnel gazettes and consulting faculty of public administration department to
establish necessary domain knowledge. At first, CCTR task was specified by a set of
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relation slots that include person name, organization name, rank, job title, type of
changes, and date. An initial set of semantic units, lexicons, and extraction patterns,
were also added to SEP. Then, the librarians began the interactive loop of activating
SEP’s task execution, examining task outputs, and adding new domain knowledge.
After 60 man-hours of training, SEP’s performance reached upper 90 percents in
precision and recall with approximately 30 extraction patterns and 670 lexicons.

Encouraged by the successful test runs, NCCU library has formally initiated a
project to develop a content product of government personnel gazettes, including
document images, electronic texts, and personnel changes database. Currently, the
database covers the time period from 1981 to 2005 and contains approximately
300,000 entries, 165,000 individuals, 11,000 government units, 650 job titles, and
2840 image files. Besides from the structured information, each retrieved entry is
linked to a document image that contains the original personnel order in texts. The
product is expected to expand retrospectively to year 1934 in order to provide a
complete coverage in time. Fig. 5 shows screen shots of the web-based government
personnel changes database. The database supports search options of logical
combination on multiple fields (Fig. 5(a)). A typical use of the database is to view a
person’s career path in the government (Fig. 5(b)).
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Fig. 5. Web interfaces of NCCU library’s government personnel changes database

4.3 Extensions and Implications

Our research differs from most IE approaches [2][6] in providing a systematic way of
transforming domain knowledge into effective operations and enabling user
controllability on task execution. These characteristics are essential for librarians to
explore the potential of value added services [5] on digital document archives. For
example, we may want to develop a database that collects personal information of
politicians, enterprise executives, and civil leaders, such as name, birth place, birth
date, school attended/graduated, job affiliation, etc., Exemplar expressions in Table 1,
which are abundant in general texts, provide partial and conceptual evidences for the
commonality of the CCTR tasks and the utility of our approach. The derived products
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that support structured query will be able to provide further value-added services in
many aspects, such as statistics, comparison, analysis, data mining, and even language
resources.

Table 1. Exemplar semantic expressions of CCTR characteristics

(person name) + born at + (location name) + (date)

(person name) + graduated from + (school name)

(organization name) + announced the promotion of + (person name) + to + (job title)
(organization name) + reappointed + (person name) + to + (job title)

(person namel) + replaced + (person name?2) + as + (job title)

5 Conclusion

Our research contribution is to propose a framework that provides a systematic way of
capturing the unique characteristics of a particular sub-class of IE tasks, transforming
domain knowledge into effective recognition and extraction, and enabling interactive
control of the process. We demonstrated the approach in a practical document archive
and developed a value-added content product. The process is led by librarians as
knowledge workers and content producers. Our experience indicates that this might
be a fruitful avenue for creating value added services in digital libraries.
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Abstract. This paper proposes a novel text mining method for any
given document set. It is based on PageRank-based centrality scores
within the graph structure generated from the similarity of all docu-
ment pairs. Evaluations using a newspaper collection show that the pro-
posed approach yields much better performance in terms of main topic
identification and topical clustering than the baseline method. Further-
more, we show an example of document set visualization that offers novel
document browsing through the topic structure. Experiments show that
our topic structure mining method is useful for user-oriented document
selection.

1 Introduction

Users have always wanted to be able to find the desired documents and informa-
tion quickly and easily from a set of documents such as search engine results and
the latest articles in RSS feeds. We consider that the user has two main goals.

— get an outline of the document set
— access the documents of specified topics present in the document set

A simple assessment shows that the first goal is equivalent to browsing and
summarizing with the user receiving a list of the main topics in the document
set. The second goal is set by the user who has clear information needs; for this
we must collect the documents related to each topic.

One way to achieve this goal is to apply clustering algorithms [4][3][12][13][10].
They are intended to output document clusters that assist the user in under-
standing the outline of the document set. However, if we consider the situation
in which the user wants to select a document from the document set or get some
information from the document set, we find that we can select documents and
get information, more accurately and more easily, if we can know not only “main
topic list” and “cluster assignment of each document” but also “the relationship
between topics” and/or “the type of each document in each cluster”,

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 151-162, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Here, “the type of each document in each cluster” is, for example, “the docu-
ments that represent core topics” and “the documents that are certainly related
to core topics but also contain unexpected or new information”. This allows us
to select the former type of document when we want to access only the main
topics, and the latter type of document when we already know the main topics
and want to discover surrounding or novel topics.

Therefore, this paper proposes topic structure mining (TSM) which yields not
only “main topic list” and “cluster assignment of each document” but also “the
relationship between topics” and/or “the types of documents in each cluster”.
This is a graph-based method that uses the level of similarity between documents
to identify core documents, those that have the highest level of connection den-
sity (centrality score). Each core document is taken to represent a different topic.
The centrality scores of the documents are, together with the graph structure,
used to segregate the documents so that we form sets of documents; one set
equals one topic. Documents that are only weakly associated with the grouped
documents are treated as outliers. Next, for each topic, the documents other
than the core document are ranked as either supplemental documents, those
that are strongly associated with the core document, and subtopic documents,
those that are slightly associated with either of the other two types.

Experiments confirm the ability of our proposal to realize main topic identifi-
cation and topical clustering as basic properties. Moreover, we show the meaning
of TSM. Our visualization and evaluation show that our method can mine topic
structure, for example, “the relationship between clusters (topics)” and/or “the
type of each document in each cluster” and so realize effective document brows-
ing and user-oriented document selection.

In this paper, one “document” corresponds to one “node”. When we discuss
the graph structure, we will mainly use the word “node”.

The paper is organized as follows. The next section introduces related works.
In Section 3, we detail the proposed method. Section 4 evaluates the basic prop-
erties of the proposed method. Section 5 shows a verification of the meaning of
TSM. Finally we conclude the paper in Section 6.

2 Related Works

Graph-based NLP methods are being used more often to extract the implicit
relationships between documents or other linguistic items. Mihalcea et al. [9]
experimentally proved that PageRank [1] is effective for achieving these goals
if the edges of the graph have weight or do not have direction. They also re-
port that the method is useful for the tasks of text summarization and keyword
extraction. Erkan [2] also proposed a graph-based method for text summariza-
tion and reported that the method yields much higher precision than any other
method. Furthermore, Kurland et al. [7][8] proposed a graph based on a lan-
guage model for calculating PageRank or HITS [6] and used it to rerank search
results. Our method also uses the centrality score of graphs generated by the
implicit relationships between documents. Though ordinary methods simply use
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the centrality score for ranking items or selecting top ranked items, we use both
the centrality scores and graph structure for segregating items into topics.

3 Proposed Method

The method proposed in this paper first identifies the graph structure based on
similarity links within the document set, and then determines core documents,
those that have the highest level of centrality. Each core document represents
a different topic. Next, the centrality scores are used together with the graph
structure to identify those documents that are strongly associated with the core
documents. Section 3.1 describes how the graph structure is generated. Section
3.2 explains the calculation of the centrality score of each node in the graph
structure. The meaning of the centrality score is elucidated in Section 3.3, along
with information extraction based on node meaning.

3.1 Generation of Graph Structure

We construct a graph structure, where each node represents one document and
each edge represents the relationship between a pair of documents. This graph
structure is based on the “Interested Reader model” proposed by Kamvar [5].
This model is similar to the “Random Surfer model” of PageRank [1]. It assumes
that the document collection consists of documents covering several topics, and
that the reader starts to read some document in the collection and then go on
to read other documents. The reader’s next choice is strongly related to his cur-
rent document. These transition probabilities define a Markov chain among the
documents in the collection. If many documents are strongly related, the transi-
tion probability among the documents is high while the transition probability to
other documents is low. Furthermore, this model assumes the following. The self
transition probability is high, when all documents are dissimilar. On the other
hand, when there are many similar documents, the self transition probability
is low. According to this assumption, the matrix is calculated by the following
equation.

N = (A+dmeF — D)/dmax (1)

Here, N is the matrix based on the “interested reader model”. E is a unit
matrix. D is a diagonal matrix whose elements D;; = Zj Aij, where dpqqe is
the largest element of D. The term “dy..F — D” represents a degree of self
transition in each node. A is an adjacent matrix that indicates the similarity
between nodes; it is defined in this paper as follows.

[ sim(i,j) if j € TopSimy(i)
Aij = {O otherwise (2)

Here, TopSimy(i) means the set of documents that have top p ranking with
regard to their similarity to document i. Our reason for using only documents
with highest similarity to generate the outlinks, is that accuracy is degraded
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© Core Node

© Supplemental Node
O Subtopic Node

® Qutlier Node

Assign the graph structure to the 2-D plane.

Fig. 1. Document set structure using graph structure and centrality score

when all similarity values are used [5][7]. sim(i,J) is calculated by the cosine
measure of log tf-idf weighted document vectors.

We note that the number of outlinks from all nodes is the same in the graphs
generated by the above method. This situation is strange, because a node that
has many similar nodes should have more links than a node that has few similar
nodes. Moreover, some nodes have very small link weights. Our approach is to
remove the surplus links, those that have very small weights. This operation is
described by the following equation.

I Ni’j/li)q ’Lf _7 c TopLinkq(i)
Nig = {0 otherwise (3)

Here, l; 4 is the sum of transitional probability, where we order the outlinks of
node 4 by their transitional probability (descending order) and sum the proba-
bilities until the sum exceeds threshold ¢. TopLink,(i) means the group of nodes
that are the destinations of the above outlinks of node . In this equation, we
normalise each element with [; ; to surppress the influence of surplus links.

3.2 Calculating Centrality of the Graph

We consider here PageRank [1] since it is one of the most representative methods
of calculating centrality.

One characteristic of PageRank is that it considers random jumping. Random
jumping helps the random walker move from periodic node or unconnected nodes
to any node in the graph. In our method, we use PageRank to calculate the
centrality and we also use random jumping. We differ from PageRank with regard
to edge weighting; we use the following equation to calculate node centrality.

S(i)=(1—d)x Y (N';ixS(j) +d (4)
vj

Here, S(7) is the centrality score of node 4. d is a damping factor that represents
the probability of random jumping.
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3.3 Data Mining Using Centrality Scores and the Graph Structure

Our proposal is to assign the graph structure to a plane and plot the node
centrality scores in the 3rd dimension. A typical image is shown in Fig 1. The
nodes named “ax”(“bx”..) indicate the documents related to topic “a” (“b”..).

The method of [7] simply uses the centrality scores to rank the documents.
However, our purpose is to segregate items by extracting topics. We cannot
extract items separately if only the centrality score is used. Namely, if we or-
der the nodes in Fig. 1 according to their centrality score, we get the order
“al,a2,cl,bl,a3,c2,b2,...” so topics are mixed together.

To realize segregation, we use the mountain-like structure generated by the
graph structure and centrality scores to uncover the topics and permit informa-
tion extraction based on node meaning.

First, we consider the relationship between graph structure and centrality
score. According to the definition of the centrality score, areas that have many
edges have high scores. Such an area also has high transition probability between
the nodes in the area and the similarity between each node in this area is high.
That is to say, the documents in this area cover the same topic. Accordingly,
each mountain-like area in Fig.1 is considered to correspond to a different topic.
Next, we assign each node to one of 4 types.

The 1st type are the top nodes (al, bl, and cl in Fig.1) of the area peaks
(one top node per area). This kind of node has the highest transition probability
from surrounding nodes and is the most representative of the topic. That is to
say, the document of a top node specifies the main topic in the area. We call this
the core document (node).

The 2nd type are neighbor nodes (a2, a3, a4, b2, b3, ¢2, and ¢3 in Fig.1). These
nodes are reached from the top node only via two-way links either directly with
the top node or via another neighbor node. A two-way link is bidirectional and
has high connectivity. These nodes have high transition probability with the top
node and their contents are similar to that of the top node. If the top node is
quite close to one or more neighbors nodes, the topic may need to be identified
from several nodes; this situation must be considered in subsequent research. We
call these supplemental documents (nodes).

The 3rd type covers nodes that are linked to the top node or neighbor nodes;
examples are ab, a6, a7, a8, b4, c4, and ¢5 in Fig. 1. This type of node, which
has higher transition probability to the top or top neighbor node than to outside
nodes or self-transition, are documents that are strongly related to the topic.
This kind of document provides somewhat unexpected information. We call these
subtopic documents (nodes).

The last type covers nodes that are not strongly associated with any topic.
dl, el, f1, g1, and hl of Fig.1 is examples of this type. This node does not have
any other similar node and its self-transition probability is high. We call these
outlier documents (nodes).

The 4 node types are shown in Fig.1. The node set related to a topic is
hierarchically sited around the top node.
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To use this structure, the user can access the documents related to a particular
topic. Furthermore, the user can select documents within one topic; for example,
the document that is most representative of the topic or a document that may
provide unexpected information. Furthermore, the relationship of two topics can
be discerned through their sharing of supplemental and subtopic nodes.

Section 4.2 shows the result of topic identification by selecting the core nodes.
Section 4.3 shows the effectiveness of collecting documents according to their
topic. In Section 5, we verify the meaning of TSM using an example of visual-
ization and experimental results.

4 Evaluation

4.1 Evaluation Resource

In this evaluation, we used search results of a Japanese newspaper collection.
The collection covers 2 years (1994 and 1995) and holds about 200,000 arti-
cles. Two corpora were created by submitting the queries “scandal or bribery or
corruption” and “murder”, and recording the top 200 search results. We called
these corpora “scandal” and “murder”, respectively. The documents in the cor-
pora were manually labeled after being read. Each label reflects the dominant
topic in the document and each document is labeled by a label. We created
main topic lists by selecting the topics with at least 2 documents. The docu-
ments were grouped according the main topic lists. Details are shown in Table
1. The main difference between the two corpus is the average cluster size. In the
evaluations that used these corpora, the baseline method used the “K-Means”
and “Agglomerative method using centroid”.

4.2 Main Topic Identification

Here, we show the performance of topic identification using the core document.
As a baseline system, we used two methods based on clustering. First, these
methods cluster each corpus with ideal cluster number ' and select, for each
cluster, the document that is most similar to the cluster’s centroid. We esti-
mated recall, precision, and F-Measure to evaluate the performance of topic
identification. The equations of recall and precision are shown here.

# of identified relevant topics

Recall =
eca # of relevant topics

(5)
# of identified relevant topics (6)
# of identified topics
In this evaluation, we used p = 3,5 (p is the permissible number of outlinks
in each node) and ¢ € [0.5,...,1] is the threshold for surplus link elimination).
The evaluation results are shown in Table 2.

Precision =

! The cluster number is sum of “# of topic in topic list” and “# of documents not re-
lated to main topics” in each newspaper corpus. k = 128 (murder),k = 52 (scandal).
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Table 1. Specification of the corpora for evaluation

name of corpus scandal murder
# of docs. 200 200
# of labels (main topics) 22 26
# of labeled docs. (docs related to a topic in main topic list) 170 98
average cluster size 7.7 3.8

Table 2. Evaluation result of topic identification

Condition murder scandal
Recall Precision F-measure Recall Precision F-measure
TSM (p=3,¢g=1) 0.4615 0.8 0.5854 0.7727  0.8095 0.7907
TSM (p=3,9=0.9 0.5385 0.7 0.6087 0.7727  0.7727 0.7727

)
) 0.8077 0.6 0.6885 0.9091  0.7727 0.7843
p=3,q=0.7) 0.8462 0.6471  0.7333 0.9091  0.6897 0.7843
) 0.7692  0.6451 0.7018 0.9091  0.5128 0.6557
) 0.5769  0.6522 0.6122 0.8636  0.5588 0.6786
TSM (p=5,9=1)) 0.1538  0.6667 0.25 0.4545 1 0.625
) 0.3846  0.7692 0.5128 0.5 0.9167 0.6471
) 0.5769 0.625 0.6 0.7727  0.7391 0.7556
p=>5,¢=0.7) 0.7308  0.6552 0.6909 0.9546  0.6774  0.7925
) 0.7308  0.6552 0.6909 0.9091  0.5405 0.678
) 0.4615 0.5714 0.5106 0.8636  0.5588 0.6786
K-Means 0.6154  0.4706 0.5333 0.7273  0.5926 0.6531
Agglomerative (centroid) 0.6538  0.7319 0.6939 0.6364 0.7 0.6667

When ¢ = 1, precision tends to be high (more than 0.8 in three of four
conditions) but recall is low (less than 0.5 in three of four conditions). The reason
for this is that the document that should be a core document was not selected as
a core document because of surplus links, when the number of documents related
to each topic was small (for example 2 or 3). This is also the cause of “Recall of
p = 5 is lower than that of p = 3” and “Recall of “murder” corpus, which have
small average cluster size, is low”. In this case, this document is subordinated
by another core document which is connected by surpus link to this document.

When ¢ falls under 1, recall first increases (¢ = 0.9,0.8), reaches a peak score
(¢ = 0.8,0.7), and then decreases (¢ = 0.6,0.5). This tendency is observed in
both corpora and with all p values; the maximum degree of rise is about 40
points. The reason for the fall in recall is that links are strongly filtered so the
graph structure is extremely sparse. On the other hand, the precision falls when
we decrease gq. The range of change, however, is small, so F-measure is basically
higher than the scores of ¢ = 1.

For almost all conditions in which g < 1, the proposed method offers a better
score than the baseline method. It can said that the proposed method offers high
accuracy, because the baseline method is given the ideal cluster size, this is not
possible in actual applications.
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Table 3. Evaluation result of topical clustering

Condition murder scandal
TSM (p=3,9=1) 0.6127 0.7855
TSM (p = 3,q = 0.9) 0.6656 0.7855
TSM (p = 3,9 =0.8) 0.8081 0.7984
TSM (p = 3,q =0.7) 0.7232 0.7818
TSM (p = 3,q = 0.6) 0.6337 0.7592
TSM (p = 3,q = 0.5) 0.5795 0.7381
K-Means 0.3741 0.5279

Agglomerative (centroid) 0.6821 0.6343

4.3 Topical Clustering

We also evaluated the accuracy of topical document clustering according to their
topic and document segregation from core node. This clustering involves only
“core document”, “supplementary documents”, and “subtopic documents”.

We used F-score to evaluate the selected document set. F-score is an evaluation
method of clustering. F-score represents the weighted average of accuracy of the
clusters that are most similar to the clusters in the correct cluster data. F-Score
details are shown in [14]. For this evaluation, we used the main topic list and
assigned documents. As the baseline system, we used the same two methods used
in the main topic identification task.

In this evaluation, we set p = 3 because this yields better accuracy in topic
identification and the accuracy of clustering seems to be impacted by the accu-
racy. According to a preliminary experiment on collecting subtopic nodes, some
node are related to the topic even if the transition probability to the top or
neighbor nodes (¢) is slightly under 0.5 (This value comes from subtopic node
definition given in Section 3.3). Accordingly, we set ¢ = 0.3 in this experiment.

Results are shown in Table 3. The general tendency is that clustering accuracy
is related to the F-measure of main topic identification. That is, the condition
that yields high F-measure in the topic identification task, yields high clustering
accuracy. Furthermore, clustering accuracy is not related to the precision of the
topic identification task but is related to recall. This tendency seems to repre-
sent the characteristics of our methods, which segregate the cluster members
(documents) using the links from the core nodes.

For “scandal”, the proposed system was significantly better than the baseline
system in all conditions. For “murder”, it was superior to the baseline system
only for a few conditions. The difference between “scandal” and “murder” is the
size of topics. The “murder” corpus includes small clusters; average cluster size
is small (see Table 1).

Because the proposed method uses centrality to detect the core documents,
it exhibits some weakness when the topics are small, that is, the increase in
centrality is not so large and the parameter selection becomes more difficult.
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5 Verification of Meaning of Topic Structure Mining

We verify whether the proposed TSM method is useful for document set utiliza-
tion. In Section 5.1, we show examples of visualization and of novel browsing. In
Section 5.2, we show the result of simulation evaluations that verified whether
the TSM is useful for effective document selecting adapt to user needs.

5.1 Visualization

Fig.2 shows a visualization of the “murder” set; the graph structure generated
by proposed method (p = 3, = 0.8) is assigned to 2-D plane by Yamada’s
method [11] and the centrality scores are plotted on the 3rd dimension. The
white spheres are nodes (documents) and the lines between them are links. The
direction of the link is represented by the gradation: the “from” side is light and
the “to” side is dark. Two way links are white. Though we show the label and
document id of each node (the light colored character), we could display the
document titles instead of the labels.

In Fig.2, there are two mountains, each mountain represents one topic (“AUM-
Lynch” and “AUM-Matsumoto Sarin”) and the top node is the “core node”. The
positioning of the supplementary and subtopic documents makes it easy to find
documents related to particular topics as well as understanding the relationships
between topics. Fig.2 also shows that two mountains are shared a high level node
(supplemental node). This suggests that the two topics are strongly related. In
fact, these topics involve murder by the same religious community.

€N of “AUM-Matsumoto Sarin”

| -SPN,.of AUM
Matsumoto

7GN: Core Node

SPN: Supplemental Node
STN: Subtopic Node Shared

Fig. 2. Visualization example of corpus “murder”

It is clear that this visualization will trigger new browsing methods and en-
hance the knowledge discovery process. The results confirm the method’s use-
fulness for browsing and analyzing document sets.
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5.2 Verification of Usefullness of TSM for Document Selection

TSM enables the documents that meet the user’s needs to be effectively identified
from documents related to particular topics. Here, we verify whether our method
is useful in achieving the following two goals.

— Get document(s) that represent main topics.
— Get document(s) that are related to main topics but include unexpected or
novel information.

For this verification, we used the newspaper corpora used in Section 4, First,
we made document clusters using the proposed method (p = 3,¢ = 0.8). The
documents in each cluster were tagged as ”Core Node”, “Supplemental Node”,
or “Subtopic Node”. Documents of the same type (Supplemental and Subtopic)
were ranked by PageRank in descending order. As the baseline method, the
documents in each cluster were ordered against the centroid of each cluster. We
assumed that for the proposed method, goal one (two) is satisfied by selecting
documents in the order (reverse order) of Core, Supplemental, Subtopic. For the
baseline method, goal one (two) is satisfied by selecting documents in descending
(ascending) degree of similarity to the centroid.
The performance metrics were the following criteria.

— coverage of frequent terms in the cluster
— coverage of rare terms in the cluster

We estimated the coverage rates for 1 to 5 documents. Higher performance is
indicated by a higher coverage rate. In this evaluation, we removed frequent
terms (document frequency threshold was set at 5000) in the newspaper collec-
tion. Furthermore, we considered that document selection is effective only when
each cluster contains several documents. The above evaluation used only those
clusters that had more than five documents.

Fig.3 shows the results. Each plot is the average value of all clusters. With
regard to goal one, the proposed method provides better coverage than the base-
line method with just a few documents. For goal two, the proposed method offers
significantly better coverage than the baseline method.

- 1 T ]

£ 10 (b)goal two 1T

209t —*—TSM ("murder") 108 £

g -9~ Baseline("murder") 1 8

= | ~®TSM ("scandal") B 2

0.8 o 0.6

2 ; o "% "Baseline("scandal") j §
G

BOTF o 1r o 104 ¢

5 0.6 1F o 102 8

z (a)goal one 11 gl 18

@] 0.5 gt 0 ©

: 1 2 3 4 5 1 2 3 4 5
# of selected documents # of selected documents

Fig. 3. Verification Results
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The centroid method allows documents with high idf words to lie close to the
centroid. These high idf words, however, tend to be very specific and documents
with a lot of these words are not representative of the main topic. Erkan et
al. [2] reported the same tendency. On the other hand, document clustering is
related to the density of document linkage as determined by the graph structure.
The resultant document order is extremely useful in clearly elucidating the main
topic. The same argument is true with regard to the poor performance of the
baseline method in achieving goal two.

6 Conclusion

This paper proposed a novel text mining method for document sets and also
proposed a novel document browsing and selection method based on the first
proposal. The proposed method uses a similarity-based graph structure and the
centrality socres of nodes in the graph structure. The proposed method has three
main benefits.

— Main topic identification and topical clustering with high accuracy.
— Novel document browsing and mining using visualization of topic structure.
— Novel user-oriented document selecting using document type.

Our future works include a comparison using large corpora and some refine-
ment of the proposed method.
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Abstract. With increasing concerns about the personalized digital li-
braries (e.g., blogs), people need to share relevant information and knowl-
edge with other like-minded users. In this paper, we aim at building a grid
environment for information recommendation, in order to support users’
information searching tasks. By thoroughly analyzing the social linkage
and social interaction patterns, we want to extract the meaningful rela-
tionships between the unknown users by co-occurrence analysis. There-
fore, social grid environment can be constructed by aggregating a set
of virtual hubs discovered from the hidden connections. For implementa-
tion and evaluation, we exploit the proposed method to blogosphere. The
BlogGrid framework is proposed to provide efficient information pushing
service to bloggers without requesting any user intervention.

1 Introduction

Since personalized information spaces (e.g. blogs!) were introduced, the usage
has been spread to many fields [1,2]. More importantly, each blogger can make
explicit connections with other acquaintances (e.g., family members and friends),
and take social activities such as information (or knowledge) sharing, respond-
ing to answers, and referring to further information [3]. Thus, they can organize
communities in a form of socialized information space. On blogosphere, however,
we have been facing on two problems. Firstly, a large amount of information
overwhelming to users means that users are getting much more overloaded to
search for relevant information related to a certain topic and, more specifically,
the like-minded users. Next problem is network isolation phenomenon. Com-
munities tend to be initially organized from the private relations among users.
But, the number of members in this community may keeps constant over time,
because social interactions between different community members are rarely oc-
curred. We find out the limitation of information flows caused by not only the
community policy for protecting the privacy of members but also the topological
isolation of social structure.

! This is the shorten expression of “weblogs,” and this paper uses only “blog”.
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In order to solve these problems, we exploit the grid computing paradigm
[4] to personal information spaces and users, supporting an efficient framework
of information and knowledge sharing between heterogeneous sources. Thereby,
each user’s behaviors should be captured and analyzed to extract meaningful
context (e.g., what topics he is (or they are) interested in and, more exactly,
what he has been trying to search for). In particular, we implement a grid en-
vironment (called BlogGrid [5]), in order to provide information pushing service
on blogosphere. The goal of this service is efficient information diffusion on blo-
gosphere. It means that a certain information should be delivered to the bloggers
who have been looking for the information as quickly as possible, regardless of
the social distances and topologies.

We exploit co-occurrence analysis between user activities to predict the re-
lationships between the corresponding bloggers. Virtual hubs built by shortest
paths are applied to adapting the strength of hub centrality of personal infor-
mation space.

The outline of this paper is as follows: Section 2 describes modeling user be-
haviors on blogosphere and analyzing social interactions. In section 3, we explain
the main steps of BlogGrid framework. Section 4 addresses implementation with
experimental results and some important issues. Finally, in section 5, we draw
some conclusions and explain future work.

2 Analyzing Social Interactions Between Users

In order to recognize the relationships between users, we want to model each
user’s behaviors and measure the distance between them. We can fomulate the
behavior of users on social network SN = {U;,Us,...,Ux} where N is the total
number of users participating in this social network.

2.1 Modeling Behaviors on Blogspace

We assume that each action taken by users have implicit meaning and be able
to be applied to extract useful information about their preferences. Also, this
information should be used to recognize the relationships between users. We
classify the behaviors B = {A, L,N,R,C};

1. Posting articles A. Users input various information and enrich their own
spaces. This action explicitly represents the corresponding user’s preferences.
A set of articles of U; is denoted as A; = {aj,as,...,ax}.

2. Linking with other blogspaces L. It is for explicit construction of a social
network. More importantly, in order to share information about a particular
topic, people can organize a community and actively participate it. We as-
sume this link to be directional. Thus, the neighbors of U; is represented as
L; combining two links £ (pointing to others) and £Z (pointed by others).

L;= ‘C"LO + EiI = {Up}? + {Uq}iI (1)
Reversely, Equ. 1 can also be represented as {U,,|U; € £Z } +{U,|U; € LO}.
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3. Navigating N. In order to get relevant information within personal informa-
tion spaces, people should visit other spaces, by the following two methods;
— Random browsing. A blogger randomly jump into other blogspaces.
— Accessing to neighbors on social network. By referring to the list
of neighbors, a blogger easily moves into the blogs of his neighbors. In
the same way, he can access to the blogs of his neighbors’ neighbors.

4. Responding R. A user can respond to a certain information by two ways;
i) comment and ii) trackback?. Moreover, not only a free-text sentence but
also numeric rating format (e.g., from 0 to 5) and voting format (e.g., “Yes”
or “No”) can be applied to reflect the degree of the corresponding user’s
interests and opinions. Another feature is that the responding can be nested.
It means that bloggers can respond to a certain comment already attached
to articles. Thus, the responses by user U; is given as R; = {rf”m?ﬂaa €
Aj,rg € Ri} where A; and Ry mean a set of articles by user u; and a set
of responds by user uyg, respectively.

5. Categorizing blogspaces C. Each blog can be labeled with topics, which is
represented as hierarchical path on taxonomies. It is represented as C; =
{ci|e; € O} where O is a hierarchical taxonomy (e.g., ODP and TopicMap).

2.2 Virtual Hub Generation by Co-occurrence Analysis

Co-occurrence analysis between their behaviors can generate a set of virtual hubs
(VH). Tt is play a role of alternative channels to communicate among potential
users. In our previous work [6], we found out that responding behaviors R has
shown more significant effects rather than other ones. For the moment, this
paper is considering only responding behaviors R to measuring co-occurrence
between two users. (Of cause, the others’ co-occurrence patterns can be easily
discovered, as extending according to B = {A, L, N, R,C}.) Two arbitrary users
who commonly respond to a certain article ag (€ A, ) of personal space of user
U, are regarded as like-minded users. For example, let two users Uy and Up
respond to a certain article in Ug’s blog. Even though they are geometrically far
away on social network, their preferences are probably similar with each other.
In order to make them closer, we formulate some measurements. Simply the
(geodesic) distance D between two users can be measured by

D(U;, U;) = shortest path(U;,Uj;)
= min(path(U;, Uj)). (2)

It is the length of linked path between U; and Uj;, and it is computed by counting
all the edges on the shortest path.

Next, we need to recognize the “power” from social linkage patterns in SN,
we deploy the hub (HUB) and authority (AUT H) weighting scheme [7] to mea-
sure the centralities of every users. Similar to the betweenness [§], hub weight
indicates the structural position of the corresponding user. It is a measure of

2 Movable Type. http://www.sixapart.com/movabletype/.
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the influence that people has over the spread of information through the net-
work. On the other hand, authoritative weight is a measure of the information
quantity that people occupieb These weights can be iteratively computed by
HUBYY — Yujeco ,AUTHt 1 and AUTH™ — Yu,ect HUB ) where
AUT H, is 1n1t1ahzed with 1. Additionally, for the equlhbrlum Values of the
weights, iteration process should be conducted.

Now, we propose a novel similarity (or distance) measurement based on the
“hub” weights of neighbors. By using the response 7% co-occurred by a group of
users Uco, the hub similarities Sy 5 is represented as a square matrix of which
size is |[Uco| X |Uco|, and each element is given by

D(U;, Uj) 1

X 3
Sy, HUBYR " exp(|Ucol) ©

Srun(i, j) =
where Uy, € shortest path(U;,U;) and U;,U; € Ugo. If D(U;,Uj) is less than
two (e.g., the diagonal elements), Sy5(7,7) is zero. We assume that the longer
distance and the lower hub weights between two users indicate the higher sim-
ilarity. In the second term, we express that the higher number of co-occurring
users exponentially decays the hub similarity among them. The VH among
the corresponding users, therefore, is generated, as shown in Fig. 1. Then, as

Stu 0 SHub

o > StupO
M patterns Virtual hub layer of
od o o “responding” behaviors
Qé{ Hub

Hub Hub

Fig. 1. Measuring hub similarities with common responses and aggregating with others

accumulating the VH’s generated by all co-occurred response patterns, we can
construct the VH layer (WHL). In case of this paper considering only patterns
from “response” behaviors, it can be denoted as VHLz. This is simply based
on matrix concatenation tasks, but we have to focus on the duplications. Here,
for adaptability, Sxs between the repeated pairs of users U; and U; have to be
reinforced twice by

Srus(i, k) = Swus (i, k) W
1+ A if k = j;
X {1 ATlfﬂuB(i’k) otherwise;
col-1 ,

and Syyp(k,j)’, which can be obtained by exactly opposite way to Equ. 5. A is
the coefficient of learning rate in (0, 1], and Uco = Uco, U...UUco, - Of cause,
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instead of the adaptation scheme based on Hebbian learning that we apply for
simplicity, the other various learning methods are exploitable.

3 Information Delivering on BlogGrid

Each information should be pushed (more exactly, notified) to the users who are
interested in and searching for it. A facilitator agent has to conduct this service,
and it is simply composed of two main processes; ¢) ranking-based organization
of user group, and #i) propagation of relevant information. Thereby, when a
response behavior B; (e.g., in this paper, r; € R;) by user U; is detected, this
facilitator should predict the candidate users U, who is potentially close to U;
by ranking Sy (i, ) from the VHL. As measuring the hub similarity between
two users by the given response patterns, we can infer their relationship and
make a decision whether they should be participated in a same article together
or not. Especially, this task should be transparently done, which means it has
to be performed without user’s intervention and realization.

Along with the established VHL, the relevant pieces of information should
be pushed actively. Information pushing service proposed in this paper is re-
mote and synchronous because this is based on web-based blogging system and
information is promptly propagated according to the participant’s interests ex-
tracted from his own behaviors. Figure 2 shows the whole system architecture.

Blogger BlogGrid Server
Set of Links Facilitator
BloggerGrid Communication Query
Set of Browser Module Generator
Categories
VHL
| Blogger Constructor
| Blogger Data Repository
| Blogger r' List of Log of Blogger
Bloggers Actions

Fig. 2. System architecture of BlogGrid

It consists of two main parts, which are a facilitator located between the users
and the client-side blogspace browser that communicates with the facilitator.
We embed autonomous and proactive agent module into this system. Every
communication between agents is conducted, regardless of user’s interventions.
Also, while browsing blogspaces to search information, users can be “implicitly”
recommended from the facilitator in the following two ways:
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— By querying specific information for the facilitator. After the information
about a particular topic is requested, the facilitator can determine who has
the maximum weight value of that topic by scanning his yellow pages.

— By broadcasting new information of like-minded bloggers from the facilitator.
Every time a user responds a new comment, this fact, after normalization,
is sent to the facilitator. Users thereby can obtain information related to the
common concepts in their own preferences from neighbors.

Each blogger needs personal agent module. This agent initializes and man-
ages the preference of the corresponding blogger based on blogspace repository.
Through personal agents’ reporting responding activities of bloggers, the facili-
tator agent can automatically generate queries and recommendations.

4 Experimental Results

For evaluating the performance of adaptive socialization on BlogGrid, we ran-
domly divided the students into two groups, named Alpha (75 students) and Beta
(75 students). Only students in a group Beta could use BlogGrid browser. The
students within the same group were able to make linkages with their acquain-
tances for constructing social networks, access to the other blogspaces, and share
information with each other for ten weeks (from 14 February, 2005 to 23 April,
2005). We monitored all bloggers’ activities in these two groups with respect to
the following issues;

— Information propagation and convergence patterns on social network
— Network traffic on blogspaces

First experiment is to recognize the particular patterns for information prop-
agation on social network. We measured the duration of each article from the
moment firstly posted on social network to the finally posted in any blogs. In fig-
ure 3, we are told that information propagation on the Beta group is much more
dynamic rather than the Alpha. The Alpha needed approximately 54 days to be
settled. In contrast, it took only 34 days for any articles to be propagated and
converged. As a result, BlogGrid made about 37% of time cost saved through
efficient recommendation. Next test is measuring the network traffic of bloggers
(Alpha and Beta) during ten weeks. It proves the performance of BlogGrid’s
information pushing service. To do so, we counted the total number of HTTP
requests related to URL’s of our testing bed. As shown in Fig. 4, after 21 days,
the network traffic of Beta group was kept to be lower than that of Alpha. Spe-
cially, after 34 days, we have seen that the number of HTTP requests in Beta
was only 61% of Alpha’s.

Another evaluation is the degree of user satisfaction about BlogGrid’s rec-
ommendation in group Beta. It is a measurement for how accurately BlogGrid
recommended information to each blogger. We measured the ratio of the num-
ber of posts by BlogGrid’s recommendation to the total number of posts. With
human evaluation by interviewing with bloggers, we verified that
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Fig. 3. Experimental results of the durations of each article posted on blogspace
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Fig. 4. Experimental results of the length of traversal paths of bloggers

47 bloggers, who is 62.67% of total bloggers in Beta, were fully satisfied,
— 16 bloggers, who is 21.3%, were partially satisfied,

8 blogger, who is 10.67%, was partially unsatisfied, and

4 blogger, who is 5.33%, were fully unsatisfied
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with BlogGrid’s recommendations. About 84% of bloggers rated BlogGrid as a
useful system to them. This means that they were been effectively helped and
guided by BlogGrid. On the other hand, only 16% of bloggers complained some
inconveniences such as

— receiving irrelevant information and
— installing stand-alone application.

Particularly, we found out that most users who judged BlogGrid to be negative
have shown very diverse preferences. Also, relatively many users had an opinion
about software installation.

5 Discussion and Related Work

We have claimed that social grid computing environment can be organized for
efficient information dissemination on personal information space, and it can be
adaptive over time.

So far, several RDF languages have been developed to build social networks.
Such languages are FOAF (Friend Of A Friend)? and SIOC (Semantically-
Interlinked Omnline Communities) [9]. While these are based on user’s explicit
assertions, our proposed system is based on implicit relations. From this differ-
ence, our system can detect the relationships between potentially similar users.
In other words, network isolation problem can be dealt with.

In order to maximize the spread of influence on a certain social network, game-
theoretical approach has been proposed. Similar to [10], we have been attempting
on discovering the more influential person (or node) from social network. More
particularly, on our system, the influential weight, meaning the power on social
network, can be incrementally updated over time.

In addition, we have to discuss the scalability of this system. We have tested
three different number of members (25, 50, and 75). The time duration was
measured as shown in Table 1. As the number of participants increases, delivering
a certain information shows better performance. It proves that BlogGrid was
well-organized user communities, even the number of people was larger.

Table 1. Scalability testing

Number of users 25 50 75
Average duration (days)  62.3 56.2 54.3
Ratio - 90.21% 87.16%

Finally, we want to mention privacy issues while propagating information on
distributed environment. A variety of work has been introduced to measure the
reputation (or trust) weight on users [11]. In our case, we also adopt this kind
approach on each hub node on social network.

3 http://www.foaf-project.org/
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6 Concluding Remarks and Future Work

Asmany information systems have been concerning about the paradigm of personal
information space, efficient information delivering function is desperately neces-
sary to them. We were motivated to enhance this primitive blogspace with coop-
erative computing methodologies. This paper proposes BlogGrid system to help
bloggers and optimize efficiency of information diffusion, by analyzing and recog-
nizing user activity and interests on social space. Most importantly, we propose
an adaptive socialization method by adjusting “Hub” weighting. Therefore, blog-
gers were able to get information pushing service with BlogGrid’s recommendation,
which consists of mainly two steps; 7) organization of virtual communities and %)
information pushing by facilitator. This system can conduct users overcoming the
local minima by putting the effect of simulated annealing into the social network.

We developed BlogGrid system by using Blojsom? libraries and Borland Del-
phi software®. BlogGrid browser’s graphic user interface can visualize the com-
munications and relationships between bloggers. More importantly, the facilita-
tor of BlogGrid is capable of

1. investigating the factors which influence relationships,
2. drawing out implications of the relational data, and
3. making recommendations to improve communications between people.

Through two main experimentations and one human evaluation, we have shown
that a relatively large part of bloggers were satisfied with this service.

For short discussion and future work, we have used quite a poor size of testing
bed for experimentation, so we will invite more bloggers and exploit virtual
user models. Also, we are considering the topological features of social networks
mentioned in [7], for recognizing more accurate relationships between bloggers.
Moreover, we are considering to applying natural language processing methods
to free-text articles posted on blogspaces. Similar to [12] and [13], we also plan
to apply semantic information like ontologies. We are expecting it will be very
powerful to interoperate between heterogeneous blogspaces. Moreover, we have
to select the most appropriate domain to which BlogGrid should be applied.
Various personalized or e-bussiness applications such as e-learning domain are
possibly potential. Practically, BlogGrid framework will be embodied with RDF
site summary (RSS)® service for the usability of users.
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Abstract. With the advent of information technology, library services
are facing tremendous changes in the form of digitalization. In addition
to the digitalization of library resources, personalized systems and rec-
ommendation systems are two of highly desirable services among library
patrons. This study proposes a novel recommendation system based on
analysis of loan records. In our system, we use the traditional cataloging
scheme, such as the Library of Congress Classification (LCC), as the ref-
erence ontology and build personal ontology by mining interested sub-
jects and relationships among subjects from patron’s borrowing records.
The proposed scheme can meet diversified demands of individual patron
and provide patrons with a user-friendly interface to help them access
needed information.

Keywords: personalized service, personal ontology, information filter-
ing, recommendation system.

1 Introduction

As the libraries are evolving toward digital libraries, several university libraries
have built customizable, user-centric tools for providing personalized services
to patrons[1,2,3,4,5,6]. These systems usually take the user profiling approach
by allowing a user to select his interested subjects[4] or to input interested
keywords[1]. The problem of this approach is that the interests of users vary
over time. Users thus should update the profiles constantly in order to make
sure that they obtain the recommendation they need. However, in practice few
users regularly do this.

Because the books which a user borrowed always represent user’s interests,
this study develops a novel recommendation system based on the personal ontol-
ogy built from mining personal loan records. Even changes in user’s interests will
be clearly shown in his loan records. This system thus does not need user to set
his own interests. User interests are mined automatically from loan records. To
increase the accuracy of mining user interests, the proposed method uses the li-
brary ontology information, and the interested topics of the user are reorganized
as the personal ontology. The keywords and books in each topic are measured
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using a favorite score, and those of which receive high scores are recommended to
the user. This study only presents the system model and ignores the implemen-
tation details owing to limitations of space. Implementation issues are discussed
in Harn[7,8] which described a prototype system using Chinese book data and
loan records from the library at National Chung Hsing University in Taiwan.
The rest of this paper is organized as follows. Section 2 summarizes the system
architecture and data structures used. Section 3 then presents the algorithm for
mining the personal ontology. Section 4 presents the method for mining the
favorite keywords in a category. Subsequently, Section 5 describes the method
used to list the recommended books. Section 6 then discusses the related work.
Finally, conclusions and future research directions are presented in Section 7.

2  System Architecture and Data Structures

The recommendation system is designed as a web based application. Once a
user logs in from the home page of the library, the system then analyzes the
personal data in the database and mines the recommended user information.
The system first identifies favorite topics of the user and then searches for the
interested keywords related to the favorite topics of the user. These favorite
topics of individual user are assembled into a personal ontology. Additionally,
the books related to the interested keywords for favorite topics are recommended
to the user. The books are also measured using preference scores. Once the user
clicks a topic in the personal ontology, the books related to the topic and which
have high preference scores are recommended to the user. The architecture of
the proposed system is shown in Fig. 1:

The data sources for mining include book information, user loan records and
hierarchy information from the library catalogue. The book information includes
book id, authors, book category, book title, publisher, year of publication, and so
on. These book publication data are then transformed into two tables: Keyword
table and Distinctness table.

The Keyword table contains three attributes: Category, ISBN, and Keyword.
The Keyword attribute represents the keywords of the books which may be
specified by the librarian or may be extracted from the book title. For example,
as shown in the left hand side table of Fig. 2, the book ”Applied statistics
and the SAS programming language” with ISBN of 0444011927 is in category
519.5 and has the keywords: statistics, SAS, programming, language and
programming language. Another book ”Introduction to Java Programming” of
ISBN 0131430491 belongs to the same category and contains the keywords java
and programming.

If the keywords of a book are not given, then they can be extracted from
the book title. In our previous research[7,8], the Chinese Word Segmentation
System (CKIP)[9] developed by Academia Sinica in Taiwan was used to extract
keywords. The keyword extraction technique is another important research issue,
but it is not discussed further in this paper.
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Fig. 1. System Architecture
Category  ISBN Keyword Category Keyword Distinctness
519.5 0444011927 statistics 519.5 program 0.9
519.5 0444011927 SAS 519.5 statistics 0.6
519.5 0444011927 programming 519.5 SAS 0.8
519.5 0444011927 language 519.5 language 0.7
519.5 0444011927 programming language 519.6 program 0.6
519.5 0131430491 java

519.5 0131430491 programming
Fig. 2. Example of Keyword Table and Distinctness Table

The Distinctness table contains three attributes: Category, Keyword and Dis-
tinctness. The Distinctness attribute stores the degree of distinctness of the key-
word within the category. The meaning of a keyword differs between subjects,
and keywords should be assigned different weights to show their distinctness in
each category. Thus one keyword has a unique distinctness value in a category,
and the distinctness values of the same keyword always differ between categories.
For example, the word ”program” may be an important keyword with distinct-
ness value of 0.9 in category 519.5. Moreover the keyword ”program” may be a
less important keyword with distinctness value of 0.6 in 519.6 category, and it
might not be a keyword at all in other categories. An example of the Distinctness
table is shown in the right hand side table of Fig. 2.

The loan records contain the user ID, cataloging category, book title, ISBN,
loan date, etc. These records are aggregated into two tables: the Loan Frequency
table and Loan Keyword Frequency table. The Loan Frequency table contains
four attributes: UserlD, Category, Season, and Count. The Season attribute
represents the season of a year during which a user has transactions with the
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library, and it is used to weigh up the importance of transactions during the
favorite value calculation for a category. The more recent the value of season is,
the more important the transaction becomes. The Count attribute represents
the number of books borrowed by a user during a season. An example of Loan
Frequency Table is shown in the left hand side table of Fig. 3. The first record
of the table means that the user with userld of s94001 borrowed 6 books in
category 519.5 during the fourth season of the year 2005.

UserID Category Season Count User Category Keyword Count
s94001 519.5 2005-4 6 s94001 519.5 programming 2
94001 519.5 2006-1 10 94001 519.5 language 1
s94001 519.5 2006-2 10 $94001 519.5 programming language 1
s94001 519.6 2005-3 10 $94001 519.5 statistics 1
94001 519.6 2005-4 2 94001 519.5 SAS 1
s94001 519.6 2006-1 2 $94001 519.5 java 1

Fig. 3. Example of Loan Frequency Table and Loan Keyword Frequency Table

The Loan Keyword Frequency table records the keyword frequency among
the books borrowed by a user in a category. It contains four attributes: UserID,
Category, Keyword, and Count. The Count attribute represents the number of
appearances of the keyword in the books borrowed by a user in a category. The
keywords of books are stored in the Keyword table. Once a book is borrowed, the
proposed system queries the Keyword table about the keywords of that book, and
adds one to the corresponding Count attributes to the Loan Keyword Frequency
table. For example, assume that the user with Userld s94001 loaned two books
with ISBN of 0444011927 and 0131430491, respectively. Then according to Fig.
2., it will generate a Loan Keyword Frequency table as shown in the right hand
side table of Fig. 3.

3  Personal Ontology Model

In this section, we will derive formulas for creating personal ontology model based
on the reference ontology such as Library of Congress Classification (LCC)[10]
or Classification for Chinese Libraries (CCL)[11]. Assume that there are n cat-
egories in the reference ontology and that the maximum number of seasons in
the loan record database is m. We then map the values in the Season attribute
of Loan Frequency table to the set of {1,2,..., m} with 1 as the current season,
2 as the season before the current one, and so on. As we mentioned before,
the smaller the value of season is, the more important the transaction becomes.
Therefore, we define the impact factor of a record in the Loan Frequency table
as a decreasing function of season.

Let F;, 1 <1i < n, denote the favorite value of category i. The count of loaned
books of category ¢ during season j, 1 < j < m, is denoted as a;;. Then the favorite
value of category i for a particular user can be formulated as Equation (1).
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m
Fi:Z(aij*(;)(j_l)), for1<i<nand 1<j<m (1)
j=1

After the calculation of favorite value of each category using Equation (1), the
categories with favorite values exceeding a specified threshold can be considered
as the favorite categories of a user. However, this method is naive and does not
consider relationships between categories. For example, assume that the favorite
value of a category is slightly below the threshold, and thus the category is
judged not to be the favorite. However the descendant categories of this category
may all have very high favorite values. In the ontology hierarchy, the domain
of the ancestor category includes the domains of descendant categories. It is
unreasonable to only be interested in these descendant categories but not in the
ancestor category. Therefore, classifying this ancestor category as the favorite
category may be more satisfactory.

Ontology is the systematic explanation for the entities that exists in the world.
Moreover, domain ontology is the systematic explanation focused on a specific
domain. Domain ontology resembles the special knowledge of experts, which in-
cludes knowledge terms and their interrelationships. This knowledge is helpful
for exactly locating topics of interest to users. Library cataloging, such as the Li-
brary of Congress Classification (LCC)[10] or Classification for Chinese Libraries
(CCL)[11], are typical domain ontologies. All books are classified in an orderly
manner within the tree structure ontology, and this structure is a good guide
for producing more precise estimates of user interests. The proposed recommen-
dation algorithm calculates the favorite value of a category by considering the
factors of descendant, ancestor, and sibling categories. Therefore, the Equation
(1) is modified as Equation (2) with LCC or CCL as reference ontology.

F =F,«(1+0,), for 1<i<n (2)

K2

Sty Child(i, k) Yokt Sibling (i, k)
Ci Si

The O; denotes the impact factor inferred from the reference ontology. More-
over, O; contains three component: child, parent, and sibling, and 31, (2, B3 are
used to weight the impact level of these three components. The C; denotes the
number of children of category ¢, and S; is the number of sibling of category 1.
The function Child(i, k) returns the Eqn. (1) favorite value of the & th child of
category 7, and the function Sibling(i, k) returns the Eqn (1) favorite value of
the k th sibling of category i. Every category has only one parent except the root.
Thus the function Parent(i) returns the Eqn. (1) favorite value of the parent of
category 1.

The left hand side of Fig. 4 shows a partial sample of reference ontology.
At each node, the number on the top represents the classification number of a
category in the reference ontology , while the value in the parentheses is the
favorite value according to equation (2). The categories with Fi/ value exceeding

0; =5 + B2 Parent(i) + O3 (3)
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a specific threshold will be the favorite categories of a particular user. As a result,
we reorganize these favorite categories into the personal ontology for the user.

First the categories whose favorite values are below the threshold are filtered
out. The remaining categories are then reorganized into the personal ontology
of the user in question. The display of personal ontology can be set according to
the favorite values. For example, the category with higher favorite value is shown
as a large circle and thick link, while the category with lower favorite value is
shown as a small circle and thin link. The example is drawn on the right hand
side of Fig. 4. The structure of the personal ontology is more friendly than that
of the original complete ontology structure and can provide a more useful guide
to users seeking information.

Rootof,
| Interest
Tree

177.8

Personal ontology

. (12 IRy o Aamsy oL TR 17781 | 1722 i
'[6.[]) :7.:}' (?.31) H.]r) N '“'
/

i Reference ontology ! |

Fig. 4. Transformation from Reference Ontology to Personal Ontology

4 Interested Keywords in the Category

After identifying the favorite categories, the next job is to find the interested
keywords in each category. One intuitive way is to count the number of times
the keywords appear in the borrowed books of each user. The frequency provides
a rough indicator of user interest in this keyword. The higher the frequency, the
greater the interest of users in this keyword. In this rough measure, all keywords
have the same weight. However, this approach is unreasonable, and we think that
each keyword should have a different weighting determined by the distinctness
level described in Section 2.

Assume there are p users and g keywords in a specific category. Let I;;, 1 <
it < pand 1l < j < g, denote the level of interest of user ¢ in keyword j. The
frequency with which keyword j appears in the loan books of user ¢ is denoted
as bfi;, and the distinctness level of this keyword is denoted as d;. I;; can then
be formulated as follows:

Iij =bfixdj, for 1<i<pand 1<j<q. (4)
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The distinctness level of a keyword is decided based on the appearance fre-
quency of the keyword in both its category and that of its sibling. If the word
frequently appears in one category and rarely appears in other categories, then
this word is unique and has high distinctness level in the category in question.
Meanwhile, even if the word frequently appears in a given category but also
appears equally frequently in other categories, then the word is not sufficiently
unique and has low distinctness level in this category . Based on the above
discussion, d; can be formulated as follows:

d; =kfj* log(”]fyj *wj), for 1 <j<gq. (5)

Keyword frequency, kf;, represents the number of books which contain key-
word j in this category. Moreover, category frequency, cf;, represents the num-
ber of sibling categories containing books with keyword j. N represents the total
number of sibling categories of the category under consideration, and w; repre-
sents the number of words in keyword j. Multiple-word terms are assigned heav-
ier weights than single-word terms because multiple-word terms usually convey
more precise semantic meanings than single word terms.

5 Recommended Book List

In our system, we provide three modes to the user for listing the recommended
books. The first is recommendation by the keywords, and the second is rec-
ommendation by book preference value of a specific category, and the third is
recommendation by book preference value of a subtree below a specific category.

In the first mode, the interested keywords in a category on the user’s personal
ontology are sorted in the order of the interested values, and users can then click
on individual keyword. The system displays recommended books related to the
clicked keyword.

In the second mode, a user can request recommended books from a category
without considering the descendants of that category. Book preference value is
calculated based on interested values of keywords. Each book can have multiple
keywords, and the highest value among all of the interested keyword values
serves as the preference value of that book. Then the books with preference
value greater than a specific threshold will be recommended.

In the third mode, a user can request recommended books from a category
with its descendants under consideration. Assume there are r categories in the
subtree below the requested category, and bn; denotes the number of books in
category 7, 1 <1i < r. Let P;;,1 < j < bn; be the preference value of book j in
category ¢ based on the second mode. Then the preference value P/. of book j
in category ¢ for the third mode is defined as follows:

P, =Py« F], for 1 <i<rand1<j<bn,. (6)
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Assume the threshold value of preference score is set to ¢, then those books
with P’ value exceeding t are recommended.

6 Related Work

The rapid growth in information on digital libraries and the ubiquity of the
WWW have led to the concept of personal libraries[12,13]. MyLibrary@
NCState[4] is one of the most well-known systems of the early personal li-
brary system, and some universities have used it to develop their own per-
sonal systems[14]. Recently, other follow-up personalization systems have been
developed|[1,2,3,5,6,15,16]. Most systems provide the static recommendation
function. Section 1 described the weaknesses of this method.

Moreover, data mining techniques were used to create an advanced recommen-
dation system based on analysis of loan records. These techniques are generally
used in online book stores. Two of the most widely used mining techniques are
collaborative filtering and association rule mining[1,5,17]. These two approaches
assume that the tastes of a given user are the same as those of other system users.
Once systems find the frequent loan patterns, they make recommendations to
users based on these patterns. These approaches have been successfully applied
to many retail businesses[18], but is not suitable for library. In retail business
the amount of a specific selling object is always large enough to support user
demands. However in library the amount of a specific book is limited to a few.
Hence the confidence of the mined rules by collaborative approach is always very
low which makes those rules uninteresting. Besides, most books are utilized by
very few patrons, but the nature of collaborative approaches is to find the pop-
ular rules. This conflict results in this approach failing to find different rules for
different individuals.

Another approach is the content-based recommendation [7,8,19] or hybrid
system[20]. This approach allows the system to uniquely characterize individual
patron without matching their interests to those of others. Books are recom-
mended based on unique user information rather than on the preferences of
other users. The proposed algorithm belongs to this approach, and enhances the
recommendation accuracy using the knowledge in ontology[21].

7 Conclusions and Future Work

This study brings up the personal ontology model for a library recommendation
system. The design of proposed algorithms and underlying storage structures
are described in detail. The whole system is now under development for the
library of National Chung Hsing University in Taiwan. The system can provide
better personalized service by creating personal ontology based on the reference
ontology such as LCC or CLL and mining on patron’s loan records. In the future,
the semantic index technique[22,23] can be applied to reduce restrictions on exact
keyword matching.
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Abstract. Personalized Recommendation System is a necessary part of
Personalized Information Service System. In this paper, a personalized
recommendation system is implemented and tested with actual website access
data. According to the test result analysis, we present some new methods to
improve the recommendation effectiveness.

Keywords: Personalized recommendation, Algorithm evaluation.

1 Introduction

Personalized Recommendation System is a necessary part of Personalized
Information Service System. There are different types of Website information
recommendation methods: (1) Semi-automatic personalization based on interest
model, such as WebWatcher[1], AVANTI[2], which needs many user interactions; (2)
Automatic user behavior analysis, which can also be divided into two sub-types, one
is based on user browsing path analysis, the other is based on Web pages relative
analysis; typical example of the former type is Footprints[3], YANG’s Web user’s
view[4], and the representative of the latter is PageGather[5]; (3) Collaborative
filtering, such as Ringo[6], GroupLens[7], which also needs many user interactions;
(4) Optimizing with the structure of Website, such as STRUDEL[8], which needs to
reconstruct the structure of the Website, and is difficult to migrate; (5) Client-side
personalization, typical system is Letizia[9], PINS[10] etc, this type of personalization
can be combined with server-side personalized system. Among those methods, after
comparing their autoimmunization, technical feasibilities and result quantities, we
find that type (2) is a more competitive method. In our system, we choose
PageGather[5] as a base algorithm to use cluster mining to find collections of related
pages at a web site, and test our recommendation algorithm with actual website access

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 183-191, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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data. In this paper, we’ll introduce the recommendation algorithm of our system and
give the result analysis to improve the recommendation effectiveness.

2 Recommendation System

2.1 Personalized Information Service System

Figure 1 describes the main structure of our personalized information service system.

Updating Data
Il

Dynamic Clustering

—
<

Data Preparation >

Static Clustering II

Personalized Recommendation System ‘

Web Recommendation
- Server Engine
Online

User

Fig. 1. Personalized Information Service System

Data Preparation: This module processes the original website data and produces
certain format data for later clustering.

Static Clustering: Analyzing the processed history data and clustering the
formatted data into collections of relative pages, which are the basis for personalized
recommendation. In theory, this process only needs to execute once.

Dynamic Clustering: As the pages of a website increases, the clustering result
should be updated dynamically, adding relative new pages into result clusters and
removing outdated pages out of clusters. In practical, this process can be executed
periodically.

Recommendation Engine: This module analyzes online users’ behaviors and
matches them with clustering result, then recommends relative pages to users.

2.2 Clustering Algorithm

From Section 2.1, we know that clustering and recommendation engine are two main
modules of a personalized information service system. In our system, we present two
improved PageGather algorithm, we call PG+ and PG++ to fulfill user behavior
analysis and clustering.

M. Perkowitz and O. Etzioni [5] presented original PageGather algorithm, which
analyzes the website’s access log, finds the visitors access pattern, and automatically
synthesizes web pages. The main idea of PageGather is that it is not necessary to
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analyze the content of pages, but it gains the similarity of pages from visitors’ access
pattern (website log). The pages in a cluster are highly possible to be visited again by
users within a session. Subsequently, when a user browses a web page in a cluster, we
can recommend the other pages in the same cluster, which will make the users’ visit
more conveniently.

The original PageGather algorithm is static, which needs too much data input and
too much computing time. In our system, incremental learning and distributed
computation mechanisms are introduced into PageGather, as we call the two
improved algorithms PG+ and PG++. The two algorithms significantly reduced the
size of data input and the time complexity of PageGather, so that they are applicable
in large web sites. Those two improved algorithms are discussed detailed in WANG
Qixin’s paper[11], we’ll mainly discuss the recommendation algorithm in this paper.

2.3 Recommendation Engine Implementation and Test

2.3.1 Factors of Recommendation
There are several factors to consider when we calculate the recommendation pages.

(1) The match evaluation score of online users’ behavior comparing with the
clustering result produced in Section 2.2, we’ll give a formula of it later.

(2) The size of a user’s visit pages window for matching with result clusters. For a
whole user’s visit, he may want to browse different types of pages; we use a ‘session
window’ to describe those phrases for matching. For example, if the size of a session
window is 3, when a user visited URL1, URL2, URL3 continuously, current session
window is represented as <URLI1, URL2, URL3>; afterwards, he visited URL4, then
the session window is represented as <URL2, URL3, URL4>, only pages in current
session window affect the matching score.

(3) Whether the candidate pages have been visited in a session. If a page have been
visited in a session, it’s no need to recommend it once more.

(4) The distance of an online user’s visiting position with candidate pages’ linking
position. In order to calculate the distance factor, we define following definitions:

G(V, E): represent a website’s topology, V is a point set which represent all URL,
E is a relation set of all URL.

d(u, s, G): represent the minimal distance of u with all points in s, u is a candidate
page, s is a point set of a session window.

The distance factor is defined as:
UE s

0
ldf (u,s) = (H
log(d(u,s,G))+1 ue¢s

2.3.2 Recommendation Algorithm
The result clusters can be represented as:

C=<c,,c2,...,cm> )
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For every ¢, €C, we can use a vector to describe it:

- . : c |0 urleC
c=<u1‘,u§,...,u,‘l> U= 3)
"\l wurleC
For a user’s active session, we also use a vector to describe it:
-
S =<s],s2,...,sn>
0 url, & current slipping window 4)

ST url, € current slipping window

‘n’ is the number of all visiting pages.

For a user’s active session ‘s’, we can define the matching score of ‘s’ with a

cluster ‘c’:
C
DU S
k

\/g‘\/zk:(uz)z N

According to the matching score, we can calculate the recommendation score of
each URL page ‘u” with a session ‘s’:

match(s,c) =

0 Uéc

R »S)=
ecins) Jmatch(s,c)- weight(c,u) -1df (u,s) ue c

(6)

weight(c, u) represents the tightness of page ‘u” with cluster ‘c’, for example, we can
use the average similarity score of page ‘u’ with other pages in cluster ‘c’ as weight(c, u).
Then we can get a recommendation pages set as:
. ¢ (

recommendation(s) = { u |c e C,Rec(s,u; )= p | )

1

‘p’ is the threshold for recommendation score.
2.3.3 Recommendation Evaluation

For a given cluster ‘c’ and a fixed session window size ‘n’, we define a simulation
session window:

S =< Uy, Uy ey, >U; € CE C (®)
With former recommendation algorithm, we get a recommendation pages set:
recommendation(s) ={u,,u,,....u,,} )

Then we get a evaluation score for cluster ‘c’:

‘{u|u € recommendatin(s),u c}‘

Per(c,n)= (10)

4
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Select Icl - n + 1 times ‘s’ randomly, and calculate the average, then we get the
recommendation accuracy of some cluster ‘c’ in condition of fixed session window
size ‘n’:

Per(c,n) (11)

For each c € C, calculate it’s recommendation accuracy, then we get the
recommendation accuracy of result clusters’ set ‘C’ in condition of fixed session
window size ‘n’:

Per(c,n) Z |recommendation(s)|
€] 3
The recommendation accuracy factor can be used to test the recommendation

algorithm’s stability, if the factor can keep a rather stable result under different clustering
algorithm, we can conclude that the recommendation algorithm has a better stability.

Acc(C,n) = Z

ceC

12)

seS

2.3.4 Recommendation Test
We use the clustering result of our system as the recommendation test data, and do
two experiments.

2.3.4.1 Recommendation Accuracy Under Different Matching Threshold

Table 1. The result of recommendation accuracy with session window size=3

Recommendation | Accuracy Mean size of Average
Threshold Recommendation_set | accuracy
0.1 0.590 11.289 0.0522
0.2 0.610 11.341 0.0537
0.3 1.0 1.681 0.594
0.4 1.0 1.681 0.594
0.5 1.0 1.681 0.594
0.6 1.0 1.373 0.728
0.7 1.0 1.303 0.767
0.8 1.0 0.626 1.595
0.9 1.0 0.0 Infinity
1.6 »
1.4 /
1.2 /
g 10 /
3 o8 /
< o6 —_—
ﬁ’ 04 /[
' /
g o2
< 0 0—/ ! 1 1 |
0 0.2 0.4 0.6 0.8 1
recommendation_threshold

Fig. 2. Result of recommendation accuracy (window size = 3)
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Fig. 3. Recommendation accuracy under three different clustering algorithm (window size =3)

2.3.4.2  Test with Actual Website Access Data. In this experiment, we use a real
large-scale commercial synthetically website in China. We analyzed 13,242 news web
pages of the website and trained more than 468,692 logs (that is 468,692 hits) for two
days, then use the 3rd day’s access data to simulate recommendation and evaluate the
result.

In order to describe the result, we make some definitions as following:

(1) correct_recommendation_times, if the recommendation pages set include pages
which are going to be visited in reality, then add one to this score.

(2) recommendation_times, represent the total number of recommendation for
users.

(3) no_recommendation_times, represent the number of null recommendation.

“4) recommendation_accuracy = correct_recommendation_times /|
recommendation_times.

(5) page_accuracy = page number of successful recommendation / total number of
recommendation pages.

(6) recommendation_percent = recommendation_times | (recommendation_times
+ no_recommendation_times) .

The result of this experiment is described as Table 2.

Table 2. Actual Access Data Experiment Result

RC RC Correct No Page RC RC
Threshold | Times RC RC Accuracy | Accuracy | Percent
0.1 103771 103771 291652 0.49 1.0 0.26
0.2 103194 103194 292229 0.49 1.0 0.26
0.3 34513 34513 360910 0.59 1.0 0.09
0.4 27105 27105 368318 0.65 1.0 0.07
0.5 20316 20316 375107 0.69 1.0 0.05
0.6 3568 3568 391855 0.75 1.0 0.01
0.7 3561 3561 391862 0.75 1.0 0.01
0.8 1859 1859 393564 0.81 1.0 0.01
0.9 0 0 395423 NaN NaN
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The graph representation is Figure 4.
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Fig. 4. Actual Access Data Experiment Result

3 Analysis of Recommendation Algorithm

From the experiment result in Section 2.3.4.2, we can find that the result has some
regulations:

(1) The recommendation_percent decreases quickly as the recommendation
threshold increases;

(2) As the threshold increases, the page_accuracy increases stably;

(3) No matter what the threshold is, the recommendation_accuracy is always 1.

These results indicate that our recommendation algorithm and evaluation method
have some limitations:

(1) The area of candidate recommendation pages is too small. In current algorithm,
those candidate pages can only be got from the clustering result, which are often in a
small number and can not fulfill the real requirement.

(2) The session window only reflects the latest visiting status, can not represent a
whole visit’s all-sided aims. Besides, this choice of recommendation seeds often
select pages in a same website directory, this is not the ideal purpose of
recommendation; ideally, we want to get cross-directory recommendation.

(3) Recommendation accuracy is not suitable to evaluate the recommendation
results; high accuracy with low recommendation rate is of little use in reality.

4 Some Improvements of Recommendation Algorithm

According to the result analysis, we can try some improvements on those limitations.
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4.1 Enlarging the Recommendation Pages Set

Besides those candidate pages produced with current method, we can use some other
information to get more relative pages, such as using manual classified information.
We can describe the model as following definition:

The relative pages set of page ‘i’ is:

Similar(u) = {All Pages Near tou} (13)
The recommendation pages set are:

recommendation™ (s) = {u|u € Similar(p),pe recommendation(s)} (14)

4.2 Updating the Selection of Recommendation Seeds
Current method of recommendation seeds selection is as following:
Reconmmendation
/ seeds \

Ul w | U 1D U 1D U

Session

N
Session Window
(size=3)

Fig. 5. Current Method of Selecting Recommendation Seeds

In order to get a better representation of the whole visit session, we present a new
method of selecting the Recommendation Seeds, which is described as Figure 6.

Recommendation Reconmendation
Session / \
Ul w2 U3 L0 S U @1 U m1) | U
~ — -
Session Window
(Size =3)

Fig. 6. New method of Selecting Recommendation Seeds

The new method can be described in 3 steps:

— Stepl: Give a window size ‘m’, take the latest browsing page as the starting point,
go backwards and divide the whole visit session into segments with size ‘m’,
continue the process until the left pages are less than ‘m’;
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— Step2: Pages in the latest window add to the recommendation seeds set;
— Step3: Select one page from each window and add them into the recommendation

seeds set.

5 Conclusions and Future Work

In this paper, we have implemented a website personalized recommendation engine,
and test the recommendation result with some experiments. According to result
analysis, we find some limitations of current recommendation algorithm and present
some improvements. In the future, we need to do more experiments to test the
improvements.
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Abstract. To date, the adoption of content-based Distributed Informa-
tion Retrieval (DIR) solutions within the domain of Digital Libraries
(DL) remains rather limited. We contend that the lack of open applica-
tion frameworks is a major obstacle. Not only to the rapid development
and reuse of state-of-the art DIR functionality, but also to the holistic
evaluation of competing DIR approaches. In this paper, we present the
design and implementation of one such framework; as well as its use
within the context of the DILIGENT infrastructure: a testbed of dedi-
cated hardware, middleware and application services built explicitly for
the DL domain upon the lower-level facilities of the first European GRID
platform (EGEE). We conclude with a summary of future plans for its
large scale deployment, testing and evaluation within this context.

1 Introduction

For over ten years, research in Distributed Information Retrieval (DIR) has
sought efficient and effective ways of retrieving intellectual content which is dis-
tributed across internetworked but operationally autonomous sources (content-
based' or document retrieval) [3,5]. The description of sources, their selection for
query distribution, and the fusion of the result sets they produce have been iden-
tified as the key activities of a search broker which mediates between user queries
and distributed content within a standard client/server architecture (cf. Fig.1).

To date, however, there is little evidence of the uptake of DIR solutions in the
practice of Digital Library (DL) services. While content-based retrieval engines
are commonplace in centralized DLs, search brokers are rarely part of the widely
distributed architectures which characterize modern DL developments worldwide
(e.g. [9,1,15,8] ). State-of-the-art DIR prototypes have been recently announced
(cf. the FedStats portal [2]), but real-world applications seem to be confined to

! With the term ‘content-based’, we characterize retrieval processes defined over in-
dices of essentially unstructured content. Content-based retrieval lies at one end of a
spectrum which is otherwise bound by structure-based retrieval (also known as data
retrieval), where indices are extracted instead from rigidly structured data. Full-text
retrieval and retrieval of relational data are by far the most common examples of
content-based and structured retrieval, respectively.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 192-201, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Data flow in basic client/server retrieval. A search broker B interfaces clients
C' and dispatches their queries ) to content sources S1, Ss,, Sn, each of which executes
it against an index F'T; of some collection C; before returning results R; back to B
which merges them and relays them to C.

Web metasearchers (cf. [11]) and appear to make little use of the rich array of
techniques reported in the literature.

This state of affairs is in stark contrast with the penetration of structure-
based distributed retrieval within the DL domain. In particular the role that the
harvesting protocol of the OAI Initiative is having on the shaping of large-scale
DL efforts, and the long-standing tradition of Z39.50-based DL federations [16].
Many reasons may account for this imbalance, including the inherent complex-
ity /cost of DIR solutions and the latencies/failures associated with real-time
usage of wide-area networks. We believe, however, that a major obstacle to
the adoption of DIR solutions is the lack of a development and deployment in-
frastructure built around open application frameworks and standard formats,
languages, and protocols. Without the latter, the costs of interoperability fall en-
tirely onto the search broker and thus limit the scalability of its service (cf. well-
known problems of ‘source wrapping’ [2,5]). Similarly, without dedicated applica-
tion frameworks, development faces the full costs of end-to-end implementations
and cannot reuse high-quality system-level and application-level functionality
(e.g. transparent mechanisms for resultset streaming as well as state-of-the-art
fusion algorithms built upon those mechanisms). Early attempts to gather con-
sensus around protocol and formats for DIR proved unsuccessful [7], but DL
developments outside the DIR field have rallied some interest around modern
incarnations of the Z39.50 protocol (e.g.[13]) . To the best of our knowledge, true
application frameworks for DIR are instead still unavailable, and DL practition-
ers are left with the unappealing alternative of entirely home-growing solutions
or else re-purposing simulation code intended for ad-hoc research evaluations
(e.g. The distributed modules with the Lemur Toolkit?).

In this paper, we report on the design and implementation of the first open
application framework for DIR. The DILIGENT DIR framework takes its name
from the ongoing EU project which funds its development and defines its initial
operational context: namely, a fully distributed infrastructure of middleware and

2 http://www.lemurproject.org
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application-level services built explicitly for the DL, domain upon the lower-level
facilities of a GRID platform.

The rest of the paper is organized as follows. The next section provides an
overview of the DILIGENT project and its expected outcomes. Section 3 outlines
the design of the framework, identifying its main components and workflows
and how they may be customized or extended in order to support different DIR
strategies. Section 4 reports on the details and current state of implementation,
particularly the DIR strategies already developed using the framework and now
embedded in its distribution. Finally, we conclude with directions of future work
in Section 5.

2 The DILIGENT Project

The DILIGENT project[10]? is an attempt at systematically ‘lifting’ into the DL
domain, the low-level computational services of a European GRID platform (see
the EGEE project?). The expected outcome is a rich infrastructure of internet-
worked machines, middleware services, and application-level services intended
to serve as an advanced test-bed for secure, dynamic, and cost-effective collab-
oration among distributed e-Science communities. Collaboration on the testbed
relies on Virtual Digital Libraries (VDLs) which are:

1. built declaratively from community-provided datasets and available applica-
tion services, and then

2. deployed on demand by middleware services across machines, according to
availability, performance, and functional constraints. With its dynamic de-
ployment of services — and re-deployment, as constraints change over time
— DILIGENT’s goal is to bring the GRID philosophy of dynamic and coor-
dinated resource sharing to the DL domain. This is ambitious, for it raises
the state-of-the-art in GRID technologies (GRIDs themselves are currently
statically deployed), and because it may invalidate assessments of DL tech-
nologies based on their cost of adoption within standard deployment sce-
narios (technologies with high adoption costs may be “outsourced” to the
DILIGENT infrastructure, see subsection 2.1).

3. finally, the Application-Specific Layer (ASL) contains services which mediate
the interaction between VDL users and the underlying machine-to-machine
services.

2.1 Infrastructure

The DILIGENT infrastructure is framed by the Open Grid Services Architecture
Framework (OGSA)[6] and thus relies on Service Oriented Architecture (SOA)
principles and second-generation Web Service standards. Most notably those de-
fined by the Web Service Resource Framework (WSRF) [12] to regulate stateful

3 http://www.diligentproject.org
4 http://public.eu-egee.org/
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Fig. 2. The DILIGENT Architecture

service interactions. As shown in Fig. 2, the DILIGENT SOA is functionally lay-
ered. The Collective Layer (CL) groups the services which support the definition,
deployment, and secure operation of VDLs; for example, the Information Service
allows services to dynamically and anonymously discover each other regardless
of the current location in the hardware infrastructure. The Digital Library Layer
(DLL) aggregates services which implement VDL functionality, including those
that provide persistence, metadata management, process orchestration, index-
ing, feature extraction, personalization, and search; extending the facilities of the
underlying GRID platform. For example, Content Management services provide
a transparent interface to distributed and replicated storage.

Our framework supports the definition of DIR services in the DLL of the
DILIGENT architecture through interaction with Search and Indexing services
to support content-based query execution. However, our framework also sup-
ports the definition of DIR services outwith the DILIGENT architecture, thus
providing an open application framework for DIR.

3 Framework

The DILIGENT architecture defines the primary application domain for the DIR
framework, or its reference embedding. The framework, however, is independent
from particular embeddings and can be used even in the lack of an infrastructure.
Its main components may be fully distributed across the network and interfaced
as the Web Services of a service-oriented infrastructure; or else they may inter-
act within a single process space as the internal modules of an ad-hoc search
broker. Similarly, its workflows may be customized to accommodate or else en-
tirely bypass interaction with external middleware services, including discovery,
persistence, metadata, external indexing, and external search services.
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The three main components reflect the primary of activities of a search broker:

— The Content Source Selection (CSS) component optimizes the distribution
of queries by selecting target sources according to the degree to which they
satisfy one or more “goodness” criteria, such as the likelihood that their
content will be relevant to a given query.

— The Content Source Description (CSS) module generates and maintains con-
tent source descriptions upon which the CSS module bases its estimation
of “goodness”; forms of content descriptions may include partial content
indices, summative content indices, or result traces from training or past
queries.

— The Data Fusion (DF) module integrates the partial results obtained from
executing queries against each of the (selected) target sources, by normalizing
with respect to different scoring functions and content statistics.

Independently from deployment scenarios, the design of the framework has
been informed by the following requirements: (i) flexibility: it should support
the implementation and configuration of the wide range of cooperative and un-
cooperative strategies which characterize the current scope of the DIR field, (ii)
efficiency: it should optimize the consumption of computational resources, in-
cluding computing cycles, storage, and bandwidth, (iii) responsiveness: it should
minimize the latencies and interruptions of service typically associated with DIR
processes which make real-time use of the network, and (iv) open-ness: it should
adopt open and portable technology standards, from data formats and applica-
tion protocols to language and system platforms.

For example a concrete CSD service may describe textual sources with term
histograms derived from full-text indices of source content, another may do so
with partial full-text indices derived directly from the content through query-
based-sampling techniques[3], and yet another with a combination of manually
gathered content. Similarly, a concrete DF service may rely on a round robin
algorithm to merge results which emanate from different sources, another may
be biased by the output of the CSS service, and yet another may employ non-
heuristic techniques and leverage the output of some CSD service towards forms
of “consistent” fusion.

4 Reference Services

We have tested the design framework of the CSD, CSS, and DF services by
instantiating it into a set of concrete services for the DILIGENT testbed (the
reference services). Common to all the reference services is their focus on effec-
tiveness, which we could obtain by leveraging the degrees of cooperation available
within the project. This does not preclude the interaction with uncooperative
services, but these will be implemented at a later phase in the project.

4.1 CSD Service

The reference CSD service generates and maintains term histograms of textual
sources, a coarse-grained form of index where containment relationships between
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terms and documents is intentionally abstracted over. The service interacts with
the Index Management service to derive term histograms from full-text indices
of collections and also to subscribe for point-to-point notifications of changes to
such indices. Term histograms are exposed to consuming services via synchronous
calls suitable for fine-grained access and via asynchronous, file-based exchange
suitable for coarse-grained access. Term histograms are regenerated with respect
to policies based on a combination of time and space criteria (i.e. every so often
or whenever the content has changed by an agreed proportion).

4.2 CSS Service

Two reference CSS services have been implemented that select among textual
sources on the basis of terms histograms for those sources. One is based on the
CORI[4,3] selection algorithm (the standard collection selection mechanism),
the other is based on Language Modeling techniques[14]. Both rank according
to estimates of the relevance of source content to the information needs which
underlie queries. Invoked by the Search service during query execution, the ser-
vice selects “good” sources in accordance to configurable criteria and, for each
such source, returns the goodness score which motivated its selection; such scores
may then drive the selection of results which emanate from each selected source.
The service stages term histograms from the reference CSD service prior to query
execution, subscribes with that service for changes to the staged histograms, and
updates the histograms upon receiving notification of such changes.

4.3 Reference DF Service

Finally, two reference DF services have also been implemented. The first is based
on the notion of providing a consistent ranking of results, the other is an im-
plementation of round robin. Both achieve the goal of data fusion, but have
different advantages and disadvantages. The first guarantees a consistent merg-
ing of the results sets which emanate from a given number of text collections
in response to a given query. In particular, the service recomputes the relevance
estimates of the documents identified in the result sets from (i) term histograms
for the collections obtained by the reference CSD service, and (ii) per-result term
occurrence statistics provided by the Search service and emanating from the In-
dex Management service. Hence, it requires more information from the content
sources (and thus only applicable when cooperation is available) and requires
additional computational time (as the full set of results from each source is re-
quired to compute the final ranking of results). On the other hand, the round
robin approach makes no such guarantees about the quality of results presents
and treats each source, and document, equally. The final result set is produced
by taking the top document from each source and adding it to the final result set
(the process is then repeated), thus the name round robin. Whilst this can not
assure the results are ranked in some consistent fashion, there is no need to wait
for all results to be streamed (only the top results), nor does any re-computation
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of scores need to be performed, thus minimizing the amount of cooperation re-
quired from the Index Management service. The two reference services provide
two different approaches to fusion and demonstrates how the framework can be
used to compare and contrast different strategies within DIR.

4.4 Interaction and Relationship to Other Services

The search broker is responsible for the DIR search setup and coordinating the
search workflow process.
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Fig. 3. Sequence Diagram of the Interaction between Search Broker and Services. Steps
(1)-(12) denote the warm up sequence and steps (13)-(18) denote the querying sequence.

Assuming that the services have been configured with the desired setup then
the sequence of interactions is shown in Figure 3. For instance, a possible config-
uration is: (i) CSS with the CORI reference algorithm, which requires CSD with
term histogram, (ii) DF with the consistent fusion reference implementation,
and (iii) cooperative Indexes.
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The first stage of the process is the warm up sequences denoted in the figure as
steps (1)-(12). In step (1), the CSS is contacted by the search broker to initialize
the service to select over a set of indexes. (2) The CSS contacts the CSD to
acquire a description of each index. (3) The CSD request the description from
the index. Note that this in a cooperative environment the index provides the
collection statistics in a pre-defined format to the CSD and is returned in step
(4). However, in an uncooperative environment a different implementation of
the CSD would be required (and would perform Query Based Sampling[3] for
example). The CSD returns the description to the CSS in step (5). Steps (2)-(5)
are repeated for each index, until the all indexes are described, and the warm
up of the CSS is complete at step (6). A similar procedure is performed to warm
up the DF in steps (7)-(12). However, if the DF service did not require any
collection statistics, as is the case for the round robin reference implementation
of DF, then steps (8)-(11) would be bypassed.

Once the warm up of CSS and DF is complete, querying is now possible.
When a query is submitted, the search broker performs the following steps:
(13) The query is sent to the CSS for selection of the set of indexes. The CSS
returns a ranked list of indexes in step (14). This may be the top n indexes
which are most likely to satisfy the query, or all those indexes above a certain
threshold. These criteria can be defined when performing the selection. The
selected indexes are then contacted directly in step (15) and queried. This process
is performed concurrently for efficiency (via threading). In step (16) a reference
to the result sets produced by each index is returned to the search broker, who
then passes these references to the DF service in step (17) to perform fusion.
Once the DF has merged the results, the final result set is passed back to the
search broker. Note, that the entire result set need not be constructed, before a
reference to the result set is available as the results are streamed into the result
set. This is advantageous in the case of the round robin reference implementation
of DF, which only requires a handful of results to be available before merging
can begin. However, in the case of consistent fusion reference implementation,
the complete result sets are required. This is because results which have a low
ranking according to the index that provides them, may have a high ranking
globally.

Whilst we have described the interaction of services under the standard ap-
proach to Distributed Information Retrieval, this does not preclude other possi-
ble configurations. For instance, Data fusion may not be require if after selection
only the best index is queried.

4.5 Evaluation

Several test case scenarios have been constructed and are currently being setup
and evaluated. Our pilot testing of the above scenario has been performed using
several small collections to ensure that the algorithms are being computed cor-
rectly and that above interactions are achieved (i.e. unit testing). However, the
next stage in the evaluation cycle is full scale simulation of the the above inter-
actions using a DIR testbed extracted from the TREC Aquaint data collection.
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This testbed contains 86 sub-collections to select over, which will be indexed,
and 50 queries for the search broker to execute. In this simulated environment
we will perform load testing and capture individual and aggregated response
times under various configurations of the services; this will include testing on
local machines, networked machines and grid machines. The goal will be to en-
sure that reasonable performance (in terms of efficiency) can be attained, and
to identify where improvements can be made. Once completed, then the services
will be deployed within DILIGENT to support two user communities where live
user testing will be conducted. At the end of each cycle of evaluation, we shall
refine the services and interactions as required to support real time usage. We
believe that this may entail the design of algorithms which specifically cater
to the inefficiencies of the distributed environment, but maintain a reasonably
good quality of service (in terms of retrieval effectiveness). These are issues that
remain largely unexplored.

5 Discussion and Conclusions

The reference services have been deployed, and testing and evaluation is currently
being undertaken within a simulated environment to determine the projects vi-
ability in terms of retrieval effectiveness and retrieval efficiency. The main aims
of the evaluation are focused on (i) identifying activities within the search work-
flow that impede efficient retrieval, and (ii) whether algorithms can be developed
such that an efficient service can be delivered in a distributed environment, with-
out compromising the effectiveness of the retrieval system. For instance, whilst
state-of-the-art algorithms have been shown to provide excellent retrieval per-
formance, the cost in terms of retrieval efficiency is not known. Given that the
distributed environment creates overheads not incurred in a centralized system,
this does not mean that solutions can not be developed to overcome these prob-
lems. Instead, future research needs to be directed towards designing algorithms
that ensure efficient run time operation, given these constraints. If this can be
successfully achieved, further work will be conducted in real world environments
within two different user communities.

In this paper, we have presented an outline of a service oriented architecture
for the development of DIR applications along with details of the framework.
As we have argued, the lack of an application framework has been key factor
restricting the uptake of such solutions, and we believe that we have taken steps
to address this issue. Now that an architecture is in place the focus of future work
will be on analyzing its utility and viability in distributed search environments.
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Abstract. Today, users expect a variety of digital libraries to be searchable from
a single Web page. The German Vascoda project provides this service for dozens
of information sources. Its ultimate goal is to provide search quality close to
the ranking of a central database containing documents from all participating li-
braries. Currently, however, the Vascoda portal is based on a non-cooperative me-
tasearch approach, where results from sources are merged randomly and ranking
quality is sub-optimal. In this paper, we describe a Lucene-based plugin which
replaces this method by a truly federated search across different search engines,
where the exchange of document statistics improves document ranking. Prelimi-
nary evaluation results show ranking results equal to a centralized setup.

1 Introduction

Information integration over distributed sources is an urgent problem to be solved for
providing access to a variety of Digital Libraries through a common search interface
and portal. The German Vascoda project [15] tries to accomplish this ambitious task,
integrating distributed scientific information resources from all over Germany. Its Web
portal is the major German Website for providing unified access to interdisciplinary
scientific and scholarly information. It comprises the Internet services from more than
40 academic libraries and institutions, and enables unified access to electronic full-
text documents, document delivery services and pay-per-view options. The architecture
is designed for expansion and new libraries can easily join Vascoda, thus positioning
Vascoda as the main information source for the scholarly and research community in
Germany as well as in Europe.

Currently, the Vascoda Information Portal provides a non-cooperative metasearch
environment only'. Metasearch has inherent limitations for merging documents from
heterogeneous sources into one consistent document ranking. As different search en-
gines execute queries on different collections, document relevance is computed us-
ing diverse statistics, making results incomparable. It is thus virtually impossible to
merge results into a single, consistent ranking without additional statistics about these
collections.

Unfortunately, simply indexing all documents in a single search engine installation
is not a useful option. While such a central approach would be technically feasible,
taking content and collection restrictions for all participating libraries into account is

! From now on, by metasearch we refer to non-cooperative distributed search.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 202-211, 2006.
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not an easy task, and sometimes plain impossible as some license contracts do not allow
sharing data beyond the original library.

We therefore investigated a federated search infrastructure, where all partners can
run their own (existing) search systems in a decentralized manner, but are still able to
provide homogeneous search and ranking over all available collections. To achieve this,
we provide a Lucene-based plugin for decentralized search engines, which is responsi-
ble for providing search across all collections and for exchanging document statistics
between the connected sites.

In our project, we have explored this setup between two libraries with different search
infrastructures, the German National Library of Science and Technology (TIB), and
the Bielefeld University Library. TIB runs a search engine based on the open-source
search engine library Apache Lucene [6,8], Bielefeld uses an installation of FAST Data
Search?). While both members want to integrate their systems in a federated search
architecture within Vascoda, they need to keep their existing systems - completely re-
placing their search infrastructure is not an option. Besides designing and implement-
ing a federated architecture for this setup, we ran experiments on the HU-Berlin EDOC,
ArXiv and Citeseer document collections, split across the two participants, with promis-
ing results.

The paper is structured as follows: Section 2 introduces general issues of distributed
information retrieval, relevant components for the federated search and the Lucene and
FAST search engines. In Section 3 we discuss our Lucene-based plugin in more detail,
and provide evaluation details in Section 4. Finally, we summarize and outline future
work in Section 5.

2 Relevant Background

2.1 Distributed Information Retrieval

Good surveys on distributed information retrieval problems and solutions can be found
in [2,4,5,13,16]. Here we only briefly review the underlying data model and main prob-
lems in distributed search.

Vector Space Model. For our federated search infrastructure we used the Vector Space
Model [17]. It is effective, simple and well-known in the DL community. In this model,
a document D is represented by the vector d = (wi,ws,...,w,,) where m is the
number of distinct terms and w; is the weight indicating the “importance” of term ¢;.
The weight is combined from the Term Frequency (7'F;) (the number of the term’s
occurrences in the document®) and Inverse Document Frequency (I DF;) (the logarithm
of the ratio N/ DF;, where DF; is the number of documents containing the term ¢;, and
N is the overall number of documents in the collection). A common standard for term
weighting is the T F'xI DF product and its variants.

Metasearch vs. Federated Search. In general, we can divide distributed search envi-
ronments into two categories: uncooperative, isolated environments (metasearch) and

2 http://www.base-search.net/
3 In information retrieval terminology, the term “frequency” is used as a synonym for “count”.
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cooperative, integrated environments (federated search). Metasearch participants have
no other access to the individual databases than a ranked list of document descriptions
in the response to a query, while federated search participants have access to collection-
wide statistics like DF and N. As a consequence, the result rankings produced by
metasearch are less homogeneous than using federated search.

Search Broker. The unifying unit in distributed information retrieval is a search broker,
which provides access to several search engines. Figure 1 visualizes this unit in the
distributed setup between TIB and Bielefeld University. Distributed search has much in
common with search on a single source, but entails additional tasks (listed in [5]*):

Resource Description. A full-text database provides information about its contents
through a set of statistics, which is called resource description. Initially, the broker ob-
tains and stores resource descriptions for every search engine. Every description is di-
vided into content summary, metadata summary and search engine configuration [10].
The content summary is a limited set of statistics about each database/search engine.
The metadata summary characterizes the metadata schema of resources and fields avail-
able for search. The search engine configuration finally represents the current state of
customizable, search engine-wide parameters such as text pre-processing rules.

Search Engine Metadata Content index g
— Configuration summary Summary
Lucene —

Documents

Broker
Search Engine Metadata Content ¢ —LF
Results Configuration summary ‘ Summary e —_—
FAST —
Documents

Fig. 1. Federated Search with Lucene and FAST Search Engines

Database Selection. The collected resource descriptions are used for database selection
and query routing tasks. We want to select only those databases that are relevant to our
query, according to their resource descriptions. The most natural way to do this is to
ask the user to manually pick the set of interesting information sources. A better option
is to automatically calculate a query-dependent “usefulness measure” of each database,
based on the vector space model or language modeling approach [18].

Query Mapping. An important and difficult task is the handling of different document
schemata and query languages. Some databases cover basic reference data only, while
other contain enriched information with subject or classification information, abstract
or additional description parts. The resource descriptions are helpful for a proper query
mapping.

Result Merging. When a query is performed over several selected databases, one sin-
gle ranking should be created integrating these results. Due to differences in search

* We enlarged this list by the “Query mapping task”.
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engine implementations and DL schemata, this is not an easy task. Document simi-
larity/importance scores are not directly comparable among different collections and
require a global normalization using collection-wide statistics. This requires a coopera-
tive search environment, distributed search over non-cooperative DLs results in loss of
search quality [1].

Difficulties in Distributed Ranking. Even in a cooperative environment, where all
search engines provide all necessary statistics, it is hard to guarantee exactly the same
ranking as that of the centralized database. The following factors may reduce search
quality (we enlarged the list from [9]):

Relevant documents are missed after the database selection step;
Different stemmers and stopword lists influence both T'F and DF’ values;
Overlap affects globally computed D F' values;

Query syntax may be incompatible;

Unknown features of proprietary algorithms cannot be disabled;
Document schemata (e.g., field names) on resources do not match.

2.2 Distributed Search in Digital Libraries

Related Projects. Several projects have attempted to improve distributed search in dig-
ital libraries. A recent effort is the DAFFODIL project [7], a system to support infor-
mation search in distributed digital libraries. The project employs an advanced user
interface for supporting search stratagems. While it also addresses the quality of rank-
ing, it focuses on extended search functionality rather than the problems of distributed
indexing and result merging. Another approach, pursued in the DILIGENT project [3],
is to combine digital libraries using Grid technology. The project goal is to create a pro-
totype Grid infrastructure for digital libraries. The project does not focus on the objec-
tives of federated search. Commercial distributed search systems like Scirus’ or Google
Scholar® are interesting, but their implementation details are not publicly available.

Protocols for DLs Interoperability. In federated search, brokers and search engines
cooperate in order to deliver a common, consistent ranking, just as if search were per-
formed by a single search engine. Factors like stemming algorithms, stop word lists,
local collection statistics, ranking formulae etc. have to be unified across the federation.
Combining information from many digital libraries thus requires a common standard
interface for query and result exchange. Among the protocols like Z39.50 [14], OAI-
PMH [11,12] and SDARTS [10], SDARTS is the most suitable one. It provides most
of the Z39.50 functionality, but is much easier to support. The protocol keeps the com-
mon requirements for implementers to a minimum, while still supporting sophisticated
features of advanced search engines.

FAST and Lucene Search Engines. The FAST Data Search engine is a commercial
system by Fast Search & Transfer ASA (FAST). Its core consists of a full-text engine
based on the Vector Space Model, extending it with additional features. The user can

> http://www.scirus.com/srsapp/
® http://scholar.google.com/
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configure just a subset of all parameters. FAST plays an important role in the Vascoda
project, since several members already use it for their local search service. Lucene [8]
is also used as the basis for several search engines of VASCODA members. By itself,
it is not a complete search engine, but rather a programming library which allows the
easy creation of search engines with the desired properties and functionality. Lucene
has been implemented in several programming languages, in this project we build upon
its original (and main-line) implementation in Java.

3 Plugin Architecture

3.1 Integrating FAST Data Search and Lucene Search

While being very similar at some points, the two engines are incompatible on sev-
eral levels, including index structures, API and ranking. Since FAST is a commercial,
closed-source product, neither are all technical internals of FAST available nor are they
exposed through the FAST API.

It is however possible to use intermediate results of the FAST pipeline for further
computation, such that the FAST pipeline handles all crawling and text extraction tasks,
while indexing and query evaluation for distributed search is handled by Lucene (lo-
cal search is of course still handled by FAST in the FAST environment). Specifically,
we take pre-processed plain-text documents, including metadata from both FAST and
Lucene pipelines, and (re-)index them in a homogeneous manner, using a common
lemmatization/stemming schema. This wrapper / plugin approach encapsulates the orig-
inal search engine system and provides a common interface to the federation. Search
is then performed over these plugins instead of the original vendor’s system. Since
Lucene is open-source and already provides distributed search facilities, we decided to
implemented a Lucene-based plugin.

Given the modular nature of the FAST pipeline, (re-)indexing in the FAST context is
easy. FAST Data Search provides a textual, XML-structured representation of indexed
documents in its so-called FIXML format. Documents are described as field-structured
plain text, which makes the transition to the Lucene indexing module quite easy. This
plugin concept is extensible to other search engine products as well, as long as their
processing pipelines are modular enough to provide the required intermediate results.

Figure 2 shows the resulting plugin-enriched federated search infrastructure. Before
query time, all necessary statistics information (number of documents N and docu-
ment frequencies D F}) is being collected on a regular basis and cached by the searcher
(for each term ¢, all the plugins’ DF; values are accumulated to one global DF}).
The search itself then proceeds as follows: the searcher parses the user’s query into
a Lucene-specific representation and transmits that to all (or a to a selected subset of
the) available plugins. At query time, the plugins receive global DF; and N statistics
information from the searcher in order to rank their results accordingly. When the rank
score has been determined, they call the searcher to consume the hit, i.e. Lucene-specific
document ID plus rank score. This ID can then later be used to access document infor-
mation, e.g. for the summaries on the results page.
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Fig. 2. Federated Search Infrastructure using the Lucene-based Plugin

Participating institutions may provide custom plugins for their own search engines.
They can also connect their own user interfaces, with different layouts and functionality,
to the federation.

3.2 Index and Search Capabilities

Our approach provides the advantages of centralized search (homogeneous index struc-
ture and ranking), while offering distributed search using standard Lucene features. In
order to support this, the original document collection has only to be re-indexed by our
Lucene-based plugin. This can be done automatically and incrementally by Lucene, so
only added, deleted or changed documents are affected.

It is clear that the federation can only provide a common subset of all possible search
features. While this set is actually quite large, our approach keeps the DLs’ existing
search engines untouched, so search outside the federation remains available.

The following capabilities are explicitly supported by our implementation:

— Homogeneous Ranking, based on the TF/IDF weighted vector-space model. Since
the mapping from words to terms is homogeneous, the TF/IDF statistics can safely
be used.

— De-Duplication. Since true duplicates yield the same rank score, they can easily be
filtered out when creating the results page.

— Database selection. Query term-based database selection is easily performed by
checking all plugin DF statistics before submitting the query.

3.3 Costs for Joining the Federation

An obvious question is what a digital library has to do when it wants to join the federa-
tion and how much it has to invest. In general, it only has to provide a fast Internet con-
nection (since the majority of queries may be routed to all participants) and additional
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computational power. Clearly, these resources would be necessary for participating in
any kind of federation. A new participant also has to provide storage space for the fed-
erated search index files: in our experiments this meant about a 30% increase for the
additional index.

Compared to a homogeneous search engine architecture, the asset costs are manage-
able since they do not increase with the number of participants but with the number of
different search systems. The costs of developing a plugin for a new search engine type
can be shared among all members using it.

4 Experimental Evaluation

We have evaluated our prototype on several test collections and setups, as described in
the next paragraphs.

4.1 Federation Setup

Data. Regarding collections, we used a document corpus based on the HU-Berlin
EDOC document set and the ArXiv collection (metadata and full-text), together with
the Citeseer OAI collection (metadata only). EDOC” is the institutional repository of
Humboldt University, it encompasses about 2,500 annotated full-text documents of the-
ses, dissertations, scientific publications and public readings. CiteSeer® is a system at
Penn State University, USA, with the focus on literature in computer and information
sciences. At the moment, the system contains more than 700,000 documents. The ArXiv
pre-print server” is located at Cornell University Libraries and provides access to more
than 350,000 electronic documents in Physics, Mathematics, Computer Science and
Quantitative Biology.

Servers. For the experiments, we have set up a small federation of two search engines,
one in Bielefeld and one in Hannover. The servers communicate via a regular Internet
connection. On each server, we have installed our plugin prototype and the correspond-
ing Web front-end. The front-end only communicates to the local plugin, which then ac-
cesses local, disk-based Lucene document collections, or external, network-connected
plugins, depending on the exact evaluation task. The server in Hannover was a Dual
Intel Xeon 2.8 GHz machine, the server in Bielefeld was powered by a Dual AMD
Opteron 250. On the Bielefeld server, a Lucene-plugin based version of the BASE
(Bielefeld Academic Search Engine) Web user interface has been deployed, on the Han-
nover server, a fictitious “HASE” (Hannover Academic Search Engine) front-end also
runs based on a Lucene-based search engine. Both GUIs, HASE and BASE are only
connected to their local search plugins. The plugins then connect to the local collec-
tions (ArXiv and CiteSeer in Bielefeld and EDOC in Hannover) and to the plugin at the
other site. This setup is depicted in Figure 3.

7 http://edoc.hu-berlin.de
8 http://citeseer.ist.psu.edu/
? http://arxiv.org/
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4.2 Hypotheses

Due to the underlying algorithms, we expected no difference in the result set (both item
presence and position in the result list) between a centralized, combined index cover-
ing all collections and the distributed scenario proposed using Lucene-based Federated
Search. Also, we expected almost no difference in search performance, since the col-
lection statistics information is not exchanged at query time, but only at startup time
and whenever updates in any of the included collections have occurred. Since the result
display only lists a fixed number of results per page (usually 10 short descriptions, all
of about the same length), the time necessary for retrieving the results lists from the
contributing plugins is constant, i.e. not dependent on the number of found entries, but
just on the servers’ overall performance (CPU + network I/O).

4.3 Results

Re-indexing. Our current prototype re-indexed the metadata-only ArXiv collection
(350,000 entries) in about 2 hours; the EDOC full-text document set (2,500 documents)
was imported in 19 minutes. We expect that re-indexing will be even faster with a
production—level implementation. The resulting index structure was about 20-40% of
the size of the uncompressed FIXML data (depending on collection input) and also,
interestingly, only about a third of the size of the original FAST index data. This is
possibly due to extra data structures for the FAST engine, which are not necessary for
our Lucene-based Federated Search. Based on these numbers, no significant overhead

is induced by the necessary re-indexing step compared to a centralized index based on
FAST Data Search.

Search. We performed several searches (one-word-, multi-word- and phrase queries)
on our federation as well as on a local index, both using Lucene. We measured average
query time and compared the rankings for one word, multi-word and phrase queries.
Query times of a distributed setup were almost equal to the local setup, about 0.05-0.15
seconds per query, with an overhead of about 0.4 seconds for the distributed setup. The
resulting ranking is equal to the one of a centralized setup.

Bielefeld (UB) Hannover (TIB)

|
BASE [ ] | (7] HASE

I I
Plugin “z::,. @ “z::,. Plugin
1 FAST | | Custom system,

B B ® based on Lucene

8 L L

I
I

ArXiv CiteSeer | EDOC
I

Fig. 3. Test Scenario for Federated Search
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5 Conclusions

This paper describes ongoing work on the federated search infrastructure for digital
libraries in the context of the Vascoda project, and discussed a Lucene-plugin based
solutions for federated search, which provides high search quality even for decentral-
ized collections and engines, easy integration of new members and preservation of ex-
isting systems and workflows.

A prototype based on the Lucene-plugin described in this paper integrates two search
engine installations, one based on FAST Data Search at Bielefeld University Library
and another Lucene-based search system at the German National Library of Science
and Technology TIB. The federated system provides a final result ranking equal to
search on a centralized database, while overall computational and maintenance costs
remain reasonably low. The next major step will be to implement a stable version of the
plugin for all collections of the current participants, and to make it publicly accessible.

References

1. Wolf-Tilo Balke, Wolfgang Nejdl, Wolf Siberski, and Uwe Thaden. DL meets P2P — Dis-
tributed Document Retrieval based on Classification and Content. In ECDL '05: Proceedings
of the 9th European Conference on Research and Advanced Technology for Digital Libraries,
pages 379-390, 2005.

2. Jamie Callan. Advances in information retrieval, W.B. Croft, editor, chapter Distributed
Information Retrieval, pages 127-150. 2000.

3. Donatella Castelli. DILIGENT: A Digital Library Infrastructure on Grid Enabled Technol-
ogy. http://www.ercim.org/publication/ercim news/enw59/castelli.html. ERCIM News, 59,
2004.

4. Nicholas Eric Craswell. Methods for Distributed Information Retrieval. http://eprints.
anu.edu.au/archive/00000503/. PhD thesis, ANU, January 01 2001.

5. W. Bruce Croft. Combining Approaches to IR. In DELOS Workshop: Information Seeking,
Searching and Querying in Digital Libraries, 2000.

6. Doug Cutting et al. Lucene. http://lucene.apache.org.

7. Norbert Fuhr, Claus-Peter Klas, Andre Schaefer, and Peter Mutschke. Daffodil: An Inte-
grated Desktop for Supporting High-Level Search Activities in Federated Digital Libraries.
In ECDL ’02: Proceedings of the 6th European Conference on Research and Advanced Tech-
nology for Digital Libraries, pages 597-612, 2002.

8. Otis Gospodnetic and Erik Hatcher. Lucene in Action. Manning, 2005.

9. Luis Gravano, Kevin Chen-Chuan Chang, Hector Garcia-Molina, and Andreas Paepcke.
STARTS: Stanford Proposal for Internet Meta-Searching. In SIGMOD ’97: Proceedings
of the 1997 ACM International Conference on Management of Data, pages 207-218, 1997.

10. Noah Green, Panagiotis G. Ipeirotis, and Luis Gravano. SDLIP + STARTS = SDARTS a
Protocol and Toolkit for Metasearching. In JCDL ’01: Proceedings of the The First ACM
and IEEE Joint Conference on Digital Libraries, pages 207-214, 2001.

11. Carl Lagoze, Herbert Van de Sompel, Michael Nelson, and Simeon Warner.
The Open Archives Initiative Protocol for Metadata Harvesting Protocol Version 2.0 of
2002-06-14. http://www.openarchives.org/oai/openarchivesprotocol.html.

12. X. Liu, K. Maly, M. Zubair, Q. Hong, M.L. Nelson, F. Knudson, and Holtkamp. Federated
Searching Interface Techniques for Heterogeneous OAI Repositories. Journal of Digital
Information, 4(2), 2002.



13.

14.

15.

16.

17.

18.

A Plugin Architecture Enabling Federated Search for Digital Libraries 211

Weiyi Meng, Clement T. Yu, and King-Lup Liu. Building Efficient and Effective Meta-
search Engines. http://doi.acm.org/10.1145/505282.505284. ACM Comput. Surv., 34(1):48—
89, 2002.

National Information Standards Organization. Z39.50: Application Service Definition and
Protocol Specification, 2003.

Heike Neuroth and Tamara Pianos. VASCODA: A German Scientific Portal for Cross-
Searching Distributed Digital Resource Collections. In ECDL ’03: Proceedings of the 7th
European Conference on Research and Advanced Technology for Digital Libraries, pages
257-262, 2003.

Tamar Sadeh. Google Scholar Versus Metasearch Systems. High Energy Physics Libraries
Webzine, 12, 2006.

Gerard Salton, A. Wong, and C. S. Yang. A Vector Space Model for Automatic Indexing.
Commun. ACM, 18(11):613-620, 1975.

Luo Si, Rong Jin, James P. Callan, and Paul Ogilvie. A Language Modeling Framework
for Resource Selection and Results Merging. http://doi.acm.org/10.1145/584792.584856. In
CIKM °02: Proceedings of the ACM 11th Conference on Information and Knowledge Man-
agement, pages 391-397, 2002.



A User Study on Features Supporting Subjective
Relevance for Information Retrieval Interfaces

Shu-Shing Lee, Yin-Leng Theng,
Dion Hoe-Lian Goh, and Schubert Shou-Boon Foo

Division of Information Studies
School of Communication and Information
Nanyang Technological University
Singapore 637718
{ps7918592b, tyltheng, ashlgoh, assfool}@ntu.edu.sg

Abstract. Objective relevance regards retrieved documents as relevant
without considering users’ tasks. Subjective relevance, in contrast, focuses on
usefulness of documents for users’ contexts. This paper aims to enhance
objective relevance and address its limitations by designing a mock-up interface
based on ACM Digital Library so as to enhance its support for users’ evaluating
the subjective relevance of documents. Important features elicited using a factor
analytic approach from an earlier study were used to inform the design of the
search, results list and document record pages in the mock-up. A pilot study
was conducted to gather users’ feedback about usefulness of designed features.
Findings indicated that majority of important features designed were useful.
However, subjects suggested that the design of some features could be further
improved to facilitate their support for SR. The paper concludes by discussing
recommendations for improving the mock-up.

1 Introduction

Information retrieval (IR) systems are traditionally developed using the “best match”
principle assuming that users can specify their needs in queries [2]. This principle
retrieves documents by matching query terms to terms in documents, and regards
retrieved documents as relevant. Here, relevance is computed objectively without
considering users’ needs and tasks [11].

This paper enhances objective relevance and addresses its limitations by using the
subjective relevance approach to design a mock-up IR interface supporting users’
evaluations of subjective relevance of documents. The SR concept provides suitable
theoretical underpinnings as it focuses on document’s relevance for users’ needs [6].
Our paper builds on an earlier quantitative study [7] where users’ perceptions of
importance of SR features were investigated using a factor-analytic approach. Here,
we highlight how important features elicited from the earlier study are designed in a
mock-up IR interface based on ACM Digital Library (ACMDL) so as to enhance its
support for SR. A pilot study was conducted to gather users’ feedback on usefulness
of designed features and how its design could be improved. The paper concludes with
recommendations to enhance the mock-up interface’s support for SR.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 212 -222, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Related Work

Different approaches have been used to develop user-centered IR systems aimed at
enhancing objective relevance. In the digital library domain, researchers have
designed user-centered systems that guide users retrieve relevant documents. For
example, the Digital Work Environment [8] points users to documents based on user
categories and tasks. Another example uses participatory design techniques to develop
a user-centered children’s digital library called SearchKids [5].

A different research area aims to enhance objective relevance by looking at user-
centered criteria and dimensions affecting relevance judgments. Examples of such
works are [1] and [9]. These works allow designers provide appropriate information
in IR systems to help users find relevant documents for tasks.

3 Our Previous Work

Here, we briefly describe an earlier quantitative study [7] to provide background for
this paper. SR types [4] and exploratory factor analysis were used to provide rationale
for the quantitative study. In that study, users rated their perceived importance of SR
features. The SR concept was defined as usefulness of an information object for
users’ needs [3]. SR also referred to different intellectual interpretations that users
engaged to interpret if an information object was useful [3]. The SR types were [4]:

= Topical relevance: This relevance is achieved if the topic covered by the assessed
information object corresponds to the topic in user’s information need.

= Pertinence relevance: This relevance is measured based on a relation between user’s
knowledge state and retrieved information objects as interpreted by the user.

= Situational relevance: This relevance is determined based on whether the user can
use retrieved information objects to address a particular task.

= Motivational relevance: This relevance is assessed based on whether the user can
use retrieved information objects in ways that are accepted by the community.

In that study, SR features were organized into three IR interaction stages: 1) the
search page; 2) results list page; and 3) document record page. Data gathered was
analyzed using exploratory factor analysis to identify groups of important SR features
for each stage. Findings indicated different groups of important SR features for the
search page, results list page and document record page. These groupings highlighted
an order of importance amongst groups of features for each stage. Hence, findings
were implied that different clusters of features could be combined to provide rationale
for designing different levels of SR support in the search page, results list page, and
document record page. Details for this study are found in [7].

4 Using Factor Analysis to Inform Interface Design

The mock-up IR interface was designed using findings elicited through a factor
analytic approach in our earlier study. The mock-up was designed to enhance
ACMDVL’s support for SR by implementing new features and different levels of SR
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support so that users’ evaluations of subjective relevance of documents were
facilitated. Reason for enhancing ACMDL’s interface was because its features were
in line with important features highlighted in the earlier study. Thus, it was inferred
that ACMDL’s interface had the potential to provide better SR support if findings
from our earlier study were incorporated.

Groups of SR features elicited from our earlier study were implied as different
clusters of important features that could be designed to provide different levels of SR
support for the search page, results list page and document record page. These levels
of SR support were conceptualized in the mock-up as basic/advanced search pages;
results list page in brief/extended format; and document record page in brief/extended
format. Although findings from the earlier study provided important SR features to
incorporate in the mock-up, it did not indicate the general look and feel of the
interface. Hence, Shneiderman’s [10] design heuristics were used to inform the design
of the mockup. Detailed design of each page for the mock-up is described below.

Design of Basic and Advanced Search Pages

Three groups of important SR features were elicited from the earlier study [7]. These
groups focused on three aspects of the search page: 1) providing search options; 2)
providing additional features in basic and advanced search pages; and 3) providing
default search features. These groups were interpreted as follows: 1) for features in
groups that did not specify if it should be designed in the basic or advanced search
pages, such features were implemented in both search pages and 2) in instances where
the feature was only applicable to either of the search page, it was designed for the
specific page. In addition, one feature in the third group specified that the method of
entering queries should be similar to those in search engines. Thus, it was inferred
that the basic search page should have one query box while the advanced search page
should have multiple query boxes for users to construct complex queries.
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The basic search page was designed with the simplistic design of search engines in
mind. This page consisted of a query box and a drop down menu of search fields.
Search examples, “clear query” button, and search history were included to support
query formulation and re-formulation. A note was designed to indicate that queries
were treated as a phrase search if no Boolean operators were specified. These features
designed were new as the original ACMDL interface only included a query box and a
“search” button. Design of basic search page is presented in Figure 1.

Design of advanced search page was based on the advanced search page in
ACMDL. Query boxes from ACMDL were maintained and changes were made to the
drop down menu of search fields. The advanced search page included features, such
as, “clear query” button, search examples and search history to facilitate query
formulation. Our design streamlined the original advanced search page in ACMDL by
only providing multiple query boxes with different search options so users could build
complex queries. Moreover, our design also incorporated new features, like, search
history and “clear query” button. Figure 2 shows the designed advanced search page.
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Design of Results List Page in Brief and Extended Format

Exploratory factor analysis conducted in our earlier study highlighted five groups of
important SR features [7]. The groups focused on different parts of the results list
page, like: 1) pointing users to other documents; 2) providing features that supported
evaluation of contents and document type for tasks; 3) providing alternate ways of
presenting results list; 4) provide additional information to support evaluation; and
5) provide common features available in results list. These groups were implied as
having a decreasing order of importance.
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To provide different levels of SR support for the results list page, features in
groups 1 and 5 were combined to design a brief format results list page. Reason being
group S focused on common features, like, ordering documents by relevance, showing
relevance percentage and searching within results list, while group 1 focused on
pointing users to other documents, thus, features in group 1 could not stand on its own
to form a results list page. Figure 3 shows the results list page in brief format.
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The extended format results list page included all groups of important features
elicited in the earlier study [7]. This page provided features that helped users
evaluated appropriate contents and document type for tasks. Examples of features
were: 1) provided abstract for each document; 2) displayed paragraph/few lines of full
text where search terms appeared; and 3) categorized documents by document type.
Different ways of presenting retrieved documents were also designed. This included:
1) sorted documents retrieved by frequency of use and 2) presented results list in
Venn diagram format based on query issued. Due to the different ways of presenting
results list, an “about results list” feature was designed to provide explanation of how
to use features in this page. This page also included additional information to support
document evaluation, such as: 1) provided general information about document
source; 2) provided document source’s table of contents; and 3) provided subject
categories. The designed extended format results list page is shown in Figure 4.

Our design enhanced ACMDL by providing two levels of SR support through the
results list page in brief and extended formats. New features implemented were:
1) providing different ways of pointing users to other documents; 2) providing various
ways of presenting results list; 3) providing additional information about the
document to support evaluation; and 4) providing different ways of showing contents
either through an abstract or paragraph of full text where query terms appeared.

Design of Document Record Page in Brief and Extended Format

Our earlier study elicited three groups of SR features for the document record page
[7]. These groups focused on: 1) allowing users to seek others’ help in evaluating
documents; 2) providing features that supported access and management of full text;
and 3) highlighting portions in full text plus pointing users to other documents. When
designing the page, these groups were considered in decreasing order of importance.
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Users in the earlier study rated importance of features based on an understanding
that this page included detailed information about the document, thus, the document
record page in brief format incorporated features from groups 1 and 2 plus details
about documents, such as, title, author, publisher, source, etc.. Figure 5 shows the
mockup of document record page in brief format.

The document record page in extended format was designed by implementing all
groups of features elicited for document record page in our earlier study [7]. This
page had all features designed in the brief format plus three extra features. These
features were: 1) highlighted search terms in html format full text; 2) provided links
to full text of documents referenced in the current document; 3) provided full text in
PDF format. The document record page (extended format) is shown in Figure 6.

The improvement done to ACMDL was to provide two versions of the document
record page depending on the amount of information users needed to support their
subjective evaluations of documents. Our design of the document record page valued-
added ACMDL by: 1) providing different kinds of collaborative features for users to
contact others and authors; 2) facilitating access by providing full text in compressed /
uncompressed format; 3) providing “reader” software to decompress files; and
4) linking users to pages in full text where search terms appeared. Moreover, the
document record page (extended format) included a feature that highlighted search
terms in full text. This feature was unavailable in the original ACMDL’s interface.
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5 A Pilot Study

A pilot study was carried out to elicit users’ feedback regarding usefulness of
designed features and gather recommendations for improving the mock-up interface.
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Selected Groups: Profiles of Subjects

Two experts and novices were respectively selected to participate in the study. All
four subjects were postgraduate students. Subjects were considered experts based on
whether they were doing research on interface design.

Methodology
The study consisted of two parts. In the first part, subjects completed three tasks using

the mock-up IR interface. The three tasks were: 1) finding a particular document in
the results list page; 2) finding an expert for a particular document and 3)
downloading the full text of a particular document. This was done to expose subjects
to how the interface worked. In the second part, a demonstration of each feature was
shown. Next, subjects indicated in a handout the extent of usefulness for each feature
using a five point scale (very useful, useful, neutral, not useful, and not useful at all).
Subjects also came together to discuss comments on how features could be improved.

6 Findings

Here, we discuss how subjects rated the usefulness of features designed in the search
page, results list page and document record page in comparison with important features
elicited in the earlier study. We will also highlight subjects’ recommendations for
improving the interface. To facilitate discussion, expert subjects are referred as subjects
1 and 2 while novice subjects are labeled as subjects 3 and 4.

6.1 Findings for Basic and Advanced Search Pages

Subjects indicated that majority of features designed were very useful or useful.
Thus, findings elicited here were in line with important features highlighted in our
earlier study. Subjects also provided feedback on how the design of some SR features
could be improved. For example, subject 2 felt that the “clear query” button might not
facilitate query formulation in the basic and advanced search pages. This was because
users might not want to clear the entire query or they could easily “clear” a query by
using the “backspace” key on the keyboard. However, this feedback was not used to
refine the mock-up as the other subjects did not mention this problem.

Subjects commented that although it was useful to treat queries as a phrase if no
Boolean operators were specified, this feature might be problematic when users
specified two query keywords that were not meaningful when combined as a phrase.
Thus, no documents might be retrieved. This feature could also be tricky when users
specified two query phrases. The interface then had to consider if it should combine
the phrases using Boolean operator, AND, or treat the phrases as one phrase. Hence,
to reduce the negative aspects of this feature, the recommendation was for the basic
search page to include a note which advised users to look at search examples and
change the query accordingly if they did not want search terms to be treated as a
phrase when no Boolean operators were specified.

Subject 2 also commented that it would be good to indicate how users’ queries in
the different search boxes might be combined when they executed queries in the
advanced search page. The recommendation here was to include a note in the
advanced search page to indicate that queries in the different search boxes would be
combined using Boolean operator, AND. Respective recommendations for basic and
advanced search pages are shown in Figures 1 and 2.
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6.2 Findings for Results List Page in Brief and Extended Format

Similarly, subjects’ feedback on usefulness of designed features was in line with
important features elicited in the earlier study.

Although recommendations of documents based on users’ profiles was indicated as
an important feature in our earlier study, subject 2 indicated limitations regarding the
design of this feature in the mock-up. Specifically, subject 2 highlighted that this
feature designed in the results list page for both formats had to clearly state how it
tracked users’ profiles to make document recommendations. For example, system
could track users’ profiles automatically or recommendations could be based on a
user specified profile.

Subject 2 indicated that the features designed for results list page (extended format)
such as: 1) sorting retrieved documents by frequency of use and 2) showing a
paragraph in which search terms appeared could be enhanced. This was because it
was difficult to measure frequency of use as frequency of documents being accessed
might not imply relevance. However, since subject 2 was the only person who bought
up this point, no further recommendations were suggested. Moreover, subject 2 also
mentioned that showing all paragraphs of full text where search terms appeared could
be more useful than showing just one paragraph. However, this recommendation
might not be appropriate as it could cause the interface to be cluttered.

All subjects mentioned that the attempt to represent results list in a Venn diagram
was interesting. However, they commented that this representation might be
confusing when there were more than three query terms. Hence, the recommendation
for results list page in extended format was to simplify the Venn diagram into
individual parts and show the different combinations of relationships within the
diagram. Recommendations for results list page in brief and extended format are
shown in Figures 4 and 5 respectively.

6.3 Findings for Document Record Page in Brief and Extended Format

Subjects indicated that important features elicited from our earlier study that were
implemented in the document record page for brief and extended formats were useful.
However, there was room for improvement based on subjects’ remarks for refining
the design of some features.

All subjects suggested that the feature, “authors’ contact details” should be placed
next to the each authors’ name rather than at the bottom of the page so that the overall
design becomes more integrated. Subjects 1 and 3 indicated that the document record
pages should not only specify the full text’s compressed format but it should also
indicate the document format when the file had been uncompressed. Moreover,
“reader” software for uncompressing and accessing full text should be available.

7 Discussion

Our mock-up interface was designed based on groups of important features elicited
from an earlier, quantitative study. Hence, it was expected that all features designed
should be useful to subjects in our current study. However, subjects indicated that
majority of features designed were useful but some features needed further
improvement. This could be due to two reasons: 1) users in the earlier quantitative



A User Study on Features Supporting Subjective Relevance 221

study rated importance of SR features based on their perceptions without actually
looking at how features were designed; and 2) features in the mock-up were useful
but due to the way it was designed, the feature could not reach its maximum potential.
Hence, based on subjects’ comments and eliciting feedback from more subjects, the
mock-up could be refined so all features implemented were useful for SR.

Our methodology asked subjects to discuss and agree on different recommend-
dations to improve the design of SR features. However, it was noted that novice
subjects were concerned with the functionality and how they could use SR features
effectively to help them evaluate relevant documents. Expert subjects, in contrast,
were concerned with how features were designed so that users could easily
understand its functionality and use it for their needs.

Although our work described here employed user-centered methods to guide the
design of a mock-up interface, techniques used were different from those in [5; 8]. In
our context, a factor analytic approach was employed to understand users’ perceptions
of importance of SR features. Next, important features elicited were designed to
enhance ACMDL’s support for SR. Then a pilot study was conducted to gather users’
feedback on usefulness of designed features and comments to improve the interface.

Our work also differed from those investigating user-centered criteria for relevance
judgments, such as, [1] and [9]. Our approach here focused on usefulness of features
in helping users evaluate the subjective relevance of documents rather than investigate
the criteria used to make relevance judgments of documents.

8 Conclusion and On-Going Work

In this paper, we have shown how important SR features elicited using a factor
analytic approach in an earlier study was designed in an IR interface. These important
features were designed in a mock-up based on ACMDL’s interface so as to enhance
ACMDVL’s support for SR. A pilot study was conducted to understand usefulness of
designed features and comments were elicited to improve the interface.

Our approach described here has contributions to research. Our work has shown
how important features elicited using factor analysis could inform the design of an IR
interface supporting SR. Moreover, to ensure that important features designed were
useful in helping users evaluate the subjective relevance of documents, a pilot study
was conducted. The study gathered feedback to refine the interface’s support for SR.

Findings presented here are preliminary and part of on-going research. Future work
could focus on conducting evaluations with more users to elicit comprehensive
feedback about features designed in the interface. Moreover, elicited feedback could
be implemented to further enhance the interface’s support for SR.
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Abstract. Query clustering helps users frame an optimum query to obtain
relevant documents. The content-based approach to query clustering has been
criticized since queries are usually very short and consist of a wide variety of
keywords, making this method ineffective in finding clusters. Clustering based
on similar search results URLs has also performed inadequately due to the large
number of distinct URLs. Our previous work has demonstrated that a hybrid
approach combining the two is effective in generating good clusters. This study
aims to extend our work by using lexical knowledge from WordNet to examine
the effect on the quality of query clusters. Our results show that surprisingly,
the use of lexical knowledge does not produce any significant improvement in
quality, thus demonstrating the robustness of the hybrid clustering approach.

Keywords: Query Clustering, WordNet, Collaborative Querying.

1 Introduction

Collaborative querying is a tool for increasing the relevance of search results. It
borrows from research in information seeking behavior, demonstrating that
interaction and collaboration with others is an important part of the information
seeking process [10]. The technique typically uses a history of past search experiences
to enhance the current search [5]. Query clustering is often employed (e.g. [5], [16])
in collaborative querying, which mines the information contained in query logs to
discover queries that are similar to other queries based on various criteria.

Query clustering is different from document clustering where a document is
represented by a relatively large number of terms. In contrast, queries are usually
short and ambiguous [1]. Previous work has revealed that the average length of
queries submitted to Web search engines is usually 2 to 3 words [9]. Hence, it is often
difficult to judge the specific information need or semantics of the query terms. For
example, a user who types in “amazon” as a query may be looking for Amazon.com,
the online bookstore or for information on the Amazon River. Further, people use a
great variety of words to refer to the same thing [7].

Methods used for clustering queries can be categorized into content-based,
feedback-based and results-based approaches [5]. The feedback-based approach
assumes that if users clicked on the same documents for different queries, these
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queries are similar [13]. The results-based approach is based on the principle that if
two queries return the same result URLs, they are similar [2, 16]. These two
approaches make use of only the results URLs returned by the user’s query and have
the drawback that they ignore the information contained in the query terms.
Moreover, the number of distinct result URLs is very large in a Web search engine
which may lead to many similar queries not being grouped due to the lack of common
URLSs [2]. The content-based approach is based on the principle that if queries share a
certain number of common keywords, they can be considered as similar. Its success in
document clustering can be attributed to the fact that documents contain larger
number of terms and hence, it is easier to find related documents. On the other hand,
this approach performs poorly in the case of queries primarily because of short query
lengths. This limits its capacity to find similar queries which may express the same
information need but have been framed differently using different keywords.

A method for improved text classification that incorporates linguistic knowledge
into the content-based approach using hypernyms from WordNet was proposed in
[11]. The authors use synsets (groups of synonymous words interchangeable in some
context like {mode, style, fashion}) from WordNet to replace nouns and verbs in
documents. They were able to achieve a 47% drop in the number of errors as
compared to the bag-of-words approach. The best performance was observed for
cases where documents were authored by multiple authors employing very different
terminologies like Digitrad, a public domain collection of folk song lyrics.

A similarity may be drawn between queries and Digitrad in that users use very
different sets of keywords while searching [7]. Hence, it may be hypothesized that
incorporating linguistic knowledge into query clustering can improve the quality of
query clusters as compared to the content-based approach. This paper thus uses
lexical information from WordNet to generate query clusters, and compares its
performance against our previous query clustering approaches [5]. The synonymy
relations from WordNet are used to replace the query terms with appropriate synsets.
A new representation of query vectors in terms of the synsets is used to calculate the
similarity between query vectors. These similarity measures are then used to generate
query clusters. Finally, the quality of the generated clusters is measured using
performance measures such as average cluster size, coverage, precision and recall.
These results are then compared against those obtained from other approaches.

2 Related Work

The mining of query logs for the purposes of query reformulation has often been used
in research on collaborative querying [3, 6]. The information contained have then
been used either for query expansion [3] for suggesting terms related to users’ queries
to help in query reformulation [8] or for suggesting alternate queries to the user [6].
Using text mining techniques, these logs are processed to discover useful and
interesting patterns in queries. For example, [16] used the content-based and the
feedback-based approach for clustering queries from the Encarta encyclopedia and
found that a combination of the two approaches performed better than the individual
approaches at low thresholds of similarity. [5] presented a comparison of the content-
based and the results-based approaches, and a hybrid approach combining the two.



The Effect of Lexical Relationships on the Quality of Query Clusters 225

They concluded that the hybrid approach performed better than the two individual
approaches. Besides clustering, [4] used association rule mining to discover similar
queries within a query session of a particular user. A problem faced in this approach
is the difficulty in determining queries that form part of the same search session. Cui
et al. [3] proposed yet another method based on probabilistic correlations for isolating
similar queries. The algorithm established correlations between the query terms and
the clicked documents. Highly correlated terms were then used for query expansion.

The use of lexical and semantic information to improve retrieval has been
researched extensively. In particular, [11] replaced text with hypernym synsets from
WordNet for text classification. Their work concluded that this approach shows
significant improvement in accuracy where documents were authored by multiple
authors employing a wide range of terminologies. Besides text classification,
linguistic knowledge has also been applied to query expansion. Voorhees [15]
manually selected relevant synsets from WordNet for query expansion. It was found
that this technique improved retrieval effectiveness for queries that were short and
incompletely formulated but not as effective for well-framed long queries. A different
approach for query expansion, using knowledge of the semantic domain of the query
terms, rather than synonymy and hypernymy relations, was used by [14]. They draw
on knowledge about word co-occurrence from the word sense definitions in Wordnet.

Although there is a fair amount of research on the use of semantic knowledge to
improve document organization, its application to query clustering is limited. Our
study presents an automated method for extracting and applying synsets to cluster
queries. Since the query terms themselves are used to pick synsets, this approach also
makes use of the important information conveyed by the content of the query.

3 Query Clustering Mechanism

Six months of query logs obtained from the Nanyang Technological University
(NTU, Singapore) digital library was used in this work. The queries cover a wide
variety of subject areas such as various engineering disciplines, business, arts, etc.
The query logs were preprocessed similar to [5] for purposes of comparison. A
random sample of 35,000 queries was selected. Query terms were extracted leaving
out additional information such as advanced options. Repeated queries and queries
containing misspelled terms were discarded. Stop words were also removed.

After preprocessing, approximately 16,000 distinct queries were obtained. Before
passing these queries to WordNet, numbers and special characters were eliminated as
they would not be mapped to any synsets in WordNet. In addition, proper nouns such
as names of countries and authors were themselves treated as WordNet synsets
(eg. the query term “japan” was converted to the synset {Japan}). This was necessary
as it was observed that proper nouns were either converted into higher level synsets
such as {Asian country, Asian nation} for “japan” or they would not be recognized
and be eliminated. Proper nouns were detected with the help of WordNet as indicated
by the capitalization of the first letter of the word, for example { Asia}. Part-of-speech
taggers could not be applied to our queries since they identify proper nouns by the
case of the first letter while searchers typically do not pay attention to the case of
letters when they type in their queries. Table 1 shows some sample queries.
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3.1 Extracting Synonyms from Wordnet

Figure 1 shows an example of an entry in WordNet. The first line of the entry gives
the sense number, representing the different meanings of a word form. In the next
line, the 8-digit number is the unique identifier or synset offset of the synset {absent,
remove }, henceforth referred to as synsetID. The part of the record following the “__”
symbol is a gloss or definition of the synset followed by some examples of usage.

Sense |
{00409402 absent, remove -- (2o away or leave, "He absented hirmself™)

Fig. 1. An example of an entry in WordNet

Table 1. Algorithm for extracting synsets from Wordnet

1. read g, ;

2. for each g, e Q

3. word = dictionary.lookupIndexWord (POS.NOUN,q,) ;

4. if (word != null)

5. getSynset (q,) ;

6. word = dictionary.lookupIndexWord (POS.VERB,q,) ;

7. if (word != null)

8. getSynset (q,) ;

9. word = dictionary.lookupIndexWord (POS.ADJECTIVE,
Q)

10. if (word != null)

11. while (satellite synsets exist)

12. write synID, s;

13. function getSynset(q,)

14. get n;

15. for (i=1; i<=n ; i++)

16. getHypernymTree for sense i up to level 1;

17 write synID, s;

Key: Q = query; d, = query term; synlID = synsetlID; s =

synset; n = no. of senses

The JWNL API to WordNet (http://sourceforge.net/projects/jwordnet) was
implemented in a Java program to look up each query term and prepare a list of all its
synonym synsets along with the corresponding synsetID. The algorithm in Table 2
shows our approach. Firstly, query terms are read from a file. For each query term, we
first check WordNet to see if a noun form of the word exists (step 3). The
lookupIndexWord method searches for string q, in file POS.NOUN (the part-of-
speech noun word list of the dictionary). If the noun form exists, we call the function
getSynset() which does the rest of the processing. The same procedure is repeated for
the verb form (steps 6-8). For the adjective form (steps 9-12), we look for the satellite
synsets of the word, since an adjective does not have a hypernym tree as in the case of
nouns and verbs. If satellite synsets exist, the corresponding synsets and synsetIDs are
written to the query database.

Within getSynset() in step 13, we first find the number of senses in which the term
is defined (step 14) since we need to collect synsets from each. We then iterate over
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all the senses to extract the first child of the hypernym tree (in the getHypernymTree
method) which defines the synonyms of the word and retrieve the corresponding
synset and synsetID in steps 15-17. These are written to the query database.

Following this phase, query terms are replaced by synsets, identified by their
respective synsetIDs. Thus, while in the original content-based approach, queries
themselves form the feature set, in the new representation, each query is represented
as a feature vector in terms of a set of synsetIDs. Thus, if we define the set of queries
as Q =1{Q;, Q2...Q;, Qj.... Q,}, then each query Qj can be represented as:

O =<5t ms1 >3 <52 W2 S vveo s> Wisi >} (D

where s; is a synset in Q;, and wg; is the weight of the s;th synset.

3.2 Weighting of Synsets and Similarity Computation

In our approach, two or more query terms may be mapped onto the same synset. This
repetition enforces the context of a term’s usage in a query. Consequently, an
appropriate weighting scheme can be used to assign greater importance to these
repeating synsets over others. Here, the traditional TF-IDF scheme was used for
weighting the synsets. TF is the frequency of occurrence of a synset within a query, n
is the total number of queries and (f; is the query frequency.

tfioi'=1+ log( tfior) 4= mg(ﬁj @

Finally, the synset weight is calculated as:
wi = [+ log (i )]* iaf 3)

It should be noted that no distinction is made between parts of speech and word
senses when picking synsets. This is due to the fact that, as mentioned earlier, it is
difficult to discern the context of term usage. This is not a matter of concern in for
long queries, where many query terms map onto the same synset and increase the
weight of the relevant synset. As for short queries, the approach may cause some less
relevant queries to be clustered. However, since very short queries are typically
ambiguous and may not return a good set of results, it would be good to present the
user with a range of query suggestions to help in query reformulation.

Similar to [5], the cosine similarity measure is adopted for measuring similarity.
The numerator takes into account the synset vector containing common synsets
between two queries Q; and Q;. The cosine measure may thus be expressed as follows:

k
Zi:l cwigi X cwigj

k k
2 2
I ey T,

where cwiq refers to the weight of i™ common synset of Cjj in query Qi and wiq; is the
weight of the ith synset in query Qi.

Sim _ cosine(Q,. 0)=

“

3.3 Formation of Query Clusters and Their Evaluation

The clustering algorithm clusters two queries whenever their similarity value exceeds
a certain threshold. A cluster G is thus constructed for each query in the query set Q
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using the definition in Table 3 [12] where 1 < i < n, n being the total number of
queries. Sim_cosine is the similarity value calculated for a pair of queries (equation
4). Threshold is the minimum value of sim_cosine which determines whether two
queries should be clustered. Thus, different thresholds will result in different clusters.
We defined four similarity thresholds of 0.25, 0.50, 0.75 and 0.90 to measure the
quality of clusters, to facilitate comparison with [5]. The quality of the clusters at
these four thresholds is subsequently measured.

Table 2. Clustering Algorithm

for each Q; (1 <i<n)
foreach Q; (1<j<n)
if sim_cosine (Q;, Q;) > threshold then (Q,, Q;) £ G(Qy);

Our quality indices measure how close the clusters obtained by the clustering
algorithm are to those produced by human clustering. These measures include average
cluster size, coverage, precision and recall. The average cluster size measures the
ability of the clustering algorithm to provide recommended queries on a given query.
It thus quantifies the variety of queries recommended to a user. Coverage is defined as
the percentage of queries for which the clustering algorithm is able to provide a
cluster. Precision is defined as the ratio of number of similar queries to the total
number of queries in a cluster. Recall was difficult to compute as no standard clusters
were available in the data set. Hence, we used an alternative measure known as
normalized recall [16], defined as the ratio of the number of queries judged as
correctly clustered in the 100 sample clusters for a particular threshold, to the
maximum number of queries judged as correctly clustered in the 100 sample clusters
across all thresholds. In order to compute precision and recall, a sample of 100
clusters were manually evaluated by two evaluators. Analysis of variance tests
(ANOVA) were also conducted to reveal whether there were significant differences in
average cluster size, precision and recall across thresholds. The chi-square test was
used to measure the effect of thresholds on coverage, as the values were categorical.

4 Experimental Findings

By varying the similarity thresholds from 0.25 to 0.90, average cluster size decreases
from 93.09 to 10.42 (Table 4). A one-way ANOVA yielded a statistically significant
variability in average cluster size across the thresholds, F (3) = 29.03, p < .001. At
lower thresholds the clustering algorithm is able to provide a wider variety of queries
for a given query. As stated earlier, users tend to use a variety of words to express the
same information need. Clustering with content words alone is unable to find queries
that use synonyms of the same word, and hence the size of generated clusters is small
as in [5]. The larger cluster sizes in our present work can be attributed to enriching the
queries with semantic information. In terms of coverage, even at a threshold of 0.90,
the algorithm is able to provide clusters for a majority of queries (86.25%). At a
threshold of 0.25, nearly all queries (99.56%) belong to one or more clusters, and
hence, the probability of a user getting a recommendation for his query is high. A
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chi-square test for differences in coverage was statistically significant, X* (3, N=48
000) = 4810, p < .001. The high coverage indicates that this approach is good at
finding related queries for a given query.

The values for precision indicate an increase from 65.40% at a threshold of 0.25 to
93.21% at 0.90, indicating that at this threshold, a good percentage of queries have
been correctly clustered. A one-way ANOVA yielded a statistically significant
variability in precision across the four thresholds, F (3) = 20.88, p < .001. An
examination of our clusters revealed an interesting observation which would also be
applicable to the content-based approach. Most queries were very short and contained
common and ambiguous words like “basic”, “process” and “design”. At higher
thresholds of similarity, their effect is minimized by the more important concepts in
the query like “malay” in the query “basic malay”. On the other hand, at lower
thresholds, these words act as stopwords and tend to attract many irrelevant queries to
the cluster. Figure 2 illustrates this phenomenon where the broad keyword “process”
attracts queries which are not appropriate in the light of the core concept of the query,
i.e. desalination. This affects the precision at lower thresholds to some extent.
However, at the threshold of 0.50, this issue is mitigated as precision is good at 80%,
which means that the chances of a user getting a good recommendation are high.

Table 3. Performance Results

Threshold

Performance Measure 0.25 0.50 0.75 0.90
Average Cluster Size 93.09 39.67 16.87 10.42
Coverage 0.99 0.98 0.93 0.86
Precision 0.65 0.80 0.86 0.93
Recall 1.00 0.52 0.24 0.16

desalination hrocess cunstruction.process and madel

desalination process thin film process

desalination process Managing product and process development

desalination process video process

desalination process business process analysis

Fig. 2. Incorrectly clustered queries at threshold 0.25

For the normalized recall computation [8], the maximum number of correctly
clustered queries resulted for threshold 0.25. Hence, recall at this threshold was 100%
[5], indicating that all the similar queries had been clustered. As can be seen from the
table, there is a sharp drop in recall in the threshold range [0.25, 0.75]. A one-way
ANOVA yielded a statistically significant variability in recall across the thresholds, F
(3) = 15.80, p < .001. Although the normalized recall is only an approximate measure
of recall, it is able to give a fairly good indication of recall. Similar to the traditional
recall measure, the normalized recall also varies inversely as precision and gives an
estimate of the percentage of similar queries that have been clustered. Recall is good
in the threshold range [0.25, 0.50] but suffers at higher thresholds as compared to [5].
The low recall at higher thresholds can be attributed to two reasons:
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1. The clustering algorithm was not able to relate acronyms with their corresponding
expanded forms (eg “OOP” and “object-oriented programming”). Hence, though
queries containing these terms should have been clustered, they were treated as
different. Some form of acronym resolution would be required to resolve this.

2. A number of queries contained technical terms which do not occur in the WordNet
database (eg. “likert scale”, “OCR recognition”). Hence such terms were not
provided with synsets, which resulted in inappropriate weighting of such queries.
In the query “fabrication of CMOS” for instance, the term CMOS, which is the
main subject matter of the query, is eliminated since it is not found in WordNet.
Thus, queries such as “CMOS VLSI”, and “analogue circuit design cmos” are not
clustered. These would otherwise have been clustered using the simple content-
based approach. This problem could be resolved by using an appropriate thesaurus.

4.1 Comparison of Results with Other Approaches

The results of our present work and those obtained by [5] are compared in Figure 3.
Four clustering approaches have been plotted: Sim_syn (our synonym-based
approach); Sim_cos (simple content-based approach); Sim_res (results-based
approach); Sim_hyb (hybrid approach combining sim_cos and sim_res) [5].
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Fig. 3. Comparison of results with [5], (a) avg cluster size, (b) coverage, (c) precision, (d) recall

As can be seen from the figure, average cluster sizes are highest for sim_syn at
most thresholds. At thresholds of 0.5 and above, the cluster sizes produced by this
algorithm are the best, but at 0.25, the cluster sizes are too large to be of much value.
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In terms of coverage, sim_syn performs better with respect to the other approaches
consistently, having clustered nearly all queries at the 0.25 threshold. This indicates
that sim_syn has a better ability to provide recommendations for a given query. In
terms of precision, sim_res gives the best set of results (nearly 100% in the threshold
range [0.50, 0.90]). Sim_syn performs only slightly better than sim_cos at the lower
thresholds. Sim_hyb performs best with respect to recall at the higher thresholds,
where nearly 80% of similar queries have been clustered at threshold 0.90. At the
lower thresholds, sim_syn performs best for recall.

Our results indicate that the use of lexical information yields only slight
improvement in the quality of query clusters as compared to the content-based
approach. Since it uses the content of the query terms to add lexical information, it is
affected by many of the inherent weaknesses of the content-based approach. Even
though in many cases the synonym based approach is able to find queries which
would not otherwise have been clustered by the content-based approach, as shown in
Table 5, the ambiguity of query terms also helps to attract irrelevant queries to the
cluster. This greatly compromises on the precision of query clusters.

Table 4. Examples of clustered queries

Query Related Query
the econometrics of financial returns Macroeconomics Blanchard
welding of ultra high strength steel Soldering
procurement process Internet purchase

Recall suffers mainly on account of the large number of technical terms in our
queries which were not adequately handled by WordNet. This synonym-based
approach might be more useful in the case of longer queries, or where the context of
the query is better understood through other means such as by examining results
documents. This way, query terms can be properly weighted to reflect their relative
importance. This will in turn help to select appropriate synonyms in order to increase
the precision. Each of the approaches discussed above perform well with respect to
some quality measure, so by combining them in a suitable way, more balanced sets of
results can be achieved. This is demonstrated by sim_hybrid, which combines the
content-based approach and the results-based approach. It discounts the limitations of
each of the approaches while also combining their strengths. Hence, the hybrid
approach for query clustering is more robust as it can provide the best quality
recommendations for a given query as compared to any other approach.

5 Conclusion

Our results show that by integrating lexical knowledge (using WordNet) in query
clustering, coverage increases but precision and recall of clusters is low. While the
technique is able to find many queries that are related but are not identified by the
content-based approach (e.g. [5]), it does not perform as well as the hybrid approach,
combining the content-based and results-based approaches. Thus, the short length of
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queries may pose a problem to forming good quality query clusters even when lexical
information is added. Techniques for better understanding the content of queries are
therefore required before lexical information can be applied accurately to queries.

Given our findings, we propose to extend our work, firstly, by applying word sense
disambiguation or part-of-speech resolution on the query terms to enhance the
precision of query clusters. Statistically determining word co-occurrence information
from a large corpus is one possible way of doing so (e.g. [13]). Such co-occurrence
patterns in queries can be used to pick out only relevant synsets instead of the
complete list. It may also be possible to categorize queries according to genre or
subject domain using available taxonomies such as Google Directory. This approach
will allow users to choose optimally from their area of interest without forcing them
to consider all forms of alternate queries.
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Abstract. This paper describes a query generation using semantic features to
represent the information demand of users for question answering and
information retrieval. One of fundamental reasons why unwanted results are
included in responses of all information retrieval systems is because queries do
not exactly represent the information demand of users. To solve this problem, a
query generaton using the semantic feature is intended to extract semantic
features which appear commonly in natural language questions of similar type
and utilize them for question answering and information retrieval. We extract
semantic features from natural language questions using a grammar and
generate queries which represent enough information demands of users using
semantic features and syntactic structures. For performance improvement of
question answering and information retrieval, we introduce a query-document
similarity used to rank documents which include generated queries in the high
position. We evaluated our mechanism using 100 queries about a person in the
web. There was a notable improvement in the precision at N documents when
our approach is applied. Especially, we found that an efficient document
retrieval is possible by a question analysis based on semantic features on natural
language questions which are comparatively short but fully expressing the
information demand of users.

Keywords: Question Analysis, Query Generation, Semantic Feature, Question
Answering, Information Retrieval.

1 Introduction

IR(Information Retrieval) techniques used to find information fast and exactly from
tremendous documents in the web have been rapidly developed with the growth and
commercial application of the Internet. However, we can often find that high ranked
documents retrieved from a general web search engine may be far from a user
intension. Therefore, effective retrieval and rank techniques are needed to provide
more relevant documents to users and question answering systems are demanded for
user’s convenience.

The task of a QA(Question Answering) system is to provide direct, succinct
responses to natural language questions posed by a user. Functionally, most question
answering systems today can be decomposed into four major components: question
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© Springer-Verlag Berlin Heidelberg 2006
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analysis, document retrieval, passage retrieval, and answer extraction [1]. The
question analysis component classifies user questions by expected semantic types of
answers, e.g., the expected answer type of “Who wrote Hamlet?” is a person. That is
only the difference of the question analysis component between QA system and IR
system.

Current research trends tend to focus on applying an NLP(Natural Language
Processing) technique for an efficient IR [2], [3], [4], [5]. However, such approaches
cannot effectively reflect the meaning of sentences by using only index terms because
NLP techniques used in almost commercial IR systems index questions and
documents by using the morpheme analysis or n-gram method. Retrieval results of all
IR systems include non-relevant documents because the index cannot naturally reflect
the contents of documents and queries used in IR systems cannot represent enough
information demands of users [6]. Most of IR systems extract index terms from the
user’s question and generate queries by the query expansion for index terms [7], [8],
[9]. But the statistical IR model cannot understand a user’s intention because it does
not consider semantics of index terms. That is an essential reason of the inaccurate IR.
Although query expansion can increase recall, it is operationally impractical because
the precision of top ranked documents can be lower than IR systems without query
expansion [10], [11], [12], [13].

There was research about the generation of lexical paraphrases of queries posed to
Internet resource [14]. Such paraphrases are generated using WordNet and part-of-
speech information to propose synonyms for the content words in the queries.
Statistical information, obtained from a corpus, is then used to rank the paraphrases.
However, this approach generates only lexical paraphrases that do not consider the
semantics of queries. This is similar to the approach that uses only synonyms for
query expansion.

In this paper, we propose a query generation using semantic features which reflect
a user’s intention in queries. To improve the precision of top ranked documents, we
analyze the user’s intention from natural language questions and utilize it for the IR.
General IR systems cannot rank documents retrieved by the expanded query in high
position because they give a lower weight to the expanded query than to the index
term of the user’s question. It means that the query expansion does not have an
influence on information retrieval results. Therefore, we analyze the user’s question
semantically and extract semantic features from it. And then we generate queries
which represent enough information demands of users and suggest the query-
document similarity used to rank documents which include generated queries in high
position.

2 Query Generation Using Semantic Features

Query generation using semantic features applies NLP techniques on a user’s natural
language questions and analyzes them semantically to generate queries for an efficient
IR. We extract semantic features from a user’s natural language questions and
generate queries using them. Let’s consider following questions, where an answer
type is either an author or time.
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(Author 1) Who wrote Hamlet?

(Author 2) Who is the author of the book, “The Iron Lady: A Biography of
Margaret Thatcher”?

(Author 3) Writer of “Romeo and Juliet”?

(Time 1) When was the American Legion founded?
(Time 2) When was the Louvre transformed into a museum?
(Time 3) When was Hong Kong returned to Chinese sovereignty?

Semantic features are common concepts occurred in a similar type of questions
such as the title of a book, an interrogative pronoun in case of questions for authors of
a book. We can see semantic features to be used commonly to represent the
information demand of users in questions (Author 1-3) whose answer type is an
author. They are titles of books (“The Iron Lady: A Biography of Margaret Thatcher”,
“Hamlet”, “Romeo and Juliet”), an interrogative pronoun (who), nouns to express the
author (author, writer), verbs to express the author (write), and nouns to express the
genre (book). Semantic features to be used commonly in questions (Time 1-3) whose
answer type is time are objects of an event (American Legion, Louvre, Hong Kong),
verbs to represent an event (found, transform, return), an interrogative pronoun
(when), and nouns to be related with an event (museum, Chinese, sovereignty).

The statistical IR model extracts index terms (Who, write, Hamlet) from Author 1
and index terms (When, American Legion, found) from Time 1. Then it generates
queries using index terms and retrieves relevant documents by the query-document
similarity. Therefore, it will retrieve a document which includes simply many index
terms than a document which includes sentences such as “Shakespeare is the author of
Hamlet” as a more relevant document. Besides, users consider the precision at top
documents more important than the total precision because most IR systems offer
results over the hundreds of thousands of documents. To solve this problem and
improve the users' retrieval satisfaction, we extract semantic features from a user’s
natural language questions and generate queries by using them for an efficient IR.

< Results of Query Generation using Semantic Features >

(Author 1) Who wrote Hamlet?

* Answer type : Person

* Subtype of the answer : Author

* The title of a book : Hamlet

* Generated queries :
writelwrotelto writel... Hamlet
composelcomposed|to composel... Hamlet
writerlauthor of Hamlet

(Time 1) When was the American Legion founded?
* Answer type : Time
* Subtype of the answer : Date of Foundation
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* Object of a event : American Legion

* Generated queries :
American Legion foundedlorganizedlestablished!... (in)
American Legion was foundedlorganizedlestablishedl... (in)
American Legion, which was foundedlorganizedlestablishedl... (in)

As shown above, we determine answer types and subtypes of answers and extract
semantic features from user’s questions. Then we generate queries using them and
utilize queries for an IR. We can rank a document which include generated queries in
the high position and improve the precision of top documents. Other approaches that
do not analyze the user’s question semantically cannot obtain queries whose syntactic
structure is different from the user’s question, but our approach can generate queries
using the subtype of the answer and semantic features as <Results of Query
Generation using Semantic Features>.

2.1 Semantic Feature Extraction

Semantic features are common concepts occurred in similar types of questions such as
the title of a book, nationality of an author in case of question for the author of a
book. A semantic feature is not simple meaning of a word but the super ordinate
concept of a word to be used in sentences and is used to represent the user’s intention.
We defined subtypes of the answer and semantic features from 643 questions about a
person in TREC-8/TREC-9 corpus and Web, and we constructed a semantic feature
dictionary of nouns and verbs by tagging semantic features on those questions and
expanded it using a synonym dictionary.

Table 1 shows a sample of subtypes of the answer and semantic features. The
subtype of the answer is classified by 24 categories such as author, family,
prizewinner, politician, developer, inventor, scholar, entertainer, player etc. The
subtype “Common” includes semantic features commonly used in all subtypes. The
total number of semantic features is 125. The semantic feature dictionary consists of
1761 nouns and 278 verbs.

Table 1. The sample of subtypes of the answer and semantic features

Subtype of the answer Semantic Features
Common Nationality, Time, Sex, Person, ...
Author Title, Pen_Name, Author_Noun, Author_Verb, ...
Family Relationship, Standard_Person, Relationship_Info, ...
Prizewinner Prize, Prize_Noun, Prize_Verb, Ceremony/Place, ...
Politician Position, Event, Organization, Election_Noun, ...

We designed a grammar for semantic feature extraction in order to determine the
subtype of answers and extract semantic features from a user’s questions. Such a
grammar is represented as semantic features and grammatical morphemes in order to
consider semantic and syntactic structure of the user’s questions. Fig. 1 shows the
BNF notation of the semantic feature extraction grammar and characteristics of
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Korean considered in our discussion. The semantic feature extraction grammar
consists of lists of <word information> and <word information> consists of semantic
features and grammatical morphemes according to the subtype of the answer.

<Subtype of the Answer> ::= <Word List>
<Word List> ::= <Word Information> | <Word List><Word Information>
<Word Information> ::= ‘(’ <Semantic Feature> )’ |
‘(" <Semantic Feature> <Grammatical Morpheme> )’
<Semantic Feature> ::= ‘@Who’|* @Person’|° @ Author_N’|*@ Author_V’|°@Genre’|
‘@Family’[‘#Standard_Person’|‘#Book’l...
<Grammatical Morpheme> ::= ‘jc’I'jx’|jm’|‘etm’|‘co’|‘ef’|‘0j’|‘co+etm’

jc : case particle co : copula
jx : auxiliary particle etm : adnominal transition ending
jm : adnominal case particle ef : sentence ending

0j : objective case particle

‘@’ is a property symbol whose semantic feature is found in semantic feature dictionary.
“# is a property symbol whose semantic feature is extracted from the user’s question.

Fig. 1. BNF notation for the semantic feature extraction grammar

* Example of the semantic feature extraction grammar for the author

4. (#Book jc) (@Author_V etm) (@Person|@ Author_N jx?) (@Who)?
5. (#Book jm) (@ Author_N jx?) (@Who)?

The above example is a semantic feature extraction grammar for ‘author’ that is
represented as an extended BNF. The following example shows results of the
semantic feature extraction using the grammar.

< Results of the semantic feature extraction >

(Question 1) Hamlet-eul jeo-sul-han sa-ram-eun nu-gu-in-ga? (Korean)
(Who wrote Hamlet?)
* Applied grammar :
(#Book jc) (@Author_V etm) (@Personl@ Author_N jx?) (@Who)?
* Answer type : Person
* Subtype of the answer : Author
* The title of a book : Hamlet

(Question 2) Hamlet-ui jeo-ja-neun? (Korean)
(Author of Hamlet?)
* Applied grammar : (#Book jm) (@ Author_N jx?) (@Who)?
* Answer type : Person
* Subtype of the answer : Author
* The title of a book : Hamlet
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As noted, we can determine subtypes of answers and extract semantic features
from the user’s question. They are used to generate queries for an efficient IR. Our
approach can analyze user’s questions equally whose syntactic structure is different as
Question 1 and Question 2 and we can determine the subtype of the answer(‘“Author’)
and extract semantic feature(Title: “Hamlet’”) from them.

If there is not the semantic feature extraction grammar to be applied to a user’s
questions, we extract semantic features from the user’s questions by the syntactic
structure. We classified questions whose answer type is a person into the question
which includes a verb and the question which doesn’t include a verb. The question
which includes a verb consists of Event_V (verb to represent an event), Person (noun
to represent a person), Property_N (noun to represent the property of a person such as
doctor, author, and so on), and Who (interrogative). The question which does not
include a verb consists of Property_N, NP (noun phrase), and Who. Therefore, we
designed the semantic feature extraction grammar according to the syntactic structure
of Korean natural language questions as follow.

* Semantic Feature Extraction Grammar for the question which includes a verb
1. (NP jc) (#Event_V etm) (@Personl@Property_N) (@Who)?
2. (NP jx) (@Who) (#Event_V ef)
3. (@Who) (NP jc) (#Event_V ef)

* Semantic Feature Extraction Grammar for the question which does not include a
verb
1. (NP jm) (@Property_N) (@Who)?
2. (NP jc) (@Property_N) (@Who)?
3. (@Property_N) (@Who)?

Although we cannot determine the subtype of the answer, we can extract semantic
features from a user’s question which has not the semantic feature extraction grammar
to be applied as below.

< Results of the semantic feature extraction >

(Question 3) Nam-keuk-e do-chak-han choi-cho-ui sa-ram-eun? (Korean)
(Who arrived first at the South Pole?)
* Applied grammar :
(NP jc) (#Event_V etm) (@Personl@Property_N) (@Who)?
* Answer type : Person
* Clue adverb : choi-cho(first)
* Event_V : do-chak-ha(arrive)
* NP : Nam-keuk(the South Pole)

2.2 Query Generation

We designed query generation rules in order to generate queries for an efficient IR,
and it is made of semantic features and grammatical morphemes. The query
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generation rules have syntactic structures used to represent an answer. We can
generate queries using the query generation rules, semantic features, semantic feature
dictionary, and synonym dictionary. The rule, <Query generation rules for an author>,
is an example of query generation rules for an author.

< Query generation rules for an author >

1. (Book 0j) (Author_V)

2. (Book jm) (Author_N)

3. (Book_Info jc) (About) (Genre 0j) (Author_V)
4. (Book co+etm) (Genre 0j) (Author_V)

5. (Book co+etm) (Genre jm) (Author_N)

We can generate queries using query generation rules and results of the semantic
feature extraction of (Question 1) and (Question 2) as below.

< Results of the query generation >

* Query generation rule 1 : (Book 0j) (Author_V)
= Book(The title of a book) : Hamlet

= Author_V : jeo-sul-ha, jeo-jak-ha, ...... , Sseu
= Generated queries :
Hamlet-eul jeo-sul-haljeo-jak-hal...... Isseu
(writelwrotel...... Ito compose Hamlet)

* Query generation rule 2 : (Book jm) (Author_N)
= Book(The title of a book) : Hamlet

= Author_N: jeo-ja, jak-ga, ...... , geul-sseun-i
= Generated queries :
Hamlet-ui jeo-jaljak-gal...... Igeul-sseun-i

(writerlauthor of Hamlet)

Our approach can generate same queries from questions (Question 1 and Question
2) whose syntactic structures are different. We can generate queries such as ‘write
Hamlet’, ‘wrote Hamlet’, ‘to write Hamlet’, ‘author of Hamlet’, ‘writer of Hamlet’
from the subtype of the answer ‘Author’ and the title of a book ‘Hamlet’ in the query
generation. We use generated queries to improve the precision of top documents at IR
systems. We calculate the query-document similarity by using formula (1) to rank a
document which includes generated queries in the high position.

it d,-G,, #0 then sim(d,.q,)=d, -G,
(1)

|

i'éu
PATR

i u

iy

else sim(d,,q,) =
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di : document, ¢, : user’s question, dl- : document vector

—

4, : generated query vector, ¢, : query vector by query expansion

Formula (1) is a transformation of the cosine coefficient to determine query-
document similarity in the vector model. We can rank documents by formula (1)
because queries are generated by semantic features and syntactic structures which are
used to represent an answer. We can increase the precision at N documents by ranking
documents which include an expanded query in the high position.

3 Experimental Results

We randomly selected 100 questions as a test set from natural language questions
whose answer type is a person. They were questions which were used actually for IR
in the Web. We measured the precision at N documents. In our experiments, we used
Google and Yahoo as the IR systems and used only top 30 results of such systems for
the precision at N documents.

Table 2 shows the IR result of Google and Yahoo for the test set and Table 3
shows the precision at N documents.

Table 2. The result of Google and Yahoo for the test set

Number of Numper of | Number of Macrg Micrq
Questions Retrieved Relevant Averfflgln g Averfflgln g
Documents | Documents | Precision Precision
Google 100 1,896 904 0.5023 0.4768
Yahoo 100 2,281 1067 0.4604 0.4678
Table 3. Precision at N documents
Micro Averaging Precision
Google+ Yahoo+
N Google Our ap[g;roach Yahoo Our approach
At 3 docs 0.5839 0.8029(+0.2190) 0.5804 0.8042(+0.2238)
At 5 docs 0.5853 0.7696(+0.1843) 0.5570 0.7426(+0.1856)
At 10 docs 0.5479 0.6462(+0.0983) 0.5106 0.6038(+0.0932)
At 15 docs 0.5229 0.5908(+0.0679) 0.4776 0.5412(+0.0636)
At 20 docs 0.4881 0.5410(+0.0529) 0.4576 0.5061(+0.0485)

Precision at N documents: The percentage of documents retrieved in the top N that
is relevant. If the number of documents retrieved is fewer than N, then all
missing documents are assumed to be non-relevant. Precision considers each
retrieved relevant document to be equally important, no matter what is
retrieved for a query with 500 relevant documents or a query with two
relevant documents.
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In case that the suggested query generation is applied to Google and Yahoo, the
test of precision at N documents was improved by +0.2214(N=3), +0.1850(N=5) and
+0.0958 (N=10). If our approach is applied to more documents, the precision at N
documents can be improved more than that of table 3. Especially, the improvement of
precision at N documents means that performance of information retrieval systems
and users' retrieval satisfaction level can be highly improved. In addition, we found
that it is possible to make information retrieval more efficient by analyzing questions
based on semantic features of natural language questions which are comparatively
short but fully expressing a user’s intentions.

4 Conclusion and Future Work

In this paper, we proposed query generation using semantic features for an efficient
IR. Semantic features are common concepts occurred in questions whose answer type
is same. We defined subtypes of answers and semantic features from questions whose
answer type is a person, and we constructed the semantic feature dictionary for nouns
and verbs using those questions and synonym dictionary. We analyzed the user’s
questions semantically, determined the subtype of the answer, and extracted semantic
features. And then we generated queries which represent enough the information
demands of users using them and ranked documents by our query-document
similarity. We could increase the precision at N documents by ranking documents
which include generated queries in the high position.

In case the suggested approach is applied to Google and Yahoo, our experiments
showed that our approach results in a notable improvement (+0.2214, N=3) in the
precision at N documents. It means that our approach can be used for an efficient IR.
Especially, the improvement of precision at N documents means that performance of
information retrieval systems and users' retrieval satisfaction level can be highly
improved.

Our approach is language independent except for semantic feature extraction
grammars and query generation rules. They include characteristics of the language
such as syntactic structures and grammatical morphemes.

As our future work, we consider to expand the semantic feature extraction
grammar and the query generation rules for various users’ questions. Also, we have a
plan to apply our approach to other questions besides questions whose answer type is
a person. We can expect a performance improvement though only the semantic
feature extraction grammar and the query generation rules for question types which
are used often are expanded.

Acknowledgments. This research was supported by the MIC(Ministry of Information
and Communication), Korea, under the ITRC(Information Technology Research
Center) support program supervised by the IITA(Institute of Information Technology
Assessment).
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Abstract. Conventional Web search engines rank their searched results
page by page. That is, conventionally, the information unit for both
searching and ranking is a single Web page. There are, however, cases
where a set of searched pages shows a better similarity (relevance) to
a given (keyword) query than each individually searched page. This is
because the information a user wishes to have is sometimes distributed
on multiple Web pages. In such cases, the information unit used for
ranking should be a set of pages rather than a single page. In this paper,
we propose the notion of a “page set ranking”, which is to rank each
pertinent set of searched Web pages. We describe our new algorithm
of the page set ranking to efficiently construct and rank page sets. We
present some experimental results and the effectiveness of our approach.

1 Introduction

Conventional search engines can mostly find pertinent search results. However,
when the information, that a user wishes to have, is sometimes distributed on
multiple pages, no single Web page satisfy the users’ demands, and so they can’t
find pertinent search results.

First example is the case where users wish to have the overview about “Edin-
burgh”. In this case, the users need the page sets that describe as many aspects
of Edinburgh such as its history, culture, industry, gourmet, sightseeing, and so
on as possible. (We call this type of query “overview query”.)

Second example is the case where users wish to know the relationships between
“wind power generation” and “nuclear power generation”. Some pages may be
described from the viewpoint of wind power generation and others from the
viewpoint of nuclear power generation. A single page with one viewpoint will
not provide enough answers. In this case, the users need page sets consisting
of the pages described from different viewpoints. (We call this type of query
“comparison query”.)

In this paper, we propose a new ranking algorithm, called the “page set rank-
ing”, which ranks the sets of the searched Web pages in stead of individual Web
pages. We take a vector-space model based approach for the page set ranking.
In page set ranking, we can efficiently compute the ranking by using “valuable”
page sets. Here, a valuable page set intuitively means a page set whose similarity
degree to a query is greater than the similarity degree of any subsets of itself to
the query. We show our evaluation results and the effectiveness of our approach.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 244-253, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Related Work

Cutting et al. proposed document clustering for efficient browsing [1], and some
search engines take this approach. They prepare clusters from search results and
display each page[2]. In this approach, the users know which results are similar
but do not know how to choose the results when more information is needed.

Conventional Web search engines compute ranking scores for searched pages
by the content-analysis approach (computation of page similarity to a query)
or the link-analysis approach (such as Google’s PageRank[3]). We also use the
content-analysis approach like classic information retrieval. We proposed a page
pair ranking[4] and now are expanding it to arbitrary page sets. Sun et al. also
proposed CWSJ[5] to search two comparative pages described two given keywords
respectively and make page pairs from them. In CWS, users should compare two
pages to know the differences about two keywords. However, page pair ranking is
to search pages in which two given keywords are compared and make page pairs
from Web pages described from different viewpoints. Therefore, in page pair
ranking, the authors of pages have already compared about two keywords and
provided their viewpoint to users, and it is easy to understand the differences
for users.

The major differences between these work and other work is that the infor-
mation unit for ranking is not a single page, but a page set. Extensions of our
approach to the link-analysis method remain as future work. Figure 1 shows the
relationship between our approach and other research.

Ranking method

——————
- ~<

Link- Conventional ,~~

X Future work y
based | ‘Search Engine “~~..___ B _,,»"
Content- Classic IR Page Pair Ranking—s(page Set Ranking
based CWS
Ranking
Single page Page-pair Page set unit

Fig. 1. Relationship between our approach and other research

3 Page Set Ranking

3.1 Basic Concept

The “page set ranking” is a method to construct page sets from individual Web
pages, evaluating and ranking them as ranking units instead of page-by-page
ranking. Figure 2 shows our concept of page set ranking.
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Total feature

Page set

Inter-page
relationship

Fig. 2. Image of page set ranking

The page set ranking uses mainly two aspects. They are “total feature” and
“inter-page relationship” of the page sets. The total feature aspect corresponds
to the information found in a page set. The inter-page relationship aspect cor-
responds to what pages compose the set. With the page set ranking, different
ranking functions and the constraints which a desirable page set should satisfy
are implemented for each purpose. They are related to the total feature and
inter-page relationship.

The purpose of page set ranking is to find the page sets that have high scores
of functions and satisfy the constraints. In general case, we must examine all
of the possible page sets, and the time complexity is O(2"). However, by using
the characteristics of the ranking function and constraints, we can reduce the
ranking costs.

3.2 Model

We use the vector-space model to express the feature of Web pages, page sets, and
queries. The Term Frequency/Inverse Document Frequency (TFIDF)[6] word
weighting method is used for the feature-vector. Given a page p, a term t and a
set of pages P, we define the term weight of term ¢ by:

w(t,p, P) =tf'(t,p) - idf (t, P) - wq(t, q) (1)
tf is the number of times words appear in each document,
/ _ [log(tf(t,p)) +1 (if tf(t,p) # 0)
tf(tp) = {0 (if otherwise.) (2)
IDF of keyword t is calculated as follows:
. log 1Pl + 1 (if df (¢, P) # 0)
idf (t, P) = df (t, P) ’ (3)
0 (if otherwise.)

|P| is the number of pages in P, and df (¢, P) is the number of pages including
term ¢. wq(t,q) is the weight for the term in the query. Its value is 2 when the
query q or its detailing keywords[7] include term ¢. Otherwise, it is 1.
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s = {p1,---,pn} denotes that page set s consists of pages p1, -+, Dn. Di € S
denotes page p; is one of the pages which compose page set s. {p} is a page
set which consists of page p only, and s U {p} = {p1,--+,pn,p}. s C s denotes
pes = pes, where s # s

In the feature-vector of a page set, the TF values are the summation of the
TF values of each member of the page set, and the IDF values are calculated
from all of the possible page sets. We define the term weight of a page set as
follows:

w/(tv S, P) = tf/(tv C) ' de(tﬂ 2P) : wq(tv Q) (4)
/ log(tf(t,s)) +1 (if tf(t,5) # 0)
tf(ts) = {0 ° (if otherwise.)
tf(t,s) =Y tf(t,p),

where 27 is the power set of P.
df (t,2F) = (2|P| -1)— (QIPIfdf(t,P) -1)= 2|P|*df(t’P)(2df(t’P) -1) (5

From equation (5), IDF is calculated and approximated as follows:

jdf(t,27) =1 @ -1 1

idf (¢,27) = log 2IPl—df (t.P) (2df (+.P) _ 1) +
= log(1 —27171) —log(1 — 277 41 (6)
~ 1 —log(1 — 274 %P (7)

When |P| is large, we can approximate equation (6) to equation (7).
|s| is the number of pages that compose page set s. The evaluation vector v
is computed from query ¢ and depends on the purpose of the ranking.

3.3 Evaluation Function

In order to evaluate a given page set s, we prepared the following three evaluation
functions:

— query-set similarity: sim(s,q) = cos(vs, vq)

— inter-page similarity: ips(s) = max (sim(vp,, vp;))
Pisp;€s
— inter-page un-similarity:

ipu(s) = | TI (1= cos(up,vp,)) (m=|sl(ls| = 1)/2)

Pi,P;ES

vs is the feature vector of page set s and v, is the feature vector of a page p.
We adopt a cosine correlation value for the similarity. That is, the similarity for
feature vectors v; and vy is calculated as cos(vy,v2) = (v1 - v2)/(|v1]|va]).
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Query-set similarity indicates how pertinent a page set is for a given query.
This corresponds to the total feature previously mentioned. Page sets with higher
values are the better page sets. Inter-page similarity indicates how much dupli-
cation there is between pages in a page set. This corresponds to the inter-page
relationship. Inter-page un-similarity indicates how many differences there are
between pages in a page set. This also corresponds to the inter-page relationship.

3.4 Valuable Page Set and Page

A “valuable” page set s is defined as a page set that satisfies the following;:
Vs' C s, sim(s,q) — sim(s’,q) > Oaify (8)

Here, ¢ and 64,7y denote a given query and a predefined threshold value, re-
spectively. It is possible that there is a valuable page set that includes another
valuable page set s. Valuable page set is pertinent as a ranking target.

We also define a “valuable page” p for a page set s, if p satisfies the following:

sim(s U {p},q) — maz(sim(s,q), sim({p},q)) > Oaiy (p & 5) 9)

4 Ranking Algorithm

4.1 Basic Algorithm

By being given searched Web pages by a search engine, we gather the set of Web
pages and construct and rank page sets made from them. In order to gather a
set of Web pages, we use a conventional search engine. The conventional search
engine can find the pertinent individual pages. When we construct and rank the
page sets, we use the ranking scores under the constraints for the pertinence.
A ranking score is used to decide the ranking of page sets. A constraint for
pertinence is the constraint which the pertinent page sets should satisfy. The
ranking score and constraints for pertinence are different for each purpose. The
constraints for pertinence reduce the number of page sets to be constructed.
However, the number is still too large to calculate all the ranking scores.

In order to solve this problem, we introduce constraints for the approximation,
and we adopt maximal and valuable page set as our ranking target.

A constraint for approximation is the constraint which most of the pertinent
page sets satisfy. When the constraints for approximation are used, we can’t find
some of pertinent page sets but the number of page sets to be constructed is
reduced. The constraints for approximation are also different for each purpose.

We define a maximal page set s as a page set that satisfies following condition:
Ap € Pst.pds, s =sU{p}, s satisfies the constraints for pertinence and
the constraints for approximation. (P is a set of searched pages.) When we add
the pages to the page sets one by one, maximal page sets can be found by a
width-first search. It also reduces the number of the page sets to be constructed.
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Our basic algorithm for page set ranking is as follows:

Gather P = {p1,p2,- -+, pn} with the search engine using search keywords

Compute an evaluation vector v, from query ¢

S = {{pl}v"'a{pn}}viH 17L<_¢

Sit1 < ¢

For s € S; compute s’ =sU{p} (p € P, p¢s)

(a) For all ¢,
if s’ satisfies the constraints for pertinence and approximation
then S;41 «— S;+1 U {8/}

(b) If s is a maximal page set then L «— LU {s}

6. If S;11 # ¢ then i — i+ 1, goto 4

else sort s € L by the ranking score

Gl o=

S; is a set of page sets whose number of pages are 7. L is a set of candidate page
sets.

4.2 Algorithm for Overview Query

Overview query is to get the overview about given keywords. In overview queries,
total feature is more important than inter-page relationship. Therefore, we use
total feature to calculate ranking score and inter-page relationship to express
constraints for pertinence. We adopt query-set similarity as ranking score and
make evaluation vector from detailing keywords|7] of a given query. However, if
we use the search keywords to calculate the query-set similarity, its term weight
is so large that other detailing keywords make very little effect on the query-
set similarity. Therefore, we use search keywords only when we gather the web
pages, and we use detailing keywords only when we calculate the evaluation

vector. In other words, we use the following vector v’ instead of the vector
v= (v, v@ ... )

v = WM P ) (10)
i) _ J O (if term ¢; is in the query)
T (if otherwise.)

Evaluation vector v, is

Vg = (Uzgl)7vz(12)7"'avz(1n)) (11)
(@0 _ { 1 (if term ¢; in the detailing keywords of query)

1 0 (if otherwise.)

We adopt the constraint that the inter-page similarity should be lower than
threshold 6;,; as a constraint for pertinence. Inter-page similarities satisfy the
following equation.

ips(s) > ips = Vp,ips(s U {p}) > Oips (12)

Therefore, we can reduce the number of page sets to be constructed. We also
adopt the constraint that only the valuable pages can be added to page sets as
a constraint for approximation.
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Thus, we use the following conditions in overview queries:

— ranking score: cos(v}, vg)

— constraint for pertinence: ips(s) < O;ps

— constraint for approximation: all the candidates page sets are calculated to
add the valuable page to other candidates under the parameter 04;¢ s

4.3 Algorithm for Comparison Query

Comparison query is to gather Web pages comparing about given keywords from
different viewpoints. In comparison queries, users wish to have Web pages that
are described from different viewpoints, and inter-page un-similarity is more
important than total feature. Therefore, we use inter-page un-similarity to cal-
culate ranking score. However, according to the following equation, inter-page
un-similarity of page set s is the maximum where |s| = 2.

pu(s) = 4 H (1 = cos(vp,, vp,)) < 7%(})%&}%{3(1 - COS(”pm”Pj)))

Pi,P;ES
= max (1 - Cos(vpiavpj)) = max ipu({piapj})a (13)
Pi,PjES pi,DjES

where 7 < j. It is not suitable for the purpose of comparison queries. Therefore,
we use (log|s| + 1)ipu(s) as ranking score instead of ipu(s).

We use query-set similarity to express a constraint for pertinence. We adopt
the constraint that the query-set similarity should be higher than threshold 6
as a constraint for pertinence. In the evaluation vector v, for comparison query,
we define the elements corresponding to term ¢; in query are 1 and other elements
are 0.

Page sets, whose inter-page un-similarities are low, have the low ranking score.
Therefore, we add the constraints that inter-page un-similarity should be higher
than threshold 6;,, as a constraint for approximation.

Thus, we use the following conditions in overview queries:

— ranking score: (log|s| + 1)ipu(s)

— constraint for pertinence: sim(s, q) > 0ys
— constraint for approximation: ipu(s) > 6;py

5 Experiments and Discussions

5.1 Environment

In our experiments, we used Google[3] and obtained 50 Web pages for each
query. We constructed page sets from them. All the original query terms were
in Japanese.
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Table 1. Search keywords and detailing keywords

[ Search keywords ‘ Evaluation keywords

Edinburgh Scotland, London, castle, Britain, University, Festival, Pub, Bagpipe, ...
dioxin survey, concentration, pollution, criterion, measurement, soil, poison, ...
avian flu infection, pathogenicity, case, virus, chicken, wild bird, disinfect, egg, ...

Table 2. Example of overview query

S P Page title

1 About Edinburgh

4 Edinburgh City 1

5 Scotland and Edinburgh

8 From the site of a Japanese education in the world

1 About Edinburgh

4 Edinburgh City 1

5 Scotland and Edinburgh

9 EDINBURGH & KYOTO ART EXCHANGE

1 About Edinburgh

4 Edinburgh City 1

5 Scotland and Edinburgh
15 Alumni of Management School of Edinburgh University
S: Ranking of page sets, P: Ranking of pages

1

2

5.2 Overview Query

We got the detailing terms using Oyama’s algorithm[7], and used them for the
evaluation vector. We used the queries and their detailing keywords in Table 1.
Table 2 shows the example of the overview query in the case that query
keyword is “Edinburgh”.
To evaluate the page sets, we defined the coverage degree as:

coverage(s, q) = |kw(s, q)|/|kw(q)] (14)

|kw(s,q)| is the number of keywords that appeared in page set s and detailing
keywords of query q. |kw(q)| is the number of detailing keywords of query g.
This satisfies 0 < coverage(s,q) < 1. Higher coverage is the best.

We used the following parameters, |s| < 5, 84;75 = 0.01, and 6;,, = 0.5.

In order to evaluate our ranking algorithm, we compared (1) the page sets
in the top 50 of the ranking calculated by our algorithm, (2) the single pages,
and (3) the page sets in the top 50 calculated using the query keywords about
(a) the maximum of query-set similarities, (b) the average of coverage, and (c)
the average of |s| in the top 50 page sets. We show the results in Table 3. From
this table, we can see that the page sets calculated by our algorithm have higher
query-set similarities and higher coverage scores than what the single pages have.
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This means that the page sets are more pertinent than single pages as search
results. We can also find that the page sets calculated by our algorithm have
higher coverage scores than scores of the page sets calculated using the query
keywords. This means that the query keywords have such a strong effect that the
query-set similarities are decided almost by the number of query keywords in the
page sets when we use the query keywords in the evaluation vector. Therefore,
our algorithm, in which we don’t use the query keywords, can find more pertinent
page sets.

Table 3. Evaluation of page sets and single pages as search results

Sets (our algorithm) Pages Sets (using query keyword)

@ ® () @ O (3 (b) (c)

Search keyword

Edinburgh 0.406 0.876 3.900 0.387 0.145 0.409 0.275 3.940
dioxin 0.389 0.876 3.975 0.341 0.255 0.393 0.656 2.620
avian flu 0.593 0.869 3.960 0.490 0.250 0.576 0.666 2.820

(a) max of query-set similarity, (b) average of coverage, (c) average of |s|

5.3 Comparison Query

We made the comparison queries consisting of two keywords. We used the fol-
lowing parameters, |s| < 5, 0, = 0.5, and 6,5 = 0.3. Table 4 shows the example
of comparison query when query keywords are “wind power generation” and
“nuclear power generation”.

We examined whether the top 50 page sets included both pages, describing
from the viewpoint of each keyword. Table 5 shows the precision of the compari-
son queries in the pages and the page sets. In Table 5, “Pages” and “Sets” labels
mean the precision in the case when ranking unit is a single Web page and a
page set respectively. (We also regarded the pages which fairly describe about
both keywords as correct answers.) “|s|” label means the average of the number
of pages which the page sets in the top 50 have. In all the cases, the precision of
page sets are higher than the precision of pages.

Table 4. Example of comparison query

S P Page title

11 Learning Experience in Ishikawa

1 1 Can nuclear be replaced by new energy?
16 Energy trend
35 Mail Magazine (Energy in China)

2 1 Can nuclear be replaced by new energy?
16 Energy trend
36 Energy in China

3 1 Can nuclear be replaced by new energy?
16 Energy trend

S: Ranking of page sets, P: Ranking of pages
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Table 5. Evaluation of comparison queries

Query Pages Sets |s|

wind power generation, nuclear power generation 22% 44% 3.00
sony, apple 50% 88% 3.88
the Republican Party, the Democratic Party 26% 30% 3.10

6 Conclusions

In this paper, we proposed the notion of “page set ranking”, which is to rank
page sets that consist of searched Web pages as ranking units. We focused on
overview query and comparison query. We presented the algorithm for efficiently
constructing and ranking the page set, and evaluated our ranking algorithm. We
confirmed that there were the page sets that were more pertinent as search
results than single Web pages and our algorithm could efficiently find them.

The future works are the development of an effective presentation method for
the page set, and extensions of our approach to the link-analysis method.
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Abstract. This paper outlines the adaptation of IFLA's Functional
Requirements for Bibliographic Records (FRBR) for development of a
metadata scheme to represent palm leaf manuscripts (PLMs) and facilitate their
retrieval in digital collections. The FRBR model uses a structured, four-level
hierarchy to represent an intellectual work with multiple titles, editions or
formats. Because FRBR focuses on representation of the conceptual work rather
than the physical entity, it must be modified for representation of PLMs. In this
modified model, the level of work applies to the physical PLM rather than its
conceptual content; expression applies to the languages in which the PLM
occurs; manifestation applies to the formats in which each expression is
available; and item applies to individual copies of a single format. The
modified model has been used to devise a metadata scheme where each level
has its own set of elements.

Keywords: Metadata, FRBR Model, Palm Leaf Manuscript, Digital Collection.

1 Introduction

In the new, knowledge-based world economic system, the production, dissemination
and use of knowledge are crucial factors for enhancing economic growth, job creation,
competitiveness and welfare [1]. In Thailand, the 9th National Economic and Social
Development Plan, 2002-2006, proposes that Thailand will become more competitive
through development of innovation by integrating modern science and technology and
“local wisdom”. This approach will lay the foundation of Thai’s intellectual capital that
can be used to develop competency and strengthen economic and social foundations for
long-term, sustainable growth [2]. For example, the One Tambol One Product (OTOP)
projects encourage villagers in each district to create their original products by applying
local wisdom or resources and modern technology, thereby giving the old products
added value and new marketplace appeal [3].

“Local wisdom”, which is being promoted as one of the country’s strengths, is a
holistic, knowledge-based approach rooted in local circumstances such as the

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 254-263, 2006.
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experiences and problem-solving skills of Thai ancestors [4] that are recorded in
ancient documents. Palm Leaf Manuscripts (PLMs) is an ancient document form that
comprises a significant documentary heritage of the Isan people of Northeastern
Thailand. These manuscripts contain a vast amount of knowledge that can be
classified in eight categories: Buddhism (or Religion), Tradition and Beliefs,
Customary Law, Economics, Traditional Medicine, Science, Liberal Arts, and
History. 70% of the content recorded in PLMs consists of Buddhist stories and
doctrine and 30% records local wisdom in the form of folktales, diaries, poetries,
ethics, customary law, rites and rituals [5], [6].

However, the local wisdom recorded in these manuscripts is often difficult to access
and use. There are several obstacles to access: PLMs are scattered in many places, such
as temples and households in rural areas, making them difficult to collect [7]; they are
regarded as holy objects and their owners may not allow access to them; some of the
original manuscripts have disappeared or been destroyed [8]; manuscripts that have
survived are very fragile and easily damaged [9]; and, perhaps most importantly, the
languages in which they are written are either archaic or undergoing shift. Additionally,
access to the content of the original manuscripts is problematic because they are written
in three archaic orthographies [10], requiring expert translation.

Creation of digital collections of PLMs promises the possibility of dissemination
and access to these manuscripts; furthermore, it is another way to preserve the
original document. In order to gain more efficiency in using digitized palm leaf
manuscript collections, metadata is required. This paper outlines the adaptation of
IFLA’s Functional Requirements for Bibliographic Records (FRBR) for development
of a metadata scheme to provide effective and efficient access to PLMs in digital
collections.

2 Information Representation in Digital Libraries

Because it is recognized that knowledge recorded in PLMs can be used to strengthen
Thai economic and social foundations, several research and preservation projects are
attempting to collect and register PLMs. In order to preserve the original manuscripts,
PLMs are microfilmed, transcribed and digitized to make them easier to use. However,
access to the knowledge contained in these manuscripts is limited because of the lack of
a plan for systematic management that would establish and maintain effective services
for users. Additionally, because individual PLMs may be available in both archaic and
modern languages as well as in several different formats, an effective system of
information representation is important in order to provide for efficient access to and
use of PLMs. Such a system would allow users to identify the desired PLM in the most
appropriate format. At the same time, a well-structured system of representation would
also be helpful in collection management, record updating and maintenance.

In the digital environment, different versions of a single intellectual work can be
accessed under different titles and in various formats. To support users in searching for
and accessing the content of PLMs and to reduce the cost and time involved in
maintaining a digital collection, information retrieval systems need a more effective
approach to representation than the traditional flat cataloging system. This new
approach to cataloging would support a hierarchical catalog where each level in the
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hierarchy would inherit information from the preceding level, allowing various versions
and formats of the same work to be cataloged more quickly and permitting catalog
records to be stored and updated more efficiently [11].

To support this approach to cataloging, the description of each version or format of a
work requires an explicit statement of the structural relationships between hierarchical
levels as well as clear definition of how each data element in the scheme is linked to the
description of a particular work and its available version or formats. Otherwise, digital
materials may be unusable because they are not linked correctly to their related
bibliographic records [12].

In addition, a digital format may be composed of several components (text, pictures,
and etc.) captured in various formats and stored in different places. In order to display
information about a PLM (work) on screen in a logical way, structural metadata is
required to model the object [13]. Moreover, a representation can be created for any
format (item) that someone determines needs metadata access [14]. This addresses a
discussion of granularity or the level at which an item is described [12], which is the
conceptual key for understanding representation of information about digital objects.
Thus, creating successful document representations (metadata) for a digital library
requires a useful model to help clarify what the digital library project is trying to do with
metadata, what functions are required, how the metadata record should be structured,
and what data elements it should contain [15].

3 The FRBR Model

The Functional Requirements for Bibliographic Records (FRBR) model was proposed
by the International Federation of Library Associations and Institutions (IFLA) in 1998.
FRBR is a conceptual model that defines a structured framework and the relationships
between metadata records by focusing on the kinds of resources that a data record
describes. In order to solve the problem of searching for intellectual works in a digital
library, where one work may have variation in titles, versions and/or formats, FRBR
uses a hierarchical structure that establishes relationships between four levels of
representation: a work, its expression(s), an expression’s manifestation(s), and the
individual item(s). This approach ensures that the user will be able to select the most
appropriate version or format of the desired work.

The hierarchical model of FRBR was inspired by the entity relationship model for
relational databases and by the concept of inheritance, which ensures that the properties
(or data elements) described at superordinate levels of representation are inherited by all
the subordinate levels nested under them [15]. FRBR lays the foundation for
hierarchical catalog records by recognizing the difference between a particular work,
several expressions of work, various formats in which an expression exists, and the
particular item [11]:

- Work represents an intellectual concept of works, identified by titles and
realized through its relationship with expression;

- Expression represents the various versions or revisions of a work
established in its relationship with one or more manifestations;

- Manifestation represents the physical embodiment of an expression; and

- Item represents the individual unit of a manifestation
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The FRBR model uses an entity analysis technique to identify entities and
relationships. Analysis begins by isolating key entities to be represented. The
attributes associated with each entity are then identified with the emphasis on
attributes important in formulating bibliographic searches, interpreting responses to
those searches, and navigating the universe of entities described in bibliographic
records [16].

Work
Is realized through
>
Expression
>

Is embodied in

|-
Ll

Manifestation

<
Is exemplified by

|-
Ll

Item

Fig. 1. FRBR model: primary entities and relationships [16]

The FRBR model assists in identifying and defining relationships between key
entities, especially for complicated documents such as film, music or museum
material, which may have a range of expressions and formats. It is widely accepted
and frequently used in digital library projects as a model for analysis of metadata
requirements and the development of metadata schemas [17], [18].

4 The Characteristics of Isan Palm Leaf Manuscripts

Isan PLMs vary in size. A standard palm leaf manuscript is generally 5-6 cm. in width
and 50-60 cm. in length with 48 pages (24 leaves written on both sides). PLMs can be
as short as 15 cm. or as long as 80 cm. and can vary as to the number of pages (i.e.,
leaves). The Isan people use the different sizes in different ways: the longer PLM is
used as a textbook to recorded Buddhist stories and doctrine [19], while the shorter
one is used as a notebook to record local wisdom related to daily life [10]. The
languages in which PLMs are written are either local or undergoing shift (Pali, Isan,
and Khmer) [8]; and the manuscripts are written in three archaic orthographies
(Tham-Isan, Thai Noi, and Khmer) [10], requiring expert translation. Because the
length of a PLM is determined by it physical dimensions rather than its content, a
single manuscript may record many stories or a single story may require more than
one manuscript [20]. Finally, a PLM may have pictures in addition to text.

The only access point to the bound manuscript is its title; but this presents a
problem for the user who is not already familiar with both the content of a specific
PLM and the archaic language in which it is written. Furthermore, access to
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individual stories is difficult when many stories are recorded in one bound manuscript
or when a particular story has different titles in different PLMs. However, because
users generally access manuscripts using title or subject, the title (or story) is
obviously the most important access point to the knowledge contained in PLMs.

To preserve the knowledge recorded in palm leaf manuscripts and make it
accessible to modern users, preservation projects transcribe a PLM in modern Thai
alphabet and language and then reproduce the transcription in a variety of formats.
The translation process involves several transformations: from the ancient alphabet to
the modern Thai alphabet, from the ancient language to the Isan language, and finally
from Isan to modern Thai. The original PLM, its transcriptions and its translations are
reproduced in the form of microfilms, photocopies, digital images, PDF files, and text
files. This ensures, on the one hand, that the user who is not familiar with ancient
salphabets or archaic languages can access the knowledge in these manuscripts; on
the other hand, a user or researcher familiar with ancient alphabets and languages can
access the original manuscripts or their reproductions. To enhance ease of access to
each story or subject in a PLM, some projects will separate reproductions or image
files by story rather than putting all images in one file in an attempt to maintain the
look of the original bound manuscript.

Because of the complicated physical and linguistic characteristics of PLMs, the
creation of a digital collection of these manuscripts must address complex issues of
description, representation, organization, and use of the knowledge in PLMs. A
hierarchical relationship model such as FRBR can help to develop a conceptual
framework for metadata that will support access to one work in its various versions
and formats; maintain the link between creators or owners; and help to manage the
relationship between an original manuscript and the stories it contains.

5 Adapting FRBR to PLMs Metadata Model

When searching for PLMs, users will have many questions: Which PLM recorded the
desire knowledge? What is the title of that PLM? Where was it created? Who was the
patron who paid for inscription of the PLM? Who currently owns the PLM? Where is
it stored? Where was it found? Who is the owner of each version? Is it available only
as an original manuscript? Is it available in translation? Who is the translator? Is there
a digital format available? How is the digital version accessed?

The hierarchical relationship established by the FRBR model holds potential for
development of a metadata scheme that will enable the user to discover, select, locate,
and access PLMs in the most appropriate versions and formats. Moreover, this model
can be used to develop metadata that will support the collection management,
manuscript preservation and use restrictions. However, the concept of work as the top
level in the FRBR model is not suitable for representation of PLMs since FRBR
focuses on work as a conceptual entity. Because a PLM exists as a physical rather
than a conceptual entity, an effective metadata scheme must consider orthographies
and languages, the physical and digital formats in which those expressions are
available, and the individual copies of a given manifestation.

Accordingly, the revised FRBR model applies the concept of work to the physical
manuscript, which may contain one or more stories or only a part of a story. The
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expression applies to the alphabets and languages in which PLMs occur: the Khmer
language, Pali language, or Isan language in its original archaic alphabet (Khmer,
Tham-Isan, or Thai-Noi); the modern Thai alphabet transcription of the PLM’s
archaic alphabet for users familiar with the original language who can not read the
archaic alphabet; and the modern Thai language, using the Thai alphabet, for users
who are not familiar with the archaic languages. The manifestation addresses the
various formats in which each expression is available: the original bound manuscript,
microfilm, photocopy, digital image (formatted for archiving and distribution), and
text files in both modern Thai and archaic alphabets. The item applies to individual
copies of a single format.

Is identified by
<< »» Location
PLM Is created by
<< >
Is realized through
Is realized by
>» Alphabet & << >> Person
> language
Is available in Is produced by Corporate
> 2 > body
Format
Is exemplified by
Is owned by

Fig. 2. The Model of relationships between key entities in PLM metadata

In the entity analysis of PLMs, the element location was added to the model,
because the intellectual concept—that is, the stories recorded in a PLM—may show
little variation across PLMs. What does vary, however, is the treatment of the story,
which will reflect local wisdom: because the writing style of the PLM’s author will
reflect the tradition and belief of their communities, each story and therefore each
manuscript will be unique even if it shares the same content with other PLMs. Thus,
location is a key characteristic of the uniqueness of a PLM because it is location that
shapes intellectual content.

Each entity (or hierarchical level) in the model was then identified by those
characteristics or attributes associated with it which would be important for users in
searching, identifying, selecting, accessing, and using PLMs. The establishing of
metadata elements is based on the results of analyses of (1) the physical structure and
content of palm leaf manuscripts, (2) the user needs and expectations with respect to
these manuscripts, and (3) the requirements for managing collections of palm leaf
manuscripts. In order to specify the semantic interpretation for each of these
attributes, the metadata elements and their possible values across different collections
and uses will be defined in an ontology. This will ensure consistent application of the
metadata scheme and provide for interoperability across different collections and
different retrieval systems.
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Fig. 3. FRBR- based framework for palm leaf manuscript collection

In addition to the resource discovery function of metadata, the scheme will also cover
management functions, including preservation, use restrictions, rights management, files
organization and display, etc. These aspects of the metadata will address questions such
as: What is the preservation status of each version of the PLM? Who is the person
responsible for each version? What is the preservation technique used? When should a
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Fig. 4. Attributes of the entity: example
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digital version be migrated? Who is allowed to use the PLM and in which version? Who
hold the copyright for each version of PLM? How should the digital version be
displayed?

The process of designing administrative and structural metadata will require
identification of the various functions involved in collection management and use.
The FRBR model can be help in analyzing at which level each function applies and
the relationship between functions since some functions will not apply at all levels.
For example, in the level of expression, the original manuscript will not require
structural metadata intended to support digital functions. Thus, the model indicates
that structural metadata at each level can be linked across different functions by using
the identification number assigned to the unique record.

Descriptive Structural Administrative
PLM metadata metadata metadata
Is realized through
Archaic Archaic
f Alphabet & Alphabet &
Language
Alphabet & i Language
language —» Thai Alphabet, Thai Alphabet,
Archaic Archaic
language, Thai language, Thai
Is available as language language

Format :j Digital images Digital images Digital images ‘

j Book H Book "—" Book ‘
Is exemplified by

4 U | Images:file @

Images: file Images: file
| Item | name/URI name/URI name/URI
Call number Call number Call number

Fig. 5. Functional structure for PLM metadata example

6 Conclusion and Future Work

Development of a metadata scheme for management of palm leaf manuscript
collections will not only increase efficiency in discovering, accessing, and using these
manuscripts, but will also support preservation of the original manuscripts and the
administration of digital versions. The FRBR model offers a conceptual framework
for development of a metadata scheme that will support the main functions of PLM
management: resource discovery, access and use; record maintenance; digital
preservation; and rights management. FRBR’s four-level hierarchical model allows
the metadata record at each level to represent the data applicable to the various
expressions and different formats as well as individual items. Moreover, the FRBR
model will be of assistance in defining those metadata elements which are required
for each function of the digital collection. The fact that PLMs are physical objects is
seemingly at odds with FRBR’s notion of work as a conceptual entity. However, by
reconceptualizing work as a representation of the original palm leaf manuscript,
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FRBR’s hierarchical structure provides an effective framework for the design of a
metadata scheme that can support the various functions required for access to and
management of resources in PLM collections.

This revised FRBR model is based on a preliminary study of user needs that was
conducted in 2005 and included literature review, observation and unstructured
interviews with the staff of four palm leaf manuscript preservation projects at four
different institutes as well as unstructured interviews with four researchers
(anthropologist, linguist, sociologist, local scholar). Following actual data collection
with users and administrators of PLM collections, the current model will be revised to
reflect specific needs; and to resolve problems of semantics and to support access to
PLM collections via the Semantic Web, RDF (Resource Description Framework) will
then be used to develop an ontology that establishes controlled vocabularies for the
values of PLM metadata elements.
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Abstract. UNIMARC is a family of bibliographic metadata schemas with for-
mats for descriptive information, classification, authorities and holdings. This
paper describes the problem of maintenance and management of these schemas,
with their online publishing for human and machine readable. This is accom-
plished by a Model View Controller (MVC) architecture managing the format
schemas and schema descriptions in XML, as model representations, and XSLT
transformations for the publishing in HTML, PDF, and other possible option.
This work is an activity of a larger project toward the development of the inter-
national UNIMARC Metadata Registry, in the scope of the IFLA-CDNL Alli-
ance for Bibliographic Standards activities.

1 Introduction

UNIMARC is a family of bibliographic metadata schemas with formats for descrip-
tive information, classification, authorities and holdings. It was maintained tradi-
tionally by the UBCIM (IFLA' Universal Bibliographic Control and International
MARC Core Activity) programme, replaced recently by the ICABS (IFLA-CDNL
Alliance for Bibliographic Standards) activities. The textual descriptions of the
formats have been published traditionally in printed paper. The reference language
has been English, but translations to other languages exist in some cases. The most
recent reference version of at least the bibliographic format has been accessible
online, in HTML [1].

The MARC standards represent a family of very rich metadata standards tradition-
ally used in libraries. They cover a wide range of metadata requirements, but they
have bee used especially for very rich descriptive metadata. Those formats have been
seen as too complex and expensive for most of the digital libraries scenarios, which
motivated the development of more pragmatic alternatives, such as Dublin Core.
However, the high value of the millions of records already created worldwide based
on these formats can not be ignored. They represent a huge investment of a large

"TFLA - Internacional Federation of Library Associations and Institutions (http://www.ifla.org).

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 264 -273, 2006.
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community of very high skilled professionals, and in fact they’ve been already used
as the foundation of new digital libraries services. Those are for example the cases of
the TEL? and Google Scholar® services, to which the National Library of Portugal
(BN) provides, respectively, its full UNIMARC records trough OAI-PMH and partial
UNIMARC based metadata trough a proprietary interface),

To promote the approach between these two worlds, BN has been promoting an ac-
tivity in the scope of the ICABS to develop formal representations of the structure and
descriptions of the UNIMARC formats. The purpose is to use them for a more formal
maintenance and more flexible publishing in different languages, format and media.
This has been all done in the scope of a wider activity towards the development of an
UNIMARC Metadata Registry, which might become a reference point for the profes-
sionals, organisations and information systems requiring it. This paper focus only in
the results already reached for the description of the schemas in XML and their pub-
lishing. The details of the registry are out of the scope of this paper.

The paper follows with a generic description of the UNIMARC format, followed
by the core part of the work here reported, which is the detailed description of the
publishing process. Than we provide a short description of the UNIMARC Metadata
Registry, and finally we present the conclusions and describe the work in progress.

2 UNIMARC

The primary purpose of UNIMARC is to facilitate the international exchange of bib-
liographic data in machine-readable form between library management systems, espe-
cially between national bibliographic agencies. UNIMARC belongs to a family of
other MARC formats, like MARC21 [3]. These formats are intended to be carrier
formats for exchange purposes. They do not stipulate the form, content, or record
structure of the data within individual information systems. They provide recommen-
dations only on the form and content of data for when it is to be exchanged.

Like other MARC formats, UNIMARC is a specific implementation of ISO
2709, an international standard that specifies the structure of records containing
bibliographic data. Every record must consist of a record label (a 24 character data
element), followed by an undefined number of fields. A field is identified by a tag,
which is a numeric code of three characters, and can be classified as a control or
data field. Control fields contain a well defined set of character data. Data fields
may optionally contain one or two indicators, in the form of alphanumeric charac-
ter, adding information about field content, relationships between fields, or about
necessary data manipulation procedures. Data field can be also subdivided into
subfields. A subfield is identified by one alphanumeric character and can contain
data.

Figure 1 shows a data model (class diagram) for a generic UNIMARC format. The
scope of UNIMARC is to specify the content designators (tags, indicators and sub-
field codes) to be assigned to bibliographic records and to specify the logical and
physical format of the records. Those records can cover monographs, serials, carto-

2 TEL — The European Library (http://www.theeuropeanlibrary.org/portal/index.html).
3 Google Scholar (http://scholar.google.com/).
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graphic materials, music, sound recordings, graphics, projected and video materials,
rare books, electronic resources, etc. The UNIMARC format was first published in
1977 under the title “UNIMARC - Universal MARC Format”. In 1985 UNIMARC
was definitively adopted by IFLA as the international format for record exchange
between national bibliographic agencies and recommended as a model for further
national MARC based formats in countries lacking an official format.

cd UNIMARC Format /
RecordLeader ControlField
text: string - text: string
Record '/1 //
‘\0 Field DataField Subfield
’ tag: int 3 - ind1: char ¢1 code: char
ind2: char h - text: string

Fig. 1. A generic data model for the UNIMARC format

Initially it contained specifications for book and printed serial material and provi-
sional fields for various non-book materials such as music, motion pictures, etc. Like
most of the standards, UNIMARC evolved to accommodate new requirements, such
as cataloguing practices related to existing or new bibliographic materials. Following
editions updated several fields, and added data fields for cartographic materials, sound
recordings, visual projections, video recordings, motion pictures, graphics, printed
music and microforms. These changes defined additional fields, indicators, subfields
and new coded values.

Meanwhile, it was developed a XML schema, named MARCXML, to replace ISO
2709 as a solution to transport MARC records [2]. This was intended initially for the
MARC?21, but it has been also used naturally for UNIMARC. Finally, the challenge to
define a XML so that any existing format based on ISO 2709 could be represented
was taken by the MarcXchange schema [3]. The usefulness of the basic structure from
MARCXML was recognized, so it was copied to MarcXchange (making it possible to
consider MARCXML files compatible).

3 Publishing UNIMARC

In this paper we are describing the solution to manage the processes of maintenance
and publishing of the descriptions of the UNIMARC formats. That must provide in-
terfaces for humans and machine), which is assured by a Model-View-Controller*
(MVQO) architecture, with the workflow show in the figure 2.

The Model part of this MVC architecture consists in fact of two complementary
models, actually both expressed in XML: a format schema for each UNIMARC

* http://en.wikipedia.org/wiki/Model_view_controller
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format, comprising a grammar with all the rules and relations; a schema description,
containing the corresponding textual descriptions for the elements of the format as
defined in the schema.

Both these models use URN [4] identifiers for reference and linkage. Their source
is a Metadata Registry, which is also a very important part of our work (a short
description for it is provided in the end). The Controller applies the transformations
and appends for the two source models (extra texts, not structured, and complemen-
tary to the formal description), using DocBook’ as an intermediate format. With this
architecture we can generate any publishing format views as output, either for human
(HTML, RTF, PDF, etc.) or for machine processing (XML).

In this moment we publish also each format in two main options: A concise
format, containing only the labels for the elements, removing extended descriptions,
notes, examples, relationships and appendices. This is a very practical format, for fast
consulting. The complete format containing all the detailed descriptions and also
other information elements, including examples.

ad UNIMARC Publishing /
'UNIMARC DocBook UNIMARC
(HTML / PDF /
PS / Text)
Processin .
DocBook Appendlng (indexes, ||s?s Presentation
Builder external Build

references Lhce

stat information : ad
/ examples, etc)
UNIMARC UNIMARC schema w
format schema description ,Qm
Bibliography, etc.)

Fig. 2. Activity diagram for the publication of a UNIMARC format

3.1 The UNIMARC Schema

UNIMARC is a format with a very complex structure. Besides the common syntac-
tic rules for elements, attributes and values, it also defines semantic relations
between them. These relations may even define the interpretation made for a given
element or attribute. UNIMARC also requires grouping information in subsets of
rules (aggregation) that are required to represent blocks of fields. This requirement
is not essential for the validation of the records, but is important to define element
semantic coupling.

> DocBook (http://www.docbook.org).
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<uri> ::= “urn:” <body> “:/” <path>

<body> ::= <format> ”:” <subformat> “:” <version>

<format> ::= “unimarc”

<subformat> ::= “bibliographic” | “authority” | ”item” | ”classification”
<version> ::= <edition> | <edition> ”.” <revision>

<edition> ::= <integer>

<revision> ::= <integer>

<path> ::= <leader> | <block> | <field> | <unit>

<leader> ::= “leader” | “leader” “/” <element>

<block> <digit> ( <digit> “-» | w-» v-vw)

<field> 1:= 3*<digit> ( | “.” <subfield> | “/” <indicator> | “/” <element>)
<indicator> ::= “i” (“1” | n2")

<subfield> ::= <character> | <character> “/” <element>

<element> ::= <integer> | <integer> “.” <element>

<unit> = <string> | <string> “.” <character>

Fig. 3. URN identifiers syntax for the UNIMARC format coded in BNF notation

cd UNIMARC format schema/

Format RecordLeader
Schema -
- urn: URN Field 1
{ - ControlField [
- tag: int S
- mandatory: boolean
- repeatable: boolean

0.~ Zﬁ 0.1 0.1

DataField Subfield Element
* 1.”
1. P - code: char l@—— - start: int
e - mandatory: boolean 0.1[- end: int
- repeatable: boolean - length: int
- tag: string
indicator Y_I 0.
0.* U 0.2
UnitValue unit %
M
1.7

RN

UnitSet UnitPattern UnitFormat
- pattern: pattern - format: format

Fig. 4. The UNIMARC format schema Class Diagram
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Currently schema languages, like XMLSchema® and RELAX-NG’, allow the
definition of syntactic rules based on elements, attributes and values, but they lack
semantic rules for defining relations between them. Schematron® is the only language
that allows defining these semantic relations. On the other hand, existing format
schemas tend to evolve in time or be forgotten, while we need a stable format. We
also required a schema that was close to the concepts involved even if it required, for
validation purposes, the conversion to another schema format (if possible).

We decided not to use any of the existing schema languages, but to develop our
own for describing the UNIMARC formats, gathering all syntactic and semantic
rules, each uniquely identified by an URN. Figure 3 shows the URN identifiers syn-
tax for the UNIMARC format (‘“urn:unimarc:bibliographic:1:/100.a” is an example
for the field 100, subfield $a of the first edition of UNIMARC bibliographic format).
As shown in Figure 4, this format schema is an extension of the generic MARC
schema (remember Figure 1), where we added aggregation information (Blocks of
Fields) and structural content value for elements like Controlfields, Subfields and
RecordLeader.

Each UNIMARC format schema (Bibliographic, Authority, Holdings and Classifi-
cation), as also the respective versions, has its own format schema file with the corre-
sponding format rules. The most recent version of the bibliographic format, for exam-
ple, is actually an XML file with 3700 lines. Any format schema file can inherit the
structural information of another format schema file, making it possible to represent
the evolution of a format by simply adding and replacing (overloading) rules in the
new versions.

3.2 The UNIMARC Schema Description

Each UNIMARC format schema has also a complementary schema description of
the terms. This schema contains therefore the relations between the URN identifiers
of the elements and their corresponding textual descriptions. Each definition of an
element of a format schema comprises: a label, a limited length character data, to
define the name given to the element; a definition, a unlimited length structured
data that describes the element; notes, as unlimited length structured data which
adds information about the use and purpose of the element; examples, a unlimited
structured data that provide information about possible uses of the element; rela-
tionships, an unlimited structured data that pinpoints relations with other elements
of the given format.

New descriptions of the schema can be declared at any time to satisfy new
requirements. Figure 5 shows a class diagram for a UNIMARC schema description
with all the currently defined elements and attributes. Current schema description
formats involve declarations in RDF’ and other ontology schema description formats.
We don’t need a complex schema description, so we decided to take advantage of the
XML namespace functionality and build an extension of an XML properties schema
to contain both text and structured information. This description can be multilingual

6 XML Schema (http://www.w3.org/XML/Schema).

"RELAX-NG (http://relaxng.org).

8 Schematron (http://www.schematron.com).

° RDF - Resource Description Framework (http://www.w3.org/RDF/).
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cd UNIMARC Schema Description/

Example
— 0." |- text: DOMNode
Schema Description Description '/ notes: DOMNode
urn: URN . atri
. l@——{ - label: string
schemaURN: URN ™ 4 «|_ gefinition: DOMNode
ocalcliceale - notes: DOMNode  [W_ |

Relationship

reference: URN
text: DOMNode
notes: DOMNode

Fig. 5. A data model for the UNIMARC schema description

and multi-version, where each case is represented by a specific XML file. The URN
identifiers to the UNIMARC format description are built by adding locale information
to the element’s URN (<body> ::= <body> *“:” <locale>).

3.3 Controller

For the Controller part we decided to use XSLT technology [5]. This provides a great
flexibility and makes it possible an easy access and usage by third party applications.
To support this framework, we use an intermediate representation of the formats
expressed in the DocBook schema. DocBook is a collection of widely accepted stan-
dards and tools for technical publishing.

This solution enables the execution of a number of tasks needed before the genera-
tion of the final publishing view. The controller starts by merging the two model
representations, using the format schema as source for document tree building and
using the schema description for content. This is done by fetching the description of
each document tree node in the description model, which is done using the document
node URN as search key, and applying to the current document node. As a result, the
first DocBook/XML representation of the document is built.

Among the executed tasks are the adding of extra information, such as biblio-
graphic information (like title, authority, etc.), preface, introduction, appendices and
annexes, as well as the generation of all kinds of indexes (tables of contents and an-
nexes indexes), references, lists and glossaries of terms. When transforming from the
Model to View, all URN references to terms are translated to real links (in a HTML
document, those will be URL links).

Some tasks can be ignored or made differently, according to the type of publication
that is desired. For example, the concise publication needs less work from the control-
ler part than the complete publication.

3.4 View

After all the Controller workflow is done, it takes place the final publishing View.
This is built using an appropriate XSLT or XSLT-FO transformation for the intended
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cd Publication View Model /
«Publication View»
UNIMARC
«Machine Readable View» «Human Readable View»
UNIMARC UNIMARC
«DocBook Views «PDF View» «PS View» «HTML View» «Text View»
UNIMARC UNIMARC UNIMARC UNIMARC UNIMARC

Fig. 6. Publication View Model Class Diagram

NIMARC

s, MikBanraahis, 7.3, Prallsh Nark Dednr

200 Title and Statement of Responsability

Field Definition

e 6 w0 wbh ans cer S cmaton @

T fiad
el

currence
Waream . Hekrescassb e,
e

Indicators

e o casparsh by
Akl

For somees ports for ans tide offes an the st conrring s propss, ses RELSTED FIS.25 el

Bndiatee 2 Hak ftceladl]

Fig. 7. The publication of the UNIMARC bibliographic description (the DocBook/XML
description is converted in HTML)

publishing format. At the moment we are publishing in all currently available human
readable formats for DocBook (HTML, PS, PDF, etc.). Figure 6 shows all publication
views currently available. Figure 7 shows an example of the HTML version of the
description of one part of the bibliographic format, as the resulting of this process.
Nevertheless other human readable formats (RTF and Doc formats) can be built using
some of the already available publications. We are also using DocBook/XML for the
publication of the machine readable version.

All the produced publications are actually accessible online at http://www.
unimarc.info. This is only to access the UNIMARC publication views. The site uses a
simple syntax for the construction of the URLSs, based on the conceptual tree structure
of the description. This provides to external services immediate and permanent access
to the available format publications. Third party services only need to understand the
URN syntax to link to this publishing service. This service will be registered in the
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near future the URN Registration Agencies (IANA Registry of URN Namespaces'®,
Info URI Registry'’, etc.). Currently, the publication site contains the textual publica-
tion of the Portuguese and English versions of the bibliographic, authority and
holdings format, but we’re working to extend it to more languages.

4 The UNIMARC Metadata Registry

A formal Metadata Registry compliant with the ISO/IEC 11179 standard [6] for
Metadata Registries (MDR) is under development to support the registration, main-
tenance, evolution, access, discovery and interoperation processes. Part of it was
already built, but we still need to address this issue in a more structured way. How-
ever, the work done so far was essential because on the same time that it produced
already the results that we’ve described above, it gave us the necessary experience
and elements of analysis to perform this new task in a more productive way.

ISO/IEC 11179 is a six part standard that defines the concepts behind Metadata
Registries, addressing the semantics of data, the representation of data, and the regis-
tration of the descriptions of that data: Framework; Classification; Registry meta-
model and basic attributes; Formulation of data definitions; Naming and identification
principles; Registration.

The first three parts of the standard are concerned with design, implementation and
management issues which are out of the scope of this paper. Concerning the fourth
part, we are already using the descriptions defined in the format schema description
(label, definition, notes, examples and relationships).

To satisfy the fifth part, the registry uses URN identifiers according to the ones
used to identify format schema elements in the data model. Based on that, the registry
also provides persistent URL identifiers (PURL) for immediate access to the registry
of the most recent version of each element of the format as well as identifiers for all
previous versions. This access is available for human readable version access and also
for machine readable access.

Registration, the sixth part, is made according to levels of administration. Profes-
sionals responsible for the edition and revision of the format can access this register
online and edit changes in the format descriptions. These changes are registered
directly in the description XML file with the descriptions. Usually, there is one pro-
fessional responsible for a given language and format, in all its versions. On the other
hand professionals responsible for managing the evolution of the format can also edit
online the schema of that format. These changes are registered directly in the XML
file of the format schema. Usually, there is a group of professionals responsible for all
the format versions, involved in a higher level network of responsibilities and tasks,
different from the editors and reviewers.

This Metadata Registry also serves as the primary source for format discovery and
provides access to all the available information and services concerning the format.

Concerning the publication, this registry acts primarily as the source for the neces-
sary models required for the publication process, and secondly as the source for

10 http://www.iana.org/assignments/urn-namespaces
" http://info-uri.info/
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discovery by providing links to all available published formats’ views (including the
formats’ versions).

Changes made to the format, whether concerning the structure or the description,
can be immediately available to the online publication site in all provided views.

The Registry shares also another important feature, enabling the comparison be-
tween different versions of the same format. With this we can profile the evolution of
the formats and track changes between them. All this information can also be
published along with the publication of the formats.

5 Conclusions and Work in Progress

To publish the UNIMARC formats in all languages which countries have adopted
them involves collecting the existing textual descriptions, usually used for printing,
and represent them in format descriptions according to our model. This is an activity
in progress, which will be followed by the generation of the corresponding format
schema and schema description files.

In another front, we need to review the requirements for the conversion between
our schema language and other existing schema languages, as also the viability of
defining format schema descriptions with an ontology schema description language
like RDF (this has been a target since the first moment, but in a first moment we hade
to stick with pure XML in order to assure back compatibility with tools and other
systems already in use at BN).

We are also developing a large number of controllers for the schema publication
views, making use of the already available publishing formats. Among others, we
want to assure that we can provide reliable publication views in the most common
formats, such as HTML, RTF, Microsoft Word, PDF, etc.

In a broader perspective, the functional development of the UNIMARC Metadata
Registry is in progress, The infrastructure used to produce the results reported in this
paper was designed to be already compatible with that, but we need to review it more
carefully according to the requirements of the ISO/IEC 11179 standard.
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Abstract. Resources located in digital libraries are labeled (or classi-
fied) based on taxonomies. On multiple digital libraries, however, het-
erogeneity between taxonomies is a serious problem for efficient interop-
eration processes (e.g., information sharing and query transformation).
In order to overcome this problem, we propose a novel framework based
on aligning taxonomies of digital libraries. Thereby, the best mapping
between concepts has to be discovered to maximize the summation of
a set of partial similarities. For experimentation, three digital libraries
were built based on different taxonomies. Taxonomy alignment-based re-
source retrieval was evaluated by human experts, and we measured recall
and precision measures retrieved by concept replacement strategy.

1 Introduction

Digital library (DL) has been regarded as one of the richest online information
space. Many studies have been proposed to efficiently retrieve relevance resources
from a DL source. However, recently, we are able to realize that people are
accessing to a variety of DLs and suffering from searching for relevant information
efficiently. We can intuitively find out that this problem results from a large
number of DLs on the network. Simply, with respect to the scale of DLs, there are
not only a few major digital libraries but also more domain-specialized DLs (e.g.,
in computer science, ACM Portal', IEEE Xplore?, and Elsevier ScienceDirect?).
Moreover, even personal DLs have been jumbled up on the web.

More seriously, another problem is semantic heterogeneity between DLs. Each
DL basically has applied classification system to manage the resources (e.g., dig-
ital documents, multimedia information, and etc.) in repositories. One of the
popular approaches for classifying resources is a taxonomy. It is represented as
a hierarchical structure between topics (or classes). For instance, some resources

! http://portal.acm.org/
% http://ieeexplore.ieee.org/
3 http://www.sciencedirect.com/
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about “digital library” can be annotated with “Information Systems> Infor-
mation Storage and Retrieval> Library Automation.” However, the keywords
expressing the classes and the hierarchical structure between classes of a taxon-
omy might be different from that of other DLs. The users need take some time
to be aware of (or adjusted to) the new DL environment.

In this paper, we are focusing on supporting end-users through aligning the
taxonomies applied to annotate (or classify) the resources on DLs. It means the
local end-users in a certain DL can access to the other DLs which are unfamiliar
with him. Unlike a centralized portal systems (e.g., meta search engines), the
end-users in a DL can be provided a set of topic correspondences from aligning
other DLs directly, so that they can deploy meaningful translation services (e.g.,
query expansion [1] and transformation).

In the following Sect. 2, we describe the problem of semantic heterogeneity be-
tween DLs. Sect. 3 and Sect. 4 propose a novel similarity measurement between
taxonomies and alignment approach by using these similarity measurement. In
Sect. 5, experimental results will be shown to evaluate our approach. Sect. 6 dis-
cusses some significant issues and compares our contributions with the previous
studies. Finally, Sect. 7 draws our conclusions of this work.

2 Heterogeneous Taxonomies

A hierarchical taxonomy is a tree structure of classifications for a given set of
objects. At the top of this structure is a single classification, the root node, that
applies to all objects. Nodes below this root are more specific classifications that
apply to subsets of the total set of classified objects.

Definition 1 (Taxonomy). A tazonomy 7T is defined as a set of assertions
T = {croot, (i, ¢j)|c; = subClass(c;)} (1)

where c; means a superclass of c;. Each instance is annotated with a set of classes
related to its topic.

Generally, users have some difficulties on information seeking in hyperspace (e.g.,
www). It is caused by lack of knowledge about internal structure of the hyper-
space. We are motivated by the similar problem in the conventional DLs of which
taxonomies are built by the domain expert’s heuristics and knowledge. We re-
fer it as “Lost in digital libraries.” Thus, we note the semantic heterogeneity
between taxonomies in DLs.

— lexical heterogeneities resulting from ¢) multi-lingual problem and i) syn-
onyms (or antonyms) [2]

— structural conflicts, e.g., class duplications between identical categories and
the subordination between dependent categories [3]

For example, in Fig. 1, not only the languages (e.g, squares and circles) rep-
resenting classes but also the structural patterns (e.g., number of branches and
depth) of taxonomies 77 and 73 are different from each other.
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Fig. 1. Mapping heterogeneous taxonomies. Red lines indicate the pairs of aligned
classes from both taxonomies.

In order to solve these drawbacks, a set of given taxonomies have to be
matched as finding out the best configuration of alignments between classes (e.g.,
red lines shown in Fig. 1). We assume that the best configuration should be max-
imizing the summation of class similarities (It will be explained in next section).
As shown in Fig. 1, three pairs of classes can be matched, when Sime(cq 1, c2,1)+
Sime(ca,2, c2,2) + Sime(ci,3, c2.3) is the best combination.

3 Taxonomy Alignment with Class Similarities

In order to find optimal alignment between two taxonomies, we have to measure
the similarity between classes consisting of the taxonomies.

Definition 2 (Class similarity). Given a pair of classes from two different
taxonomies, the similarity (Simc) between ¢ and ¢’ is defined as

Sime(c,d) = Y wHEMSimy(E(c), E(¢)) (2)
EeN(O)

where N'(C) C {E*...E"} is the set of all relationships in which classes par-
ticipate (for instance, subclass, instances, or attributes). The weights Wg are
normalized (i.e., Y- pec) 7§ = 1). Class similarity measure Simc is assigned

in [0,1].

In case of hierarchical taxonomies, we consider class labels (L) and two relation-
ships in NV(C), which are the superclass (E*“?) and the subclass (E*%?), Eq. 2
is rewritten as:
Sime(c, ) = n¥simp(L(A;), LF(B;))
+ WgtpMSimc(ES“p(c), E** ()
+ 7€, M Sime(E* (), ES“* (). (3)

where the set functions M Sime compute the similarity of two entity collections.



Taxonomy Alignment for Interoperability Between Heterogeneous DLs 277

As a matter of fact, a distance between two set of classes can be established
by finding a maximal matching maximizing the summed similarity between the
classes:

max(z(c,d)EPairing(S,S’) (SZ.WLC(C7 Cl)) (4)
max (|5, [5"]) ’

in which Pairing provides a matching of the two set of classes. Methods like the
Hungarian method allow to find directly the pairing which maximizes similarity.
The algorithm is an iterative algorithm that compute this similarity [4]. This
measure is normalized because if Sim¢ is normalized, the divisor is always greater
or equal to the dividend.

Hence, the alignment between heterogeneous taxonomies can be represented
as a set of pairs of concepts from each taxonomy. We refer this concept pair to
correspondence (e.g., equivalence or subsumption).

MSime(S, 8') =

Definition 3 (Alignment). Given two tazonomies T; and T;, an alignment
between two tazonomies are represented as a set of correspondences CRSP;; =
{{c,d,r)|c € T;,c € T;} where r means the relationship between c and ¢, by
maximizing the summation of class similarities Z(C)C,) Sime e, ery -

We want to show a simple example. In Fig. 2, an alignment between two tax-
onomies is occurred as showing the best mappings between them. All relations
mean only subclass relations, and the weights are assumed as Wg = 0.8, Wsc;b =
0.2. In the alignment between taxonomy T; and To, label similarity based on

T, .
0.33
Preca—n O -
Faculty -~-
Y T oos
0'3_ ,_,::Z:_:;:,./:_
Secretary -N\-—"""" s
N -7 0.48
Prof -~
‘ 0.64 _ Full " Assistant
Full_Prof ~p=mm professor professor

Fig. 2. Example of similarity-based alignment

Dist(ci,cj)
. A i . max(|ei,le;])
The maximal label similarity of each pair of features is shown as follows.

edit (or Levenshtein) distance [5] is measured by simz(c;,¢;) =1—

simp, (person, Professor) = 0.44 (5)
simp,(Faculty, people) = 0.14
simp,(Secretary, Researcher) = 0.30
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simp,(Prof, Professor) = 0.44 (6)
simp, (Full Prof, Full professor) = 0.64, (7)

Then, the most similar pair of features can be found out ‘Full Prof’ of T; and
‘Full rofessor’ of Ty in Equ. 7. As shown in Equ. 5 and 6, features ‘person’ and
‘Prof’ in Ty have shown the same label similarities with ‘Professor’ in To. We
have to pay attention to the subclasses. Thus, the summation of similarities are
calculated by

Sime(person, Professor) = 0.352 4+ 0.2 x max(0.07,0.05) = 0.366 (8)

where Sime(Faculty, Full professor) and Sim¢(Faculty, Assistant professor) are
assigned into 0.07 are 0.05, respectively. Similarly, we can calculate

Sime (Prof, Professor) = 0.352 + 0.2 x max(0.64,0.26) = 0.48, (9)

where Sime(Full Prof, Full professor) and Sime(Full Prof, Assistant professor)
are 0.64 and 0.26, respectively. This ca means that ‘Prof’ in T has to be aligned
to ‘Professor’ in T;. Additionally, for measuring the distance between labels, we
can employ various methods (e.g., substring distance [6]). Moreover, we employ
a threshold 7¢ to filter out some correspondences of which class similarities are
less than the threshold.

Alignment process makes heterogeneous DLs interoperable (even partially).
The local users in a DL can easily access to the other DLs. To do so, DLs have to
conduct the taxonomy alignment process in advance. Suppose that a set of DLs
{L1,...,Ln} should be interoperable with each other. Alignment process can
find out the correspondences between all pairs of taxonomies. L; obtains N — 1
sets of correspondences.

4 Supporting Users by Conceptual Query Transformation

In this work we propose query transformation based on the correspondences
obtained by alignment between taxonomies of DLs, in order to enhance the
accessibility of local users. In other words, we want to help a local user in L; to
search for relevant resources in heterogeneous DLs by replacing the concepts in
queries.

Basically, a query by a user u; is represented as a set of keywords attached
with a set of operators (e.g., U, N, and ‘not’). For conceptual query transfor-
mation from DL; to DL;, we exploit simple class replacement strategy using
the aligned correspondences between 7; and 7;. As an example, in DL;, a query
“Media N Art” expresses the intersection between two sets of resources an-
notated with classes “Media” and “Art,” respectively. If there is a correspon-
dence (Media, Video, SubClass) between 7; and 7;, the query can be modified to
“Video N Art” in DL;.
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Definition 4 (Query transformation). Let a query ¢; = {c*,c " |ct,c™ € T;}
be operable in DL;, by a set of correspondences CRSP;; = {(ct,d,r)|ct €
T;,c € T;} between two tazonomies of DL; and DL;. A class ¢ in g; can be
replaced to the classes ¢ in T;, if and if only

— ¢ is equivalent with c, or
— ¢ is a subclass of c.

Hence, a query g; is represented as {c™,c|¢c~ € T;, ¢ € T;} and becomes partially
operable in DL;.

In case of replacement with subclasses, the transformed query may express more
specified concepts. It makes the precision of the retrieved information improved,
while the coverage rate is reduced.

5 Experimental Results

To evaluate our contribution, we built testing bed consisting of three DLs by
using three different taxonomies.

— (71): ACM Computing Classification®
— (73): On-line Medical Dictionary (OMD)?
— (73): Open Directory Project (ODP)®

Table 1 shows the specifications of our testing bed. With respect to density
(Nﬁfrﬁf’gfigiﬁggfb), DL; has included the largest number of resource annotated
with a class. Especially, for 73, we extracted the classes from ’Computer’ and

"Medicine’ together.

Table 1. Specifications of testing bed

Number of classes Number of resources Density

DL, 37 422 11.41
DL- 40 318 7.95
DLs3 67 207 3.09

As the first issue, we performed alignment process between three possible
combinations. We set the threshold 7 = 0.2, and we collected the semantic
correspondences. As shown in Table 2, three human experts (E1, Eq, and Es)
were asked to find the mismatched correspondences from the results. We found
out our alignment process has shown approximately 35.5% error rate (i.e., the
mismatched correspondences). In the worst case (alignment between 77 and 73),
we realized that mainly the diffences between domain-specific terminologies have

* http://www.acm.org/class/1998/
® http://cancerweb.ncl.ac.uk/omd/
5 http://dmoz.org/
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Table 2. Results of correspondences

Alignment T -1 Ts - T3 T3 -Th
Correspondences 7 23 18
Mismatched 3 (42.9%) 7 (30.4%) 6 (33.3%)

Table 3. Precision and recall by query transformation

Recall Precision
DL; DLo DL3 DL; DLo DL3
DL, - 36.6% 67.3% - 72.5% 82.3%
DLso 41.0% - 52.7% 80.5% - 76.8%
DL3 62.3% 63.2% - 83.5% 81.7% -

influenced string matching-based alignments (in our case, we measured the edit
distance between labels).

As second issue, by using these correspondences (including the mismatched
ones), the queries by end users were transformed into two different DLs. Table 3
shows two measurement (recall and precision) computed by human experts. We
are considering the direction of query transformation, so that lower diagonal
element values mean the result by transformation from columns to rows (vice
versa). For example, recall of the transformation from DL; to DLy is 36.6% (the
inverse transformation’s recall is 41.0%).

With respect to recall, the queries from DLg has well transformed by about
17% and 25%, compared with DL; and DLs, respectively. While recall has
shown only around 54% performance, the precision obtained relatively high re-
sult (about 79.6%).

Overall, precision measures have shown better results rather than recall mea-
sure. We consider that our concept replacement strategy is only based on “equiv-
alence” and “subclass” relationships.

6 Discussion and Related Work

Fig. 3 shows the difference between two main approaches to access to multiple
information sources, in terms of end-users’ accessing strategies. While portal
systems (e.g., meta search engines) provide a centralized integration service from
these information sources, distributed approaches like our system can consider
more domain-specific features. Moreover, they can expect some personalization
techniques to their local users.

We consider the taxonomies are a part of ontologies in semantically heteroge-
neous environment. While the main relationship between classes in taxonomies
is SubClass, ontologies are containing a variety of relationships between classes
such as SubClass, SuperClass, Property, SubProperty, Domain, Range, and so
on. However, in [7], the taxonomic patterns are capable of ontological relation-
ships. Also, many work has been proposed to match, align and merge taxonomies
like similarity flooding [8].
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Web Digital
Web .
S 2 Lib: 2
pace Space 1 ibrary
Digital
Library 3
Digital
\ Library 5
Web
Space 5 Web Digital
Space 3 Library 1
Web Digital
Space 4 Library 4
(a) Portal Applications (b) Distributed Digital Libraries

Fig. 3. Comparison of integration schemes between a) centralized portal applications
and b) alignment-based systems

In context of query transformation, since concept-based query transformation
scheme was introduced in [1], several approaches have been investigated. Ex-
amples of such approaches are probabilistic query expansion based on concept
similarity [9], logical inference [10], and background knowledge-based systems
[11,12].

7 Concluding Remarks and Future Work

As a conclusion, we proposed alignment-based query transformation scheme on
heterogeneous DLs. Each pair of taxonomies were aligned by measuring the
similarities between classes. We assume that the maximal summation of these
class similarities be the best alignment between the corresponding taxonomies.
Based on this alignment, we supported the local users to access to the other
heterogeneous DLs.

In the future, we have to evaluate the scalability of our alignment-based dis-
tributed DLs, as increasing the number of testing beds. More importantly, we are
planning to evaluate our alignment method by evaluation methods of taxonomy
mapping algorithms proposed in [13].
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A Process and Tool for the Conversion of MARC
Records to a Normalized FRBR Implementation

Trond Aalberg

Norwegian University of Science and Technology,
Department of Computer and Information Science

Abstract. This paper presents a generic process and a tool for the con-
version of MARC-based bibliographic records to the ER-based model of
the Function Requirements for Bibliographic Records. The interpreta-
tion of a record, the construction of a new set of records and the final
normalization needed, is decomposed into a series of steps that is imple-
mented in the tool using XSL transformations. The purpose of the tool is
to support researchers and developers who want to explore FRBR or de-
velop solutions for using FRBR with existing MARC-based bibliographic
catalogues.

1 Introduction

The Functional Requirement for Bibliographic Records (FRBR) that was pub-
lished by the International Foundation for Library Associations and Institu-
tions in 1998 [8], is a major contribution to the next generation of bibliographic
catalogues and may significantly change the way bibliographic agencies create,
maintain and exchange information in the future.

Existing library catalogues are to a large extend based on the use of the
MARC format and naturally many libraries would like to implement support
for FRBR in existing bibliographic information system. Although many projects
have explored the use of FRBR in different contexts and some tools exist, there
is little support for the systematic processing of information in MARC records
into a proper representation that directly reflects the entities, attributes and
relationships of the FRBR model. Researchers and developers beginning work in
this area typically need to reinvent the conversion process and write their own
interpretation system due to the lack of reusable solutions.

This paper presents an approach for the processing of MARC records into a
normalized set or FRBR records. The different steps needed in the conversion
process are identified and a tool that implements this process is presented. The
conversion tool is based on the use of XML and XSL transformations and sup-
ports reuse across catalogues by separating the rules and conditions that govern
the conversion from the general control structures that can be applied to any
MARC-based catalogues.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 283-292, 2006.
© Springer-Verlag Berlin Heidelberg 2006



284 T. Aalberg

2 MARC and FRBR

Most of todays bibliographic information is based on a common framework of
rules and formats such as the International Standard Bibliographic Description
(ISBD), the Anglo American Cataloguing Rules (AACR2), and the MARC for-
mat. The main components of a MARC record are the leader field, the control
fields and the data fields. The leader and the control fields contain fixed length
data elements identified by relative character position, whereas the data fields
may contain variable length data elements identified by subfield codes. The data
fields of a MARC record typically represents a logical grouping of the data, and
the subfields represent the various attributes describing the logical unit. Data
fields may additionally have indicators at the beginning of the field that supple-
ment the data or are used to interpret the data found in the field.

There are actually a number of MARC-formats in use, but different formats
are often inspired by each other or are extensions or subsets of other MARC
formats. Many catalogues are based on the use of either MARC 21 or UNIMARC,
but there are still many national or vendor-specific versions of the MARC format
in use. Additionally we often find that libraries use the same format in different
ways and/or use national or local adaptations of the cataloguing rules, and
for these reason even libraries that officially share the same format may need
different rules in a conversion of the catalogue.

The aim of FRBR is to establish a precisely stated and commonly shared
understanding of what it is that the bibliographic record aims to provide infor-
mation about. This is defined by the use of an entity-relationship model (ER-
model) that defines the key entities that are of interest to users of bibliographic
data. The entities work, expression, manifestation and item are the core of the
model and reflects the products of intellectual and artistic endeavor at differ-
ent levels of abstraction. The entities person and corporate body represents the
various actors of concern in bibliographic descriptions. The model additionally
defines the attributes for describing these entities and the relationships that may
exist between entities.

The process of applying FRBR as an implementation model for existing cat-
alogues is often referred to as "FRBRization”, and studies and experimental
applications are reported by many. The identification of FRBR entities in cata-
logues have been explored e.g. in [1,2,3,5,9]. A few tools for experimenting with
the FRBR model are available such as the FRBR display tool made available by
The Library of Congress Network Development and MARC Standards Office [10],
and the workset algorithm developed by OCLC [7]. Most experiments and tools
are quite incomplete and only partially show the application of FRBR in library
catalogues, but a few more extensive implementations of FRBR are available
such as OCLC’s FictionFinder [6] and VTLS’ library system Virtua [12]. Except
for the mapping between MARC 21 and FRBR produced for The Library of
Congress Network Development and MARC Standards Office [11], no attempts
have so far been made to formalize the process of conversion between MARC
and FRBR and the work reported in this paper contributes towards this.
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3 Interpreting MARC Records

The transformation from MARC to FRBR is a complex task that in many ways
is different from a simple sequential transformation of records in one format into
equivalent records in a different format. The process described in this paper aims
to produce a normalized set of FRBR records and by this we mean that each
entity instance finally should be described in only one record with a proper set
of relationship to other entities.

In the context of FRBR, each MARC-record may be seen as a self contained
universe of entities, attributes and relationships. At the most generic level the
process of interpreting a MARC record consists of (1) identifying the various
entities described in the record, (2) selecting the fields that describe each entity
and (3) finding the relationships between entities. This approach can be used
to decompose each record into a corresponding set of interrelated entities, but
because many records may contain descriptions of the same entity (e.g. an au-
thor with multiple publications will be described in many records) a conversion
process additionally needs to (4) support normalization by finding and merging
equivalent records.

3.1 Identifying Entities

Identifying entities is a process that includes inspecting a MARC record to de-
termine what entities that are described in the record and what role this entity
has in its relationship to other entities. This is not a trivial process, but due to
the logical grouping of data in a MARC record certain fields will reflect specific
FRBR entities and the role of these entities. A record may e.g. include person
entries in both the 100- and 600-fields. These tags represent the same kind of
entity but the entities have different roles. The former is the author of a work
and the latter is the subject of a work.

Persons, corporate bodies and works are typically identified by the presence
of specific fields such as main entry fields (1XX), title fields (24X) or added entry
fields (7XX). Additional persons, corporate bodies and works can be identified in
some of the subject access fields (6XX-fields) and series added entry fields (8XX).
Expression entities are often considered to be more vaguely defined in a MARC
record due to the lack of specific fields for expression titles, but can on the other
hand be derived from work entities already identified. If a work is identified by the
presence of a 240-entry, an expression can be identified based on the same field
as well. Finally, the fact that each record corresponds to a manifestation can be
used to identify manifestation entities although there may be a need to consider
special cases based on the rules for cataloguing multivolumed manifestations
etc. Items are typically listed using holdings information fields and each item
can usually be identified for each entry.

The identification of entities can be formalized using a set of conditions for
testing whether an entity is present in the record or not. Due to the many
different occurrences of entities this is most conveniently solved by defining a
condition for each of the possible entity occurrences.
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3.2 Assigning Attributes

FRBR defines a comprehensive set of attributes for the entities that is based on
what typically is reflected in bibliographic records. On the other hand, the model
does not define the various possible data elements of an attribute in the same
way as in a MARC format. A possible solution for this discrepancy is to maintain
the subfield structure from the MARC record but additionally associate FRBR
attribute names with the subfields.

Many subfields can only be assigned to a single entity occurring in the record.
If a work is identified by the presence of a 130-field, the mapping for this en-
tity will include the 130-subfields and possible other fields that are interpreted
as describing the work identified in the 130-field. In some cases subfields can
be assigned to several entity occurences such the language code that describes
the language of all expressions identified in a record (e.g. analytical entries).
Sometimes the assignment even have to be based on the actual data found in a
subfield e.g. if a subfield contains information that in some cases belongs to an
expression and in other cases belongs to the manifestation.

The selection of what attributes that is associated to what entity can basi-
cally be defined in a mapping table that describes what datafields/subfields that
belongs to what entity occurrence and additional conditions for determining if
an assignment should be made or not.

3.3 Establishing Relationships

The interpretation of relationships between entities can either be based on the
implicit roles of the entities occurring in a record or it can be based on explicit
information about roles and relationships found in indicators, relator codes or
field linking subfields. Essentially this is a process that must be based on a
definition of what kinds of relationships that may exist between entities. For each
kind of relationship it is necessary to know the conditions for when a relationship
can be identified as well as the condition for determining what target entity the
relationship points to.

3.4 Normalizing the Result

The process outlined so far is only concerned with the conversion of a single
MARC record into a corresponding set of interrelated entities without consider-
ing other records in the collection. To achieve a final set of interrelated entities
with a consistent set of relationships between all entities in the whole collection,
the output from the previous interpretation must be normalized. By this we im-
ply that equivalent entities need to be merged to avoid redundant information
and a fragmented network of relationships.

This process is mainly a question about equivalence between records. In some
cases already existing identifiers may be used. If two records have the same
identifier they describe the same entity instance and can be merged. Most en-
tities, however, do not have proper identifiers and in this case records must be
compared in a way that can be used to determine whether the records describe
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e.g. the same work. If two equivalent records are found, the merging process
must create a new record that maintains the relationships found in both records
and additionally create a new description that includes the union of distinct data
fields and values found in both records.

4 The Frbrization Tool

The conversion process described in the previous section is implemented as a
conversion tool that is based on the use of XML and XSL transformations. The
interpretation and creation of FRBR records is performed by the use of XSLT,
but other parts of the conversion are solved by the use of a program written in
Java. The conversion tool accepts records in the MarcXchange [4] format and
the output is a set of records in a format that uses the same field and subfield
structure but with additional elements and attributes for FRBR relationships
and types. The conversion process is decomposed into a preprocessing step, a
main conversion and a final postprocessing step. The tool is illustrated in figure 1
and example records are found in figure 2.

4.1 The Rule Base

The various conditions, rules and other data that are needed to define the con-
version for a specific catalogue is stored in a database. The purpose of this is to
support reuse of the tool across catalogues and to facilitate consistency across the
many rules that are used in the conversion. The database schema is illustrated in
figure 1 and consists of an entity mapping table that contains the variable data
for the various occurrences of entities. For each kind of entity occurrence differ-
ent rules need to be defined, and this table will for this reason contain a number
of entries (e.g. different entity types for works identified by respectively 130, 240,
245, 600%t, 630, 700$t, etc.). The attribute mapping table defines the mapping
between MARC and FRBR attributes for each entity occurence type and the
relationship mapping contains the relationship types that can exist for an entity
occurence, the conditions for when a relationship exists and an expression for
what entity occurence(s) to relate to.

The rule base is used to generate XSLT templates. One template is created
for each entry in the mapping entities table. Each template follows the same
control structure and includes the subcode needed to test for the presence of an
entity, select and copy attributes and test for and create possible relationships.
A simplified example of such a template is illustrated in figure 2.

4.2 Preprocessing

The first step in the actual conversion is a preprocessing that is introduced to
enable different kinds of processing that more conveniently is applied in advance
rather than during the actual frbrization. Some formats may for example use
features that are different from what is commonly found in other MARC-formats,
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<?xml version="1.0" encoding="UTF-8"?>
<xsl:stylesheet>
<xsl:template match="record">
<record>
<xsl:apply-templates select="@id"/>
<xsl:call-template name="person100"/>
<xsl:call-template name="person600"/>
<xsl:call-template name="work130"/>
<xsl:call-template name="work240"/>
Find and merge <xsl:call-template name="work245"/>
identical <xsl:call-template name="work600"/>
entities <xsl:call-template name="expression130"/>
<xsl:call-template name="expression240"/>
<xsl:call-template name="expression245"/>
<xsl:call-template name="manifestation001"/>

. </record>
Postprocessing
<xsl:template name="Person100">
<xsl:for-each select="/record/datafield[@tag="100"">

<record>

<I-- create entity identifier -->

<!-- iterate trough datafields and select attributes -->

<I-- test for and create relationships -->

</record>
</xsl:for-each>
</xsl:template>

FRBR
database

<xsl:template name="Work240">

</xsl:stylesheet>

Fig. 1. The conversion tool outlined
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<record id="pratchettterry" type="person">
<datafield tag="100">

<subfield code="a" type="name">Pratchett, Terry</subfield>
</datafield>

<relationship rel="has created" target="work" href=""pratchettterry#discworld"/>
<relationship rel="has created" target="work" href="pratchettterry#freaperman"/>
</record>

<record id="pratchettterry#reaperman" type="work">
<datafield tag="241">

<subfield code="a" type="title">Reaper man</subfield>
</datafield>

<relationship rel="is created by" target="person" href="pratchettterry"/>
<relationship rel="is realized through" target="expression" href="pratchettterry#reaperman#v:eng"/>
<relationship rel="is realized through" target="expression" href="pratchettterry#reaperman#v:nob"/>
<relationship rel="is part of" target="work" href="pratchettterry#discworldseries"/>

</record>

Fig. 2. Sample output FRBRXML records

and by converting these features in a separate step, a more generic solution can
be applied for the main part of the conversion. Additionally we have chosen to
convert the position-based control fields into a datafield /subfield structure that
is easier to process using XSLT and XPATH.

4.3 The XSL Transformations

The main part of the conversion to FRBR is based on the use of the gener-
ated XSLT templates in combination with a few general purpose templates. The
transformation tool iterates over all the records in the source file and applies all
entity templates. If the condition for an entity occurrence is satisfied the tem-
plate produces a record that includes the available datafields and relationships
for this entity occurrence.

The output of this part of the conversion is a set of interrelated FRBR records
for each initial MARC record. The identifiers generated in this step are based on
the use of template names and field positions and are only valid in the context
of a single source MARC record. To support normalization of FRBR entities
across all MARC records, there is a need for identifiers that can be used to find
out if one entity record describes the same entity as another record. For this
purpose we do a second transformation of the records that consists of creating
descriptive keys based on those fields that are most likely to contain the same
information in equivalent records. We then replace all occurrences of a tempo-
rary identifier with the corresponding key. This replacement is performed for
all FRBR records that are created from the same MARC record in order to
maintain correct relationships.

The generation of the descriptive keys is determined by XPATH expressions
defined for each kind of entity occurrence in the entity mapping table. This
expression defines what data to include in the key from the record and the or-
dering of fields. Additionally the creating of keys includes simple text processing
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operations to remove white spaces and punctuation characters. Because some
entity keys include a key from another entity, the sequence of generation and re-
placement needs to be in an order that maintains dependencies; keys for persons
and corporate bodies are created before work keys, expression keys after work
keys etc.

4.4 Finding and Merging Records

Records that have equal keys are considered to represent the same entity and are
merged to produce a single record that contains all the unique data fields and
relationships from the initial records. Due to the inconsistent use of many MARC
subfields, the use of entity keys needs to be supplemented with appropriate
key matching algorithms in order to find entities that have comparable but not
identical keys. Currently the tool only supports simple string matching due to the
database that is used for looking up and storing records, but better algorithms
for this purpose is considered to be important in the further development of the
tool.

4.5 Postprocessing

The final stage of the conversion includes additional processing needed to create
the required output. This may include the adding of additional information to
support the indexing and presentation of records or cleaning up the data in
different ways. Example records from the conversion are listed in figure 2.

4.6 Conclusions and Further Work

The work presented in this paper is the first step towards a generic approach
to the conversion of MARC to FRBR. This work shows that it is possible to
generalize into a common scheme the complex set of conditions and rules that
governs the conversion of MARC to FRBR and in this way support different
projects with a tool for converting a MARC-based catalogue.

The tool itself does not define how to interpret a MARC record but enables
researchers and developers to apply a conversion based on the rules they define.
Due to the level of similarity between MARC formats a large number of rules
may be reusable across catalogues. The information in certain records may be
sparse and it is of course not possible to directly identify other entities than
the ones that are evident from the information in the records. For example the
possibility to identify the correct entities and relationships for added entries will
depend on the use of relator codes and indicators for these entries.

The conversion tool has been used in the FRBRization of the BIBSYS biblio-
graphic database! that uses the BIBSYS-MARC format. The tool is nevertheless

! The BIBSYS FRBR project was a cooperation between BIBSYS — a Norwegian
service center for libraries, the Norwegian University of Science and Technology and
the National Library of Norway. The project was funded by the Norwegian Archive,
Library and Museum Authority.
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<xsl:stylesheet xmins:xs|="http://www.w3.0rg/1999/XSL/Transform" version="2.0">
<xsl:template name="Work130">
<xsl:for-each select="/record/datafield[@tag="1307">
<xsl:variable name="fieldnr" select="position()" />
<record>
<xsl:attribute name="tempid" select="concat(/record/@tempid, ', @tag, ":work130:", $fieldnr)" />
<xsl:attribute name="type" select=""Work™" />

— <xsl:for-each select="/record/datafield[@tag="130"][$fieldnr],
Irecord/datafield[@tag='045" and subfield/@code = (‘a")],
Irecord/datafield[@tag='658" and subfield/@code = ('a')],
Irecord/datafield[@tag='792' and subfield/@code = ('k','m",'t)]">

<xsl:copy>
<xsl:call-template name="copy-field" />
<xsl:for-each select="subfield">
<xsl:choose>
<xsl:when test="../@tag= 130 and @code="a">
<xsl:copy>
<xsl:call-template name="copy-field"><xsl:with-param name="type" select=""Tittel" /></xsl:call-template>
< </xsl:copy>
</xsl:when>
<xsl:when test="../@tag= 130 and @code="b"">
<xsl:copy>
<xsl:call-template name="copy-field"><xsl:with-param name="type" select=""Tittel" /></xsl:call-template>
</xsl:copy>
<[xsl:when>
<l-- additional attribute rules ....... -->
</xsl:choose>

</xsl:for-each>

</xsl:copy>

</xsl:for-each>

.

—  <xsl:for-each select="/record/datafield[@tag='800"">
<xsl:variable name="target_fieldnr" select="position()" />
<relationship rel="is part of" target="Work">
<xsl:attribute name="href" select="concat(/record/@tempid, "', '800', ', 'work800', ', position())" />
</relationship>
</xsl:for-each>
<xsl:for-each select="/record/datafield[@tag="130]">
<xsl:variable name="target_fieldnr" select="position()" />
<xsl:if test="$target_fieldnr=$fieldnr">
<relationship rel="is realized in" target="Expression">
<xsl:attribute name="href" select="concat(/record/@tempid, "', '130'", ', 'expression’, ', position())" />
</relationship>
</xsl:if>
</xsl:for-each>
<xsl:for-each select="/record/datafield[@tag="600"]">
< <xsl:variable name="target_fieldnr" select="position()" />
<xsl:if test="not(exists(subfield[@code = ('t')]))">
<relationship rel="is about" target="Person">
<xsl:attribute name="href" select="concat(/record/@tempid, "', '600'", "', 'person600', ', position())" />
</relationship>
</xsl:if>
</xsl:for-each>
<xsl:for-each select="/record/datafield[@tag="600"]">
<xsl:variable name="target_fieldnr" select="position()" />
<xsl:if test="subfield/@code = 't">
<relationship rel="is about" target="Work">
<xsl:attribute name="href" select="concat(/record/@tempid, "', '600'", ', 'work600', "', position())" />
</relationship>
</xsl:if>
</xsl:for-each>
— <l-- additional relationship rules ....... >

</record>
</xsl:for-each>
</xsl:template>
</xsl:stylesheet>

Fig. 3. Sample template for creating work entity records for 130 fields
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able to support all the structural aspects of MARC-based formats such as the
use of indicators, relator codes and field linking.

The tool can be improved in different ways. The use of better performing keys
and key matching algorithms is an important topic in the further development of
the tool and we are currently looking at the use of external services for retrieving
information that can be added in the preprocessing step to improve the quality of
the conversion. Additional future work includes the conversion to other formats
than the ad-hoc XML format used in the project and the use of more formal
identifiers for FRBR types. Particularly the use of RDF combined with a formal
FRBR ontology e.g. in OWL will be explored.
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Abstract. This paper describes REPOX, an XML infrastructure to store, pre-
serve and manage metadata sets. This infrastructure is designed accordingly to
the requirements of the OAIS - Reference Model for an Open Archival Infor-
mation System. It can play the role of a broker or other specific service in a
Service Oriented Architecture, aligned with an Enterprise Architecture model,
to manage, transparently, data sets of information entities in digital libraries, in-
dependently of their schemas or formats. The main default functions of this ser-
vice are submission, storage, long-term preservation and retrieval. The case is
demonstrated with a deployment at the National Library of Portugal, using data
collections from two information systems and four schemas: bibliographic and
authority metadata from a union catalogue and descriptive and authority meta-
data from an archive management system.

1 Introduction

This paper proposes the concept of Metadata Space, defining its main properties and
functions. The paper presents also a proof of that concept in the design and deploy-
ment off a solution at the National Library of Portugal (BN). This solution, named
REPOX, is more than a simple proof of concept, representing already a stable ser-
vice, providing effective support to key business processes and activities in a real
organization.

A concept of “metadata space” has been proposed in [13], but such was defined in
a specific scenario of metadata retrieval. Although sharing the same designation, our
concept is different, closer to the concept of “dataspace” as defined in [3]. We prefer
here the term “metadata” instead of “data” because we intend to stress our focus in the
business area of digital libraries, where the term as already a special meaning. We
must recognize that in information systems the term metadata is not used usually to
refer to information entities, but to the information need to describe the models and
schemas of these information entities, as it is considered by the ISO/IEC 11176 [10].
However, in digital libraries metadata has been a term used often with a different
meaning, to refer to the instances of specific class of information entities, recording
information about the digital library information objects.

S. Sugimoto et al. (Eds.): ICADL 2006, LNCS 4312, pp. 293 —302, 2006.
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In this scope, we start by defining a Metadata Space as a service that manages,
transparently, large amounts of data structures, independently of their schemas or
formats. These data structures are information entities related to a specific business
process or activity, so the relevance of the Metadata Space will be in its properties of
preservation and persistent reference. In this sense it is related with the functional
requirements of the OAIS Reference Model [5], and not intended to replace any func-
tional property of a common database management system.

In a generic sense, our concept of