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OTM 2006 General Co-chairs’ Message

Dear OnTheMove Participant or Reader of these Proceedings,

The General Chairs of OnTheMove 2006, Montpellier, France, are happy to ob-
serve that the conference series that was started in Irvine, California in 2002
and subsequently held in Catania, Sicily in 2003 and in Cyprus in 2004 and 2005
clearly continues to attract a growing representative selection of today’s world-
wide research on the scientific concepts underlying distributed, heterogeneous
and autonomous yet meaningfully collaborative computing, with the Internet
and the WWW as its prime epitomes.

Indeed, as such large, complex and networked intelligent information sys-
tems become the focus and norm for computing, it is clear that there is an acute
and increasing need to address and discuss in an integrated forum the implied
software and system issues as well as methodological, theoretical and applica-
tion issues. As we all know, e-mail, the Internet, and even video conferences
are not sufficient for effective and efficient scientific exchange. This is why the
OnTheMove (OTM) Federated Conferences series has been created to cover the
increasingly wide yet closely connected range of fundamental technologies such
as data and Web semantics, distributed objects, Web services, databases, infor-
mation systems, workflow, cooperation, ubiquity, interoperability, mobility, grid
and high-performance. OnTheMove aspires to be a primary scientific meeting
place where all aspects of the development of Internet- and Intranet-based sys-
tems in organizations and for e-business are discussed in a scientifically motivated
way. This fifth 2006 edition of the OTM Federated Conferences event therefore
again provided an opportunity for researchers and practitioners to understand
and publish these developments within their individual as well as within their
broader contexts.

The backbone of OTM was originally formed by the co-location of three related,
complementary and successful main conference series: DOA (Distributed Objects
and Applications, since 1999), covering the relevant infrastructure-enabling tech-
nologies, ODBASE (Ontologies, DataBases and Applications of SEmantics, since
2002) covering Web semantics, XML databases and ontologies, CoopIS (Coopera-
tive Information Systems, since 1993) covering the application of these technologies
in an enterprise context through, for example, workflow systems and knowledge
management. For the 2006 edition, these were strengthened by a fourth confer-
ence, GADA (Grid computing, high-performAnce and Distributed Applications,
a successful workshop at OTM since 2004), covering the large-scale integration of
heterogeneous computing systems and data resources with the aim of providing a
global computing space. Each of these four conferences encourages researchers to
treat their respective topics within a framework that incorporates jointly (a) the-
ory , (b) conceptual design and development, and (c¢) applications, in particular
case studies and industrial solutions.
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Following and expanding the model created in 2003, we again solicited and
selected quality workshop proposals to complement the more “archival” nature
of the main conferences with research results in a number of selected and more
“avant garde” areas related to the general topic of distributed computing. For
instance, the so-called Semantic Web has given rise to several novel research
areas combining linguistics, information systems technology, and artificial intel-
ligence, such as the modeling of (legal) regulatory systems and the ubiquitous
nature of their usage. We were glad to see that several earlier successful work-
shops (notably WOSE, MIOS-INTEROP, AweSOMe, CAMS, SWWS, SeBGIS,
ORM) re-appeared in 2006 with a second, third or sometimes fourth edition,
and that not less than seven new workshops could be hosted and successfully
organized by their respective proposers: IS (International Workshop on Informa-
tion Security), COMINF (International Workshop on Community Informatics),
KSinBIT (International Workshop on Knowledge Systems in Bioinformatics),
MONET (International Workshop on MObile and NEtworking Technologies for
social applications), OnToContent (Ontology content and evaluation in Enter-
prise), PerSys (International Workshop on Pervasive Systems), and RDDS (In-
ternational Workshop on Reliability in Decentralized Distributed Systems). We
know that as before, their audiences will mutually productively mingle with
those of the main conferences, as is already visible from the overlap in authors!
The OTM organizers are especially grateful for the leadership and competence
of Pilar Herrero in managing this complex process into a success for the second
year in a row.

A special mention for 2006 is again due for the third and enlarged edition of
the highly attractive OnTheMove Academy (formerly called Doctoral Consor-
tium Workshop). Its 2006 Chairs, Antonia Albani, Gdbor Nagypdl and Johannes
Maria Zaha, three young and active researchers, further refined the original
set-up and interactive formula to bring PhD students together: they call them
to submit their research proposals for selection; the resulting submissions and
their approaches are presented by the students in front of a wider audience at
the conference, where they are then independently and extensively analyzed and
discussed in public by a panel of senior professors. This year these were Johann
Eder, Maria Orlowska, and of course Jan Dietz, the Dean of the OnTheMove
Academy, who provided guidance, support and help for the team. The successful
students are also awarded free access to all other parts of the OTM program,
and only pay a minimal fee for the Doctoral Symposium itself (in fact their at-
tendance is largely sponsored by the other participants!). The OTM organizers
expect to further expand the OnTheMove Academy in future editions of the
conferences and so draw an audience of young researchers into the OTM forum.

All four main conferences and the associated workshops share the distrib-
uted aspects of modern computing systems, and the resulting application-pull
created by the Internet and the so-called Semantic Web. For DOA 2006, the
primary emphasis was on the distributed object infrastructure; for ODBASE
2006, it became the knowledge bases and methods required for enabling the
use of formal semantics; for CooplS 2006, the topic was the interaction of such
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technologies and methods with management issues, such as occur in networked
organizations, and for GADA 2006, the topic was the scalable integration of
heterogeneous computing systems and data resources with the aim of provid-
ing a global computing space. These subject areas naturally overlap and many
submissions in fact also treat an envisaged mutual impact among them. As for
the earlier editions, the organizers wanted to stimulate this cross-pollination
by a shared program of famous keynote speakers: this year we were proud to
announce Roberto Cencioni (European Commission), Alois Ferscha (Johannes
Kepler Universitét), Daniel S. Katz (Louisiana State University and Jet Propul-
sion Laboratory), Frank Leymann (University of Stuttgart), and Marie-Christine
Rousset (University of Grenoble)! We also encouraged multiple event attendance
by providing all authors, also those of workshop papers, with free access or dis-
counts to one other conference or workshop of their choice.

We received a total of 361 submissions for the four main conferences and
an impressive 493 (compared to the 268 in 2005 and 170 in 2004!) submis-
sions for the workshops. Not only may we indeed again claim success in at-
tracting an increasingly representative volume of scientific papers, but such a
harvest of course allows the Program Committees to compose a higher quality
cross-section of current research in the areas covered by OTM. In fact, in spite
of the larger number of submissions, the Program Chairs of each of the three
main conferences decided to accept only approximately the same number of pa-
pers for presentation and publication as in 2003, 2004 and 2005 (i.e., average
one paper out of four submitted, not counting posters). For the workshops, the
acceptance rate varies but was much stricter than before, about one in two to
three, to less than one quarter for the IS (Information Security) international
workshop. Also for this reason, we separated the proceedings into two books with
their own titles, with the main proceedings in two volumes, and we are grate-
ful to Springer for their suggestions and collaboration in producing these books
and CDROMs. The reviewing process by the respective Program Committees as
usual was performed very professionally and each paper in the main conferences
was reviewed by at least three referees, with arbitrated e-mail discussions in the
case of strongly diverging evaluations. It may be worthwhile to emphasize that
it is an explicit OnTheMove policy that all conference Program Committees and
Chairs make their selections completely autonomously from the OTM organi-
zation itself. Continuing a costly but nice tradition, the OnTheMove Federated
Event organizers decided again to make all proceedings available to all partic-
ipants of conferences and workshops, independently of one’s registration to a
specific conference or workshop. Each participant also received a CDROM with
the full combined proceedings (conferences + workshops).

The General Chairs are once more especially grateful to all the many people
directly or indirectly involved in the setup of these federated conferences who
contributed to making it a success. Few people realize what a large number of
people have to be involved, and what a huge amount of work, and sometimes risk,
the organization of an event like OTM entails. Apart from the persons in the roles
mentioned above, we therefore in particular wish to thank our 12 main conference
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PC Co-chairs (GADA 2006: Pilar Herrero, Marfa S. Pérez, Domenico Talia, Al-
bert Zomaya; DOA 2006: Judith Bishop, Kurt Geihs; ODBASE 2006: Maurizio
Lenzerini, Erich Neuhold, V.S. Subrahmanian; CoopIS 2006: Mike Papazoglou,
Louiqa Raschid, Rainer Ruggaber) and our 36 workshop PC Co-chairs (Antonia
Albani, George Buchanan, Roy Campbell, Werner Ceusters, Elizabeth Chang,
Ernesto Damiani, Jan L.G. Dietz, Pascal Felber, Fernando Ferri, Mario Freire,
Daniel Grosu, Michael Gurstein, Maja Hadzic, Pilar Herrero, Terry Halpin, An-
nika Hinze, Skevos Evripidou, Mustafa Jarrar, Arek Kasprzyk, Gonzalo Méndez,
Aldo de Moor, Bart De Moor, Yves Moreau, Claude Ostyn, Andreas Persidis,
Maurizio Rafanelli, Marta Sabou, Vitor Santos, Simao Melo de Sousa, Katia
Sycara, Arianna D’Ulizia, Eiko Yoneki, Esteban Zimdanyi).

All, together with their many PC members, did a superb and professional
job in selecting the best papers from the large harvest of submissions.

We also heartily thank Zohra Bellahsene of LIRMM in Montpellier for the
considerable efforts in arranging the venue at their campus and coordinating
the substantial and varied local facilities needed for a multi-conference event
such as ours. And we must all also be grateful to Mohand-Said Hacid of the
University of Lyon for researching and securing the sponsoring arrangements, to
Gonzalo Méndez, our excellent Publicity Chair, to our extremely competent and
experienced Conference Secretariat and technical support staff Daniel Meers-
man, Ana-Cecilia Martinez Barbosa, and Jan Demey, and last but not least to
our hyperactive Publications Chair and loyal collaborator of many years, Kwong
Yuen Lai, this year bravely assisted by Peter Dimopoulos.

The General Chairs gratefully acknowledge the academic freedom, logistic
support and facilities they enjoy from their respective institutions, Vrije Univer-
siteit Brussel (VUB) and RMIT University, Melbourne, without which such an
enterprise would not be feasible.

We do hope that the results of this federated scientific enterprise contribute
to your research and your place in the scientific network... We look forward to
seeing you again at next year’s edition!

August 2006 Robert Meersman, Vrije Universiteit Brussel, Belgium
Zahir Tari, RMIT University, Australia
(General Co-chairs, OnTheMove 2006)
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Abstract. In software engineering, the notion of unit testing was suc-
cessfully introduced and applied. Unit tests are easy manageable tests
for small parts of a program — single units. They proved especially useful
to capture unwanted changes and side effects during the maintenance of
a program, and they grow with the evolution of the program.

Ontologies behave quite differently than program units. As there is
no information hiding in ontology engineering, and thus no black box
components, at first the idea of unit testing for ontologies seems not
applicable. In this paper we motivate the need for unit testing, describe
the adaptation to the unit testing approach, and give use cases and
examples.

1 Introduction

In software engineering, the idea of unit testing [1] was introduced to counter
the complexities of modern software engineering efforts. Unit tests are meant
to facilitate the development of program modules or units, and to ensure the
interplay of such units in the combined system. It results in more loosely coupled
code, that is easier to refactor and simpler to integrate, and that has a formalized
documentation (although not necessarily complete). Unit tests can be added
incrementally during the maintenance of a piece of software, in order to not
accidentally stumble upon and old bug and hunt it down repeatedly.

Unit tests are not complete test suites: there are several types of errors that
unit tests will not catch, including errors that result from the integration of the
units to the complete system, performance problems, and, naturally, errors that
were not expected when writing the unit tests.

Unit tests in software engineering became popularized with the object oriented
language Smalltalk, and still to this today remain focused on languages with
strong possibilities to create smaller units of code. They are based on several
decomposition techniques, most important of all information hiding.

Ontologies are different. As of now, no form of information hiding or interfaces
are available — and it remains an open research issue in the field of ontology
modularization how this will be taken care of.

In this paper we will take a look at the benefits of unit testing applied to
ontologies, i.e. their possibilities to facilitate regression tests, to provide a test

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1012-1020, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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framework that can grow incrementally during the maintenance and evolution
phase of the ontology, and that is reasonably simple to use. In order for the unit
testing for ontologies to be useful, they need to be reasonably easy to use and
mantain. This will depend heavily on the given implementation (which is un-
derway). The task of this paper is to investigate different ideas that are inspired
by the idea of unit testing, and to work out the intuitions of how these ideas
could be used in the context of the ontology lifecycle. Especially in the enterprise
application of ontologies, some easy to use form of ontology evaluation will be
required in order to let ontology based technologies become more widespread.
We will show a number of ideas and examples of how this goal can be achieved.

The paper will first show a typical use case, as encountered in a project
setting in Section 2. We will then discuss five different approaches, that all are
inspired by the unit testing frameworks in software engineering: first we look
at the idea of design by contract, i.e. of stating what statements should and
should not derive from an ontology being developed or maintained, either as
explicit ontology statements or as competency questions using a query language
(Sections 3 and 4). Then we investigate the relationship of heavy- to lightweight
ontologies, and how they can interplay with regards to ontology evaluation in
Section 5. Autoepistemic operators lend themselves also to be used in the testing
of ontologies, especially with regards to their (relative) completeness, since they
are a great way to formalize the introspection of ontologies (Section 6). We
also regard a common error in ontology modelling with description logics based
language, and try to turn this error into our favour in Section 7, before we discuss
related work and give an outlook on possible further work and open issues.

For this work, the term ontologies refers to web ontologies as defined by the
OWL DL standard [15]. This means that the ontologies are a variant based
on the description logics SHOZN (D), and, especially, that ontologies mean to
encompass both the so called TBox, where the vocabulary of the ontology is
defined (which some call the whole ontology), and the ABox, where facts using
the vocabulary defined are stated (which some call the knowledge base).

2 Motivation

In the SEKT project®, one of the case studies aims at providing an intelligent
FAQ system to help newly appointed judges in Spain [2]. The system depends on
an ontology for finding the best answers and to find references to existing cases
in order to provide the judge with further background information. The applied
ontology is built and maintained by legal experts with almost no experience in
formal knowledge representation [4].

As the ontology evolved and got refined (and thus changed), the legal experts
noticed that some of their changes had undesired side effects. To give a simplified
example, consider the class hierarchy depicted in Figure 1. Let’s take for granted
that this ontology has been used for a while already, before someone notices that
not every academic needs necessarily be a member of an university. So Academic

! http://www.sekt-project.com
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/ﬂu
_University member

Fig. 1. Example class hierarchy

becomes a direct subclass of Person, instead of University member. But due to
this change, also Professor is no subclass of University member any more (a
change that maybe was hidden from the ontology engineer, as the ontology
development environment may not have displayed the subclasses of Academic).

The resulting ontology remains perfectly satisfiable. But a tool, that, for ex-
ample, creates a web page for all members of the university may now skip the
professors, since they are not classified as university members any more — an
error that would only become apparent in the use of the tool much later and will
be potentially hard to track down to that particular ontology change operation.

Unit testing for ontologies can discover such problems, and a few other ones
as well, as we will see in the following sections.

3 Affirming Derived Knowledge

We create two test ontologies TF (called the positive test ontology) and T~
(the negative test ontology), and define that an ontology O, in order to fulfil the
constraints imposed by the test ontologies, needs to fulfil the following conditions:
each axiom A ...A € T+ must be derivable from O, i.e.

OEAfVAreT™
and each axiom A7 ...A, € T~ must not be derivable from O, i.e.
O AVA, e T™

Note that T trivially fulfils the first condition if O is not satisfiable, whereas
an empty ontology trivially fulfils the second condition. So it is not hard to
come up with ontologies that fulfil the conditions, which shows that unit tests
are not meant to be complete formalizations of the requirements of an ontology,
but rather helpful indicators towards possible errors or omissions in the tested
ontologies. Note also that T~ could be unsatisfiable, i.e. there are two sets of
axioms (both subsets of T~ that contradict each other. This still makes sense,
as it means that O must not make a decision about the truth of either of these
sets (thus formalizing the requirement that O must be agnostic towards certain
statements).
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To come back to our previous example in Section 2 a simple test ontology
T+ that consists of the single axiom Professor T Universitymember would have
been sufficient to discover the problem described. So after the discovered error,
this statement is added to the test ontology, and now this same error will be
detected by running the unit tests.

The test ontologies are meant to be created and grown during the maintenance
of the ontology. Every time an error is encountered in the usage of the ontology,
the error is formalized and added to the appropriate ontology (like in the example
above). Experienced ontology engineers may add appropriate axioms in order to
anticipate and counter possible errors in maintenance.

In software engineering it is often the case, that the initial development of a
program is done by a higher skilled, better trained, and more consistent team,
whereas the maintenance is then performed by a less expensive group, with less
experienced members, that change more frequently. So in software engineering,
the more experienced developers often anticipate frequent errors that can happen
during maintenance, and create unit tests accordingly in order to put appropriate
constraints on the future evolution of the software. We expect a similar devel-
opment in ontology engineering and maintenance, as soon as ontologies become
more common components of information systems. The framework proposed in
this paper offers the same possibilities to an ontology engineer.

Why should an ontology engineer not just add the axioms from T to O,
and —A; for each A7 in T~7 There are several reasons: 1) not every axiom
A7 can be negated. For example, the simple statement R(a, b) stating a relation
R between the individuals a and b can not be negated in OWL DL. 2) adding
such axioms increases redundancy in the ontology, and thus makes it harder
to edit. 3) the axioms may potentially increase reasoning complexity, or else
use language constructs that are not meant to be used within the ontology, for
whatever reason. 4) as stated above, the axioms in T~ may be contradictory.
5) Finally, due to the open world assumption, O = A;VA; € T~ is not the
same as O |= —A; VA, € T, so that the negative test ontology can actually
not be simulated with the means of OWL DL.

4 Formalized Competency Questions

Competency questions, as defined by some methodologies for ontology engineer-
ing (like OTK [17] or Methontology [6]), describe what kind of knowledge the
resulting ontology is supposed to answer. These questions can always be formal-
ized in a query language (or else the ontology will actually not be able to answer
the given competency question, and thus will not meet the given requirements).
Formalizing the queries, instead of writing them down in natural language, and
formalizing the expected answers as well, allows for a system that automati-
cally checks if the ontology meets the requirements stated with the competency
questions.
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We consider this approach especially useful not for the maintenance of the sys-
tem, but rather for its initial build, in order to define the extent of the ontology.
Note that competency questions usually are just exemplary questions — answer-
ing all competency questions does not mean that the ontology is complete. Also
note that sometimes, although the question is formalizable, the answer does not
necessarily need to be known at the time of writing the question. This is espe-
cially true for dynamic ontologies, i.e. ontologies that reflect properties of the
world that keep changing often (like the song the user of the system is listening
to at query time). In that case we can define some checks if the answer is sensible
or even possible (like that the answer indeed needs to be a song). Often these
further checks will not go beyond the abilities defined by the other approaches
to unit testing in this paper.

5 Expressive Consistency Checks

Ontologies in information systems often need to fulfil the requirement of allowing
reasoners to quickly answer queries with regards to the ontology. Light weight
ontologies usually fulfil this task best. Also, many of the more complex con-
structors of OWL DL often do not add further information, but rather are used
to restrict possible models. This is useful in many applications, like ontology
mapping and alignment, or information integration from different sources.

For example, a minimal cardinality constraint will, due to the open world
assumption, hardly ever lead to any inferred statements in an OWL DL ontology
(this can only become the case if range of the minimal cardinality restricted
relation is a class consisting of nominals). Nevertheless the statement can be
useful as an indicator for tools that want to offer a user interface to the ontology,
or for mapping algorithms that can take this information into account.

Further expressive constraints on the ontology, like disjointness of classes, can
be used to check the ontology for consistency at the beginning of the usage, but
after this has been checked, a light weight version of the ontology, that potentially
enables reasoners to derive answers with a better response time, could be used
instead.

Also, for these pre-use consistency checks, more expressive logical formalisms
could be used, like reasoning over the ontology metamodel [13,3], using SWRL [11],
or using the transformation of the ontology to a logic programming language like
datalog [8] and then add further integrity constraints to that resulting program
(that may easily go far beyond the expressivity available in the original ontology
language: with a logic programming language it would be easy to state that, by
company policy, a supervisor is required to have a higher income than the persons
reporting to her — which is impossible in OWL DL).

Formally, we introduce a test ontology T'C for an ontology O, that includes
the high axiomatization of the terms used in O, and check for the satisfiability
of the merged ontology O U T. In the case of using the logic programming
translation, we merge (concatenate) the translation of the ontology to datalog
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(LP(O)) with the test program TEP’ and test the resulting program for violation
of the integrity constraints.

Let us consider an example ontology O,:
tradesStocks( Jim, MegaCorp)

CEO(MegaCorp, Jack)
bestBuddy(Jim, Jack)
bestBuddy = hasNoSecrets

This example ontology is equivalent to the translated logic program LP(O,):
tradesStocks(Jim, MegaCorp).
CEO(MegaCorp, Jack).
bestBuddy(Jim, Jack).
hasNoSecrets(X,Y) : —bestBuddy(X,Y).

The test program TEP (that checks for insider trading) may consist of the
following line, a single integrity constraint:

: —hasNoSecrets(X,Y), tradesStocks(Y, C), CEO(X, C).

Evaluating the program should now raise a violated integrity constraint. We
could also name the integrity constraints (by putting insiderTrading into its
head and then explicitly evaluate insiderTrading to see if it evaluates to true
or false. We also could use the head insiderTrading(Y) and then query for the
same head, to get a list of people who actually do the insider trading (and thus
uncover problems in the program much faster).

6 Use of Autoepistemic Operators

In [7] an extension of OWL DL with autoepistemic operators is described. Espe-
cially the K-operator can be useful to check an ontology not only with regards to
its consistent usage, but also with regards to some explicitly defined understand-
ing of completeness. In a geographic ontology, we may define that every country
has a capital, Country C Jcapital.City. But stating the existence of a country
without stating its capital will not lead to an error in the ontology, because the
reasoner (correctly) assumes, that the knowledge is not complete. Using the K-
and A —operators instead, we would define that KCountry C JAcapital. AC'ity,
i.e. for every known country the capital must also be known (i.e. either stated
explicitly or inferrable) in the ontology, or else the ontology will be not satisfiable
(the example follows ex. 3.3 in [5]). Thus we are able to state what should be
known, and a satisfiability check will check if, indeed this knowledge is present.

On the Semantic Web, such a formalism will prove of great value, as it allows
to simply discard data that does not adhere to a certain understanding of com-
pleteness. For example, a crawler may gather event data on the Semantic Web.
But instead of simply collecting all instances of event, it may decide to only
accept events that have a start and an end date, a location, a contact email,
and a classification with regards to a certain term hierarchy. Although this will
decrease the recall of the crawler, the data will be of a higher quality, i.e. of a
bigger value, as it can be sorted, displayed, and actually used by calendars, map
tools, and email clients in order to support the user.
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The formalisation and semantics of autoepistemic operators for the usage in
web ontologies is described in [7], and thus will not be repeated here.

7 Domain and Ranges as Constraints

Users often complain that their intuitive usage of relation domain and ranges
contradict their actual semantics. They expect domain and ranges to be used like
constraints, i.e. if they say that brideOf is a relation with the domain Woman
and one applies it to John, who is a Man, instead of getting an inconsistency
John will be classified as a Woman by the reasoner (for the sake of the example,
we take it for granted that Man and Woman are not disjoint). In the following
we will try to use this error to the benefit of the user.

As the domain and range declarations in the ontology will usually render these
checks trivially true, we need to remove them first from the ontology. Therefore
we take an ontology, and delete all domain and range declarations that are to
be understood as constraints (in the example in the previous paragraph, we
would remove the declaration of brideOf’s domain as Woman). Now we check
for all instantiations of the removed domain or range declaration’s relation if
the subject (in case of a removed domain declaration) or the object (in case of
a removed range declaration) indeed gets classified with the supposed class (in
the example, we ask if John is indeed a Woman).

Note that these removals may have further implications on the ontology’s
inferred statements, depending on the further axioms of the ontology, and its
planned usage. Experiments need to be performed to be able to judge the de-
scribed approach with regards to its impact on the inferred knowledge in real
world scenarios. This approach actually will not necessarily highlight errors, but
only indicate possible places for errors. It will probably make more sense to in-
troduce a new relation that let us define constraints for relations, and then to
check these explicitly. We expect to learn from the planned experiments how to
exactly bring this approach to use.

8 Related Work

A Protégé Plug-In implementing an OWL Unit Test framework? exists, that
allows to perform what we have described with 7T testing for affirming derived
knowledge in Section 3.

In [16] the theory and practice of ontology evolution is discussed. Ontology
change operations and ontology evolution strategies are introduced. Based on
this, [9] extends this work for OWL DL ontologies, and investigates the evo-
lution of ontologies with regards to consistency, implemented in the so called
evOWLution framework. As the theoretical work allows generic and user defined
consistency checks, the ideas presented here could be regarded as a number of
ways to formalize further aspects of the ontology, and enable more expressive
consistency checks beyond simple logical satisfiability.

2 http://www.co-ode.org/downloads/owlunittest/
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Some parts of the presented ideas — especially the test ontologies in Section 3
and the consistency check against heavy weight descriptions in Section 5 — may
often lead to unsatisfiable ontologies when the unit testing uncover problems. In
this case, research done in debugging [14] and revising [12], especially evolving
ontologies [10], will provide the tools and techniques to actually resolve the
problems.

9 Outlook

The approaches described in this paper address problems in ontology engineering
and maintenance that have been discovered during the work with ontologies
within the SEKT case studies. As they often reminded us of problems that
occurred in software engineering, a solution that was successfully introduced
to software engineering was examined — unit testing. Although the notion of
unit testing needed to be changed, it inspired a slew of possible approaches,
that have been described in this paper. Also, examples for these approaches
have been given to illustrate how they can be used within the lifecycle of an
ontology.

As of now, we are working on an implementation of the presented ideas in order
to experimentally verify their usefulness. Although we have shown that several
problems we have encountered can be solved with the presented approaches,
it is unclear if the idea behind them is simple enough to be understood by
non-experts in ontology engineering. Also it needs to be investigated, how often
certain classes of problems appear in real world ontologies, and which of the
ideas presented here are most effective to counter these problems.

Like in software engineering, we do not expect unit tests to cover the whole
field of ontology evaluation. But we expect it to become (and remain) an impor-
tant building block within an encompassing framework, that will cover regression
tests and (relative) completeness, and help to indicate further errors in the initial
development, and especially further maintenance of an ontology.

We expect modularization of ontologies and networked ontology to become
more important in the next generation of web ontology based technologies. Unit
testing provides a framework to formalize requirements about ontologies. We
expect the approaches described in this paper, and maybe further similar ap-
proaches, to become much more investigated and discussed in the close future.
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Abstract. The need for semantic interoperability between ontologies
in a peer-to-peer (P2P) environment is imperative. This is because, by
definition participants in P2P environment are equal, autonomous and
distributed. For example, the synthesis of concepts developed indepen-
dently by different academic researchers, different research labs, various
emergency service departments and, hospitals and pharmacies, just to
mention a few, are an assertive request for cooperation and collabora-
tion among these independent peers. In this work we are looking at issues
that enable us to build a robust semantic consensus to solve the interop-
erability problem among heterogeneous ontologies in P2P networks. To
achieve a robust semantic consensus we focus on three key issues: i. se-
mantic mapping faults, ii. consensus construction iii. fault-tolerance. All
these three issues will be further elaborated in this paper, initial steps
to address theses issues will be described and fault-tolerant semantic
mapping research directions will be further identified.

1 Introduction

There has been considerable work on semantic interoperability, i.e. the mapping
between different concepts from different ontologies. Some of this work suggests
achieving interoperability through a global ontology mediator [6], while others
suggest building consensus incrementally from local mapping [1,7, 8]. We favor
the latter approach and it is the focus of our research. To build a robust semantic
consensus system we focus on three key issues: i. semantic mapping faults, i.e.
semantic mapping conflicts, ii. consensus construction iii. fault-tolerance. The ex-
isting works on building semantic consensus among distributed ontologies do not
distinguish between permanent and temporary semantic mapping faults. The
failure to distinguish between permanent and temporary mapping faults could
result in the erroneous labeling of peers with incompatible knowledge representa-
tion. Incompatible knowledge representation could have the further consequence
of preventing labeled peers from teaming up with other knowledge-comparable
peers. Our hypothesis is that to be able to extract the most consensus possible
among related peers we should focus not only on the cooperative peers, which
most of the existing works do, but also on uncooperative peers as well. Ob-
serving the fact that consensus building technique used in semantic mapping

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1021-1027, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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is similar to the majority voting technique used in the designing fault-tolerance
hardware and software systems opens up a new avenue for consensus construction
research. We believe that there are opportunities to build a more robust seman-
tic consensus systems using other applied majority voting and fault-tolerance
techniques. The need for fault-tolerance capability of software have been de-
termined by the fact that the real-world applications require a highly reliable,
continuously available, safe and accurate softwares. Therefore, we believe that
semantic mapping systems should be constructed with the built-in capability to
tolerate faults.

The rest of this paper is organized as follows: in section 2, we look at the tem-
porary fault issue in consensus building. In section 3, we describe the similarity
between majority voting and consensus building and its effect on future research.
In section 4, we discuss the construction of the consensus-based systems with
fault-tolerance capabilities and finally in section 5, the conclusion of the paper
with some future research directions are presented.

2 Semantic Mapping Faults

Consensus formation in a P2P network is identified by the greatest(lowest) pos-
sible common knowledge (GCK) among all the peers of the network. Current
consensus building procedure obeys the following steps: Every-time a peer P
encounters another peer P that could handle its request (i.e. a peer with similar
semantic knowledge representation), that peer P will be added to the list of
related peers to peer P. This knowledge will be used for the subsequent coopera-
tion and encounters, for example, when answering a query. However, if a peer P
meets another peer P with a different semantic knowledge representation, that
peer P will not be considered for subsequent tasks [1,7,4]. Two key elements
in the described consensus formation are semantic mapping operation and peers
participation. In other words, correct mapping relates peers with semantic com-
parable concepts. Most of the existing works on concept mapping are concern
with the precision of mapping. It is implemented as threshold variable § and
the user of the system decides on its value at a run time. The § and GCK are
inversely related, i.e. the higher the 6 the lower the result of GCK and vise-versa.
The following represents this relation.

f(GCK):1/6 Eq.1

Others such as [8,7] tried to improve the result of GCK by increasing the
number of peers p who participate in consensus formation. This is done by
accepting partial results. Hence Eq.1 could be rewritten as follows:

"f(GCK) : 1/6, P(p) Eq.2

where ' f(GCK) represents the improved f(GCK) and P(p) is the probability
of extra peers participating in consensus formation because of their ability to
provide partial results to the query. In the described consensus formation, peers’
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past collaborations used for future decisions on further collaborations. We will
rewrite Eq.2 to reflect this reality where x represents cooperative peers.

"F(GCK) : (1/6,P(p))[X] Eq.3

One shortcoming with the above described method is that, once a peer is
unable to fulfill a particular request, for example answering a query, it will not
be considered for the subsequent tasks. In other words, the described method
sees the peers’ inability to answer a query as a permanent fault - permanent
non-cooperation. We see this as a deficiency because peers’ inability to answer
a query could be a result of temporary dis-connection, noise or incompetency to
answer a particular request. Therefore, writing the Eq.3 to account for temporary
uncooperative peers € yields the following relation.

"f(GCK) : (1/6,P(p))[x; €] Eq.4

To be able to include temporary uncooperative peers for future tasks, we have
to distinguish between permanent and temporary uncooperative peers. Clas-
sification of different types of faults along the temporal dimension: transient,
intermittent and permanent is the enabling mechanism which facilitates the dif-
ferentiation between permanent and temporary uncooperative peers. A detailed
description of fault types, fault source and fault classification will be considered
in future work.

3 Constructing Semantic Consensus

In this section, we highlight some similarities between concepts and techniques
used in two different fields and those used in the semantic mapping process,
i.e., consensus formation. These fields are: i. theory of cooperation and evolution
and ii. fault-tolerant computing systems. The possibility of misunderstanding
or misimplementation between players, i.e. noise, has been heavily studied in
Cooperation and Evolution fields [2,13, 11]. Strategies applied to bring au-
tonomous selfish peers to a consensus with existing noise in the system is an
attractive proposition for solving semantic mapping problem with existing faults
in the process. We believe that there are similarities between handling faults in
consensus building and coping with noise in autonomous agent cooperation. We
see noise as fault, more specifically, as a transient fault. Therefore, strategies for
coping with noise in agent cooperation could be adapted to tolerate faults in
consensus formation.

Magjority voting is used to design Fault-Tolerant computing systems and
it has similarity with techniques used by [1,7,8,5,12] to perform mapping and
to eliminate the disambiguation between concepts, i.e., the consensus formation
technique. Lets consider both the majority voting, consensus and their similari-
ties in more details.

In the consensus based system concepts are translated along the query
translation or query propagation path. Hence, if the semantic of the concepts
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are preserved along the query propagation path the query yields a correct (con-
sensus) answer. We could restate this as follow:

For every query to yield an acceptable answer, the translation of the query el-
ement semantics have to be approved by multiple peers. This could be considered
as a form of a voting.

Please note that, not every consensus answer is a correct answer. There is a
possibility that even when several peers reach a consensus about a particular
query answer their conclusion might not to be the correct one when compared
to some predefined or known facts.

Figure 1 represents the consensus based system where each node represents
a peer P and each directed edge M, ; represents a query mapping from source
peer P; to target query P;. Each cycle in the graph, P, Pja.....P;, P;1 represents
the query translation path. The selection (deselection ) of a query result among
multiple results returned from different translation paths by query initiator is
an approve (disapprove) to the voting decision made by different peers on the
translation path. A dished circle in Fig. 1 represents one circle, i.e. translation
query path, which peers on the path might reach a consensus.

There are other types of systems such as those described in [5, 12] that do not
use translation to achieve consensus. Here, consensus is achieved through count-
ing the number of times a concept or the relation between two concepts appears
among different ontologies. We see that both described methods, translation and
reinforcement, uses the notion of voting to reach consensus.

The majority voting techniques is a well-known technique used to determine
a consensus result from the results delivered by multiple computation sources.
We will concentrate on the TMR (Triple Modular Redundancy) majority voting
technique for its simplicity. The TMR system is based on using extra hardware
components. More specifically, the TMR, system uses three components in place
of one component. The TMR system also has an extra component called Voter.
The Voter is the place where the voting on the different results takes place, i.e.,
consensus made. The main idea of this technique is that the system tries to build
a consensus result from three results [10]. This technique is used to prevent the
computation process from relying on a single result. Figure 2 is an illustration for
this technique where three peers (components) produce data and a voter combine
their output. From figure 2 we can notice that the role of the Voter component
becomes an essential role and the reliability of entire system now depends upon
the reliability of the Voter. We can notice that the same drawback does exist in
the consensus technique as well. In Figure 1, the P8 plays this critical role.

We could replace T which stands for the Triplicate in the TMR, technique by
N where N > 2. This leads to a system with N components redundancy, the
NMR system, instead of the TMR system.

Other voting methods such as plurality voting, threshold voting and weighted
k-out-of-n are also used to reach consensus. There are tradeoffs involved in using
each of these method. Some methods are more suitable than others for certain



Issues for Robust Consensus Building in P2P Networks 1025

a consensus Consensus

formation path 5 ude ere
\
, N
N
P

/
M3
'

.

S M6 M6S
AN I

Input
Data

- .

Fig.1. Query Translation Along Query Fig. 2. Triple Modular Redundancy
Paths, P8 plays similar role of voter in
Fig. 2

applications. For example, the plurality voting method is usually used to deter-
mine a winner in a given election. In the plurality method two parameters are
important: i. the number of voters that voted for the consensus, i.e. L voters
agree and ii. the number of voters which vote for consensus is grater than num-
ber of voters which do not vote for consensus, i.e. M < L. In other words, the
winner does not need to have n/2+1 votes to win, where n is the number of
total participants in the voting. The winner needs only L votes where L is the
number of participants who voted for the winner and it exceeds the number M
were voted against the winner.

It worth to re-emphasis that what we trying to convey here is that the voting
is a form of consensus reaching. We believe that both the voting technique which
is used by fault-tolerance systems and a consensus reaching used by semantic
mapping process have a lot in common. This leads us to the next issues: the
feasibility of adapting other forms of voting and fault-tolerance techniques to
build consensus and to measure the certainty ' and the confidences ? in the
consensus reaching. Examples of such techniques include a weighted majority
voting, plurality voting and time and information redundancy techniques. We
believe that the equivalences between consensus and majority voting will open
up new avenues for research. Currently we are researching this issues further.

4  Fault-Tolerance

Software components are human made products and since humans are subject
to make mistakes, real-world software components cannot guaranteed to be er-
ror free. Hence, we should strive to achieve highly reliable, continuously avail-
able and safe software [3]. We scrutinized several promising ontology mapping

1 Weight of peers participated in consensus formation.
2 Number of peers participated in consensus formation [14].
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systems and methods for fault-tolerance capability. The examination covered
Chatty Web, OBSERVER, Piazza, MAFRA and H-Match. We find out that all
of these approaches lack the fault-tolerance capability.

We are considering the construction of a consensus-based system with a fault-
tolerance capability, i.e. building a system which tolerates faults that remain in
the system after its development. A software fault-tolerance capability could be
accomplished through various methods including information, component and
time redundancy.

The choice of information and time redundancy are more applicable than
the component redundancy (N-version programming) in P2P ontology mapping
context. This is because P2P network is dynamic environment in which peers
enter and leave the network on the fly. Performing multiple computations in such
a dynamic environment is difficult and subject to termination, thus depriving
peers from opportunities to produce responses. A reasonable alternative would
be the duplication of critical variables and/or blocks of code and comparing the
output of these code blocks and variables at different stages of the execution of
the same program.

The time-redundancy technique could be used to add fault-tolerance capabili-
ties to the consensus formation methods in at least two ways including: i. query-
ing the peer service provider more than once at different times and comparing the
obtained results, and ii. preparing a test query for which a querying peer knows
the answer. In both of the above cases a querier could directly verify whether the
related peers execute correctly [9]. Similarly, information redundancy technique
could be used for building consensus formation with fault-tolerance abilities.
This is could be done by incorporating extra information about the query and
performing checking on the query response for the query added information.

We strongly believe that fault-tolerance capability should be used as a cri-
terion to determine the quality of consensus based systems. The fault tolerant
capability is particularly important in critical applications such as security and
business applications. This particularity arises from the fact that excluding a
useful source of information or a valuable business partner just for a transient
type error will have severe consequences on the level of accuracy of the collected
information and could jeopardize financial gain for the peers.

5 Conclusion and Future Work

We started by observing that there are several shortcoming of the incremental
building semantic consensus among distributed ontologies. We proposed to solve
the problem by focusing on three key issues: i. considering cooperative and tem-
porary uncooperative peers in building semantic consensus, ii. adapting other ap-
plied voting techniques to semantic mapping reaching and iii. building semantic
mapping systems with fault-tolerance capability. Some first steps of these key is-
sues were described. Future works include: i. implementing a bottom-up semantic
consensus system with ability to tolerate the non-permanent faults. ii. exploring
and adapting some new techniques to build a robust semantic consensus.
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Abstract. In this paper, we will focus on the importance of management of
knowledge held by the organization’s human resources and gained through
experience and practice. For this issue, we propose a model for software best
practices’ integration in a Knowledge Management System (KMS) of a
Software Development Community of Practices (SDCoP). This model aims on
the one hand, to integrate human, organizational, cultural and technical
dimensions of the Knowledge Management (KM) discipline and on the other
hand, to cover all the KM’s process. In response to these needs, the proposed
model, purpose of this paper, is founded on the basis of ontologies and
intelligent agents’ technologies.

Keywords: Best Practices, competencies, Knowledge Management, Software
Development Process, Ontology, Intelligent Agents, OWL, Jena, Nuin.

1 Introduction

In the new knowledge centred age, most organizations have recognized the
importance of their immaterial assets in addition to the material ones (buildings,
equipments, etc.). The first one consists in external knowledge (knowledge about
customers, competitors, partners, etc.) and in internal knowledge dealing with
organization’s employees (know-how, competencies, skills, best practices) and
processes. Thus, knowledge became a strategic asset leading to organization’s growth
and survival [1] requiring new methods and tools designed for its management giving
hence, rise to the new discipline of KM. In the research work, purpose of this paper,
we will focus on the management of the knowledge held by the organization’s
employees and gained through the experience. For this problem, we propose a model
for software best practices’ integration in a KMS of an SDCoP. This model, baptized
SoBestPractIM (Software Best Practices Integration Model), allows and supports not
only knowledge integration in a KMS, but also knowledge creation and sharing so as
to reach the new KM generation’s goals.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1028 — 1037, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Knowledge Management and Best Practices

Through this section, we will try to define certain key concepts that are needed for our
study and on the basis of which we have designed our proposed model.

2.1 Knowledge Management

As defined by Malhotra [2], “Knowledge Management caters to the critical issues of
organisational adoption, survival and competence in face of increasingly
discontinuous environmental change. Essentially, it embodies organizational
processes that seek synergistic combination of data and information processing
capacity of information technologies, and the creative and innovative capacity of
human beings.” KM is then, a multidisciplinary field of study implying other
disciplines (Sociology, Psychology, Management, Artificial Intelligence, etc.) taking
therefore, into account four principal aspects: Human, Organizational, Technical and
Cultural (HOTC). The human ones are fundamental and critical since human beings
are the unique knowledge holders (know-how, competencies, skills, experiences,
best practices, etc.) as well as for their creation and innovation capacities
representing the core of the new KM initiatives. The KM is a cyclical process [3]
consisting of three principal activities: knowledge creating, integrating and sharing.
In this process, actors are considered as active members trying to resolve problems
encountered during the exercise of their work leading hence, to new knowledge
creation. Once integrated in a KMS, knowledge can be shared, updated and
consequently enriched.

2.2 Best Practices

As a particular kind of knowledge, Best Practices (BP) are considered as procedural
knowledge having proven their value through the practice [4]. Stemming from
experiences, BP are not static, they follow according to us and to Snowden’s Cynefin
Model [5] a cycle during which they are identified, formalized, evaluated and
validated giving then, raise to new competencies. This model presents the dynamic
aspect of the knowledge represented by its various domains (Chaos, Complex, Known
and Knowable). This knowledge flow shows that BP are the ability to move from
Knowable to Known through capturing added knowledge, more know-how, acquiring
dedicated skills and identifying the context. So, BP are the consequence of a cyclic
reflection process allowing according to us, BP’ identification, maturity and then new
knowledge creation.

3 State of the Art: Experience Management’s Approaches

Our literature review has revealed a great range of approaches dealing with the
experience and BP’ management topic. In this section, we will present four principal
and recent projects.
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3.1 Case-Based Approach: BORE

Started in 1997 by an American group of researchers at the university of Nebraska-
Lincoln and directed by its inventor Henninger [6], BORE (Building an
Organizational Repository of Experiences) aims to provide a flexible methodological
framework for project management consisting in a living experience memory for
software development BP’ context capture. The BORE’s approach is based on a case
based technique in which problem resolution activity is considered as past
experiences adaptation to similar present cases. Each experience or BP is represented
by a case in BORE. A case specifies the context in which a methodology, activity or a
task may be adopted supporting its adaptation to projects’ specificities and evolution
by the use of rules. BORE adopts the Experience Factory’s methodology [7] for
experience and BP’s management all along the software development process. This
methodology supports the QIP (Quality Improvement Paradigm) so as to simplify and
to make more efficient the experience management’s process.

3.2 Ontology-Based Approach: LiSER

Recently developed in 2004 by a group of researchers from the University of
Malaysia directed by Abdulmajid [8], the LiSER’s approach proposes a specific
representation model of knowledge acquired from software development’s
experiences and provides a Web environment for experience management and
sharing. The proposed model is built on the definition of ontologies' of different types
so as to make explicit knowledge assets acquired during software development’s
processes. In their proposed model, Abdulmajid et al. describe software
development’s knowledge assets through four ontologies’ types. The competence
ontology is designed for competencies categorization forming a taxonomy of useful
skills. The type ontology classifies the different kinds of knowledge. The information
ontology defines the attributes employed for knowledge assets’ description depending
on their types. The deliberation ontology arguments and documents decisions made
about the captured knowledge assets.

3.3 Case-Based and Ontology-Based Approach: KMIR

Developed in 2004 by Hefke [10] at the German research center of the University of
Karlsruhe, the KMIR’s approach aims to provide a framework for KM
recommendations and BP’ implementation. KMIR uses the Case Based Reasoning
and the Semantic Web techniques for the management of experiences and BP of KM
implementation. In KMIR, BP are represented by cases and are structured through a
defined ontology: the KMIR’s ontology [10]. The proposed ontology considers a BP
as a profile instance describing the organization’s profile, problems faced during its
KM project’s implementation and solutions adopted to overcome these problems.

! As defined by Gruber, an ontology is a specification of a shared conceptualization: “In the
context of knowledge sharing, I use the term ontology to mean a specification of a
conceptualization. That is, an ontology is a description (like a formal description of a
program) of the concepts and the relationships that can exist for an agent or a community of
agents...” [9].
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Similarity between cases in KMIR is measured with tradionnal (cases’ attributes
values) and ontological measures [11] (similarity of relations, similarity of
taxonomies).

3.4 Storytelling-Based Approach: HSKM

In this approach, Soulier et al. [12] exploit the storytelling’s technique, considered as
a natural act of knowledge transfer, for experience’s sharing within an organization.
This approach aims to facilitate the interiorization and socialization’s phases through
a story model. The project HSKM (Hyper-Storia Knowledge Management) is an
implementation of this approach consisting in the development of an assistance tool
for experience capitalization which is centered on the narration technique and is
intended for a KM consultants’ team. In this approach, stories are indexed according
to two principal dimensions: intentional and contextual dimensions setting histories
with reference to a given domain. In the contextual dimension, scriplets represent
actor’s cognitive skills and know-how and consist in procedures or groups of actions
that are frequently applied for their effectiveness.

3.5 Comparative Study of Experience Management’s Approaches

Having studied four main approaches of experience and BP’ management, we present
a comparaison putting forward the strong and weak points of the ones compared to
the others. With this intention, we fixed a set of criteria on the basis of which the
comparative study will be undertaken. The choice of these criteria was based on the
HOTC aspects of the new KM’s generation as well as on the particularities deduced
from the study of the BP’ concept.

Table 1. Evaluation’s Criteria

Criterion Description Values and notations
Integration The integration level of the experience management | ++: very strong, +: strong, ~:
process in organization’s business processes. average, -: weak, --: very weak.
Formalization | The formalization degree of experience and BP. ++: very strong, +: strong, ~:
average, -: weak, --: very weak.
Context The representation method of experience’s context. | +: intelligent, ~: simple.
Creation Knowledge creation level supported by the | ++: very strong, +: strong, ~:
approach. average, -: weak, --: very weak.
Event Types of events taken into account by the approach. | +: positive events, -: negative
events, +-: positive and negative
events.
Exploitation The Exploitation methods of experiences and BP. +: intelligent, ~: simple.
Implication The human implication level in the experience | ++: very strong, +: strong, ~:
management process. average, -: weak, --: very weak.
Automatization | The automatization degree supported by the | ++: very strong, +: strong, ~:
approach. average, -: weak, --: very weak.
Domain The application domain of the approach. ++:SD*and T, +: SD and non T,
~: 0D’ and T, -: OD and non T.

2 SD: Software Development.
3 OD : Other Domain.
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The following table clarifies the value of each criterion for the presented

approaches.

Table 2. The Comparative Table of the Experience Management’s Approaches

BORE LiSER KMIR HSKM
Integration ++ - + --
Experience Factory A process CBR cycle A process apart
methodology apart
Formalization - ~ ++ -
Problem and Recommended KMIR’s ontology Implicit induction of
solution’s actions’ set BP through models
specification
Context ~ + + ~
Rules’ engine Information Ontology’s concepts | Historiet’s attributes
(if-then) ontology
Creation + - ++ -
Rules creation Experiences’ New Stories’ packaging
and adaptation packaging recommendations
creation
Event +- - +- -
Positve/negative Problems Users’ Anomaly’s notion
experiences resolution’s positive/negative
situations feedbacks
Exploitation ~ + + ~
tasks’ analysis Semantic traditional/ontological | Intentional/contextual
(cases’ links exploitation similarity’s measures attributes of the
exploitation) Stories
Implication ~ - - ++
Project and Deliberation Case base All levels Human
experience factory’s ontology alimentation intervention
activities separation
Automatization ~ - ++ ~
Human knowledge Automatic Automatic generation | Experience and BP’
adaptation/validation | memorization of new socialization and
and searching recommendations interiorization
Domain ++ + ~ ~
Applicable in other | Non applicable | Applicable in other Applicable in other
domains domains domains

The comparative study of the presented approaches has revealed a set of facets
affecting the experience and BP management’s process. In fact, the strong and weak
points identified through this study and our litterature review helped us to design a
model that combines positive facets found in each approach and taking into account
KM new generation’s demands and BP management’s specificities.

4 The Proposed Model: SoBestPractIM

In this section, we specify the best criteria for our model in order to tackle in a better
way the experience and BP management. For doing so, we are presenting the
theoretical fundamentals, the meta-model and the architecture of our proposed model.
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4.1 Model’s Theoretical Fundamentals

These are our considerations for the above mentionned criteria: concerning the
integration’s criterion, we suggest the entire integration of the experience and BP’
management process in organization’s business processes. This integration will give
more meaning to BP created during the software development’s process by capturing
their context of creation without additional efforts of documentation, out of the
context of activity, at the end of the development’s process. Regarding the
formalization’s criterion, we vote for the most natural and structured level of
formalization of experiences and BP by using the storytelling’s technique since it was
proven that it’s an efficient means for knowledge sharing and BP’s transfer within an
organization. Concerning the context’s criterion, we propose to put emphasis on the
context in which experiences and BP are captured by means of ontologies specifically
designed for software development’s knowledge representation. These ontologies deal
with a shared semantic giving a precise idea about context and its components without
ambiguities. For the creation’s criterion, we consider that the knowledge creation’s
need may be fulfilled by supporting the communication between software
development process’s actors promoting thus, experiences and BP’ sharing,
cooperation and adding values through annotation. Regarding the event’s criterion,
we propose to take into account both positive events (successful experiences) and
negative ones (anomalies, problems) that are sources for new BP’capture. Concerning
the exploitation’s criterion, as experience and BP are integrated using ontologies, their
exploitation method will be also founded on the designed ontologies. Ontologies’
concepts and the corresponding relations will be then, useful for the semantic
exploitation of knowledge captured during the software develompent’s processes. For
the implication’s criterion which is a key for KM’s success, we think that actors must
be sensitized to the importance of an experience and BP’s management approach and
to its integration in the software development’s process. In order to support actors in
integrating experiences and in BP’ management, we propose to reinforce the KMS
implementing SoBestPractIM by a rewards’ system (best contributor’s election, most
used BP’ classification). Concerning the automatization’s criterion, we propose the
minimization of the automatization’s degree by according more importance to the
human intervention and interpretation, so the targeted KMS will provide an intelligent
assistance to the software development process’s actors supporting thus, the
experiences and BP management’s process that must be human centered to fulfil its
goals.

4.2 The SoBestPractIM’s Meta Model

On the basis of previous assumptions and specificities, we designed a Meta model
representing the key concepts and relations that must be taken into consideration in
the design of SoBestPractIM (cf. Fig. 1). To each key meta-concept (ontology is a
concept tree, graph or lattice) we have assigned an ontology making more explicit
knowledge related to the concept. Our study of the software development’s process
has revealed nine ontologies:
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Fig. 1. The SoBestPractIM’s Meta Model

The project’s ontology describes project’s characteristics as well as the different
implied roles and corresponding actors, the required competencies, the adopted
process and the various methods, tools and artefacts used during the project. The
process’s ontology aims to describe an adopted software development’s process using
the concepts of process, activity and role. A process is composed of activities of
various granularities (iteration, phase, activity, and task) that can be subdivided into
sub-activities. The competencies’ ontology allows the description and the
classification of the various types of competencies that are required during a software
development’s process. This classification depends on activity’s nature (analysis,
design, implementation, and test). The actor’s ontology allows the representation of
knowledge concerning software develompent process actors’ profile, the acomplished
roles and the acquired competencies. The experience’s ontology represents
knowledge describing a software development’s experience, including the deduced
BP, the employed or created competencies, the implied roles, the adopted methods,
the used tools and the created or used artefacts during the experience. The
annotation’s ontology allows the representation of various forms of observations
posted by a worker in response to a given experience and BP. These annotations lead
to experiences and BP’ enrichment and refinement. The tools’ ontology is used for the
characterization and the categorization of the various types of tools that can be
employed during a software development’s project according to the activity for which
they are used. It also represents the different competencies required for tools’ use. The
method’s ontology is designed to represent knowledge concerning methods being able
to be used during a software development’s process. This knowledge deals with the
activity using the method, the competencies required for method’s adoption, the
method’s language, the supporting tool(s) as well as other possible required methods.
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The artefacts’ ontology is used for the characterization and categorization of the
different artefacts’ types that are created or used during the software development’s
process.

4.3 Model’s Architecture

Having developed the SoBestPractIM’s core elements, we present the targeted
architecture that we decided to reinforce it by developing a multi agents system (cf.
Fig. 2):

Integrating C—) Searching C—) Sharing
St 2 £
3
Integrating agent Searg agent xsharing agent

. Communication tools
Ontologies’ warehouse

Processes Experlences
Activities \ / Best Practices
Actors Annotations
Artefacts
Methods Pro;ects memory
Tools Competencies

Fig. 2. The SoBestPractIM’s Architecture

In this architecture, we notice three principal components: the ontologies’
warehouse which is composed of the designed model’s ontologies and according to
which knowledge will be integrated searched and communicated. The projects’
memory, which aims to memorize projects’ characteristics, “activities’ definition,
history and results” [13] as well as “lessons and experiences from given projects”
[14], will be able to conservate all the knowledge types presented in the figure 2.
Concerning the model’s functions, the integrating function allows users of the
targeted KMS, to integrate any knowledge’s type following the respective ontology.
The searching function allows actors to find any useful concept needed for a specific
situation (activity in progress, concerned worker’s profile), either on demand (pull
mode) by means of queries, or proactively (push mode) guided by the context. This
function is carried out according to the ontologies of the proposed model serving as
sources of knowledge and as patterns for searching queries. The sharing function



1036 N. Jlaiel and M. Ben Ahmed

permits the communication between actors and members of an SDCoP. This function
is supported by communication tools (synchronous and asynchronous) and concerns
any concept of the model offering thus, a private semantic Web environment
(Intranet) for knowledge sharing, annotation and enrichment. These functions are
interconnected and interdependent, improved by the use of the intelligent agents’
technology so as to facilitate experience and BP’ transfer. The model’s ontologies are
built with OWL [15]. The Java’s toolkit component: Jena [16] is selected for
ontologies’ management and the Nuin’s agent platform [17] is designated for the BDI
agent’s model creation [18]. As outcome the KMS, target of SoBestPractIM’s
implementation, will offer functionalities for software development’s knowledge
management (projects, processes, actors, competencies, experiences, methods, tools,
artefacts and annotations).

5 Conclusion and Future Work

The presented research work consists in proposing a model for BP’ integration in a
KMS of an SDCoP. In this purpose, we were concerned not only, with experience and
BP’ integration but, with integration for knowledge sharing and creation. The
proposed model “SoBestPractIM”, considers the framework in which the software
development’s BP are captured to integrate them in a KMS. This framework consists
in the Experience in its narrative form. As far as that goes, we supported our model by
the use of ontologies making explicit knowledge related to BP (project, process, actor,
competence, method, tool, artefact, experience and annotation). The architecture
designed for this model improves experience and BP’ socialization (through the
supported communication tools), externalization (through the designed model’s
ontologies), combination (through new competencies’ capture and sharing) and
internalization (through the narrative form of experiences and BP) all along the
software development’s process allowing knowledge shift from explicit form to tacit
one and vice versa. The model’s functions are improved by the use of the intelligent
agent’s technology, according to the designed ontologies so as to facilitate experience
and BP’ transfer. As future work, we plan to build the targeted KMS so as to validate
and enrich our proposed model: SoBestPractIM. For doing so, we must work on an
Intranet of a great SDCoP whose members are geographically distant needing to share
their experiences, competencies, skills and BP.
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Abstract. Many studies have focused on the facts that numeral classifiers give
decisive clues to the semantic categorizing of nouns. However, few studies have
analyzed the ontological relationships of classifiers or the construction of classi-
fier ontology. In this paper, a semi-automatic method of extracting and repre-
senting the various ontological relations of Korean numeral classifiers is
proposed. Shallow parsing and word-sense disambiguation were used to extract
semantic relations from natural language texts and from wordnets.

1 Introduction

Korean is a typical ‘classifier language’, in which most nouns are quantified by a
specific numeral-classifier structure. This contrasts with English, in which numerals
directly quantify nouns. As for the research on Korean classifiers, the majority of
studies have focused on describing classifiers and analyzing them from a linguistic
point of view [1, 9]. However, these studies lacked refined categorizations of classifi-
ers to be applied to practical tasks. Thus, classifier ontology and its applicability are
highly required as language resources for NLP and MT, but relevant research is still
insufficient. This study focuses on building Korean classifier ontology.

The present paper is structured as follows. In Section 2, we examine related studies
on the attempts to the construction of classifier ontology. In Section 3, we present a
semi-automatic method of extracting ontological relations by exploiting NLP tech-
niques, and then the result compared to other studies will be discussed in Section 4.
Conclusions and future work follow in Section 5.

2 Related Studies

In spite of the relative paucity of studies on classifiers, an important motivation in
building classifier ontology is found in a series of studies [3, 4], and recent studies [7,
8, 10] have been conducted focusing on the analysis of semantic properties of Chinese
and Korean numeral classifiers, respectively for the application to NLP domain. [3, 4]

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1038 — 1043, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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proposed a method for the automatic generation of Korean and Japanese numeral
classifiers using semantic categories from a thesaurus and dictionaries. However, the
studies dealt with only a few Japanese and Korean classifiers and they did not men-
tioned the syntactic or semantic ambiguities derived from processing natural language
texts. One semantic category was given to a noun as to generate a default numeral
classifier and thus the noun-classifier pairs were limited in their practical application.
[10] built a database of Korean numeral classifiers. 942 Korean numeral classifiers
were collected and subcategorized; however, more than 500 classifiers fell into
dummy categories without any semantic criteria, and neither the correlation of classi-
fiers nor the salient semantic properties of co-occurring nouns were sufficiently
described; thus, the relations between classifiers and co-occurring nouns were not
constructed.

3 Extraction of Ontological Relations for Building Korean
Classifier Taxonomy

In extracting ontological relationships from unstructured or semi-structured resources
such as large-scale corpora, dictionaries, and ontologies, an entire processing pipeline
comprising sentence splitting, tokenizing, morphological analyzing, part-of-speech
tagging, chunking, and other processes, is required. In this section, we will discuss a
method of extracting ontological relations from our resources. Although none of the
previous studies corresponds to our aim for building ontological relations of Korean
classifiers, all available knowledge resources is gathered as shown in Table 1.

Table 1. Knowledge Resources for Building Korea Numeral Classifier Ontology

Resources Characteristics Size

Standard Korean sense distinguished definitions 500,000 entries

Dictionary

List of high- frequent Korean numeral classifiers 676 classifiers

frequency Korean extracted from large corpus in previous

classifiers study

Corpus newspaper articles, middle school text 7,778,848  words,
books, scientific papers, literary texts, and (450,000 occur-
law documents rences of classifiers)

WordNet Noun 2.0 general-purpose lexical database 79,689 synsets

KorLex Noun 1.5 Korean wordnet based on WordNet 2.0 58,656 synsets

3.1 Extraction of Ontological Relations with NLP

Since most available resources are not structured as natural language texts, natural
language processing is the prerequisite to efficiently and accurately extracting onto-
logical relations from semi-structured dictionaries or raw corpus [2, 6].

Collection of lexical information from structured resources: Lexical information
such as the POS, origin, polysemy, and definition of Korean classifiers were collected
from the Standard Korean Dictionary. ‘Units of measure’ included in KorLex and their
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semantic relations such as synonyms, hypernyms/hyponyms, holonyms/meronyms, and
antonyms were obtained without additional processing.

Shallow parsing of semi-structured definitions: Since many Korean classifiers are
dependent nouns and few of them are found among KorLex nouns, most semantic
relations were extracted from the dictionary definitions by shallow parsing. For ex-
ample, as ‘doe’, a traditional Korean classifier, is not included among the KorLex
nouns, its semantic relations are generated from the following definition.

Table 2. Definition of Classifier ‘doe’ from Standard Korean Dictionary

Classifier Transcribed Sentences in definition Translated sentences in definition
Doe bupi-ui dan-wi (@O (It is a) unit of volume.
gogsig, galu, aegche-ui bupileul jael (2) (It is) used for measuring the vol-
ttae sseunda; ume of grain, powder, or liquid;
han doeneun han mal-ui 10bun-ui le (3) one doe is one tenth of one mal,
haedanghanda; yag 1.8 liteo; about 1.8 liter

The syntactic pattern of Sentence (D, ‘bupi (volume) —ui (adjectival postposition rep-
resenting ‘of”) dan-wi (unit),” typically, is composed of compound words combining a
modifier and a head word. In this pattern, the compound word is the hypernym of the
classifier, doe. Further, the head word ‘dan-wi’ becomes the hypernym of the com-
pound word ‘bupi-ui dan-wi’. In Sentence @ ,the objective phrases ‘gogsig, galu,
aegche-ui bupi+leul (accusative case marker)’ of a verb ‘jae- (measure)’ are ana-
lyzed. Words representing attributes such as bupi (volume) and the referred nouns
such as gogsig, galu, aegche are separated. The verb, ‘jae-’, and the word attributing
the referred noun, ‘bupi’, are translated into English and then combined to form an
ontological relation, ‘MeasureVolume’. From Sentence @), the syntactic pattern, ‘A
neun Bui 10+bun-ui+1’ represents that ‘A is one-tenth of B’. Thus, the holo-
nym/meronym relation between A and B can be derived.

POS-tagging and parsing of unstructured texts: Classifiers can indicate what kind
of noun or noun categories will appear in the text, since they select co-occurring
nouns very restrictively. Many co-occurring nouns can be collected from unstructured
texts in corpus. The simplest combination pattern of a numeral classifier and its con-
text is shown in (E1):

(E1) a.3 doe -ui ssal b. ssal 3 doe
3 ‘doe’ -of rice rice 3 ‘doe’
“5.4 liter of rice” “5.4 liter of rice”

However, according to [13], a classifier can be combined not only with numerals and
nouns but also with pre-numerals, post-numerals, and post-classifiers, and their com-
bined pattern varies in real texts. Through POS-tagging and parsing of sentences in-
cluding the classifiers, the syntactic patterns of the combination can be recognized
and be processed.

Word-Sense Disambiguation: Polysemies or homonyms are common in Korean
classifiers, since many homographic classifiers have been borrowed from Chinese.
For example, the homographic classifier ‘gu’ has three senses:



Extracting Ontological Relations of Korean Numeral Classifiers 1041

(1) unit of a dead body; (2) borough ; (3) unit of counting a pitch

These ambiguities can be resolved with the context of the homographic classifier.
If sache (dead_body) or siche (corpse) comes with ‘gu’, the meaning of ‘gu’ selects ‘a
unit of dead bodies’. When haengjeong gu-yeog (administrative district) appears as its
context, then the meaning of ‘gu’ is ‘borough’, whereas when cheinji-eob (change-
up), bol (ball) appears, the meaning of ‘gu’ is “unit of counting a pitch’.

3.2 Taxonomy of Korean Classifier Based on Semantic-Feature Analysis

In order to establish a hierarchy of Korean classifiers, their taxonomy is required.
Classifiers showing selectional restrictions for co-occurring nouns, a set of co-
occurring nouns with classifiers is to be analyzed closely. Korean typically has four
major types of classifiers: mensural-classifier (CL), measuring the amount of some
entity; sortal-CL, classifying the kinds of quantified noun-referents; event-CL, quan-
tifying abstract events; and generic-CL, restricting quantified nouns to generic kinds.
Apart from the taxonomy of mensural-CL capable of being extracted easily by means
of KorLex' or dictionary-based definitions, three types of classifier, sortal, generic
and event-CL, have to be analyzed semantically either by dictionary-based definitions
or by corpus-based contexts.

Sortal-CL classifies the kind of quantified noun phrase they collocate with, and
can be divided into two sub-classes by [+/-living thing]. Generic-CL limits the noun
phrase to be interpreted as a generic kind, which relates to only [-living thing]. Event-
CL quantifies abstract events. We can classify this class into at least two kinds by its
most salient features, [+/-time], for example, [+event] and [+attribute].

Table 3. Classification of Korean Classifiers by Semantic Features

Types Sub-Category (Semantic Features) Example

Mensural - doe (CL of measuring volume of
grain, powder), liteo (liter)

Sortal Entity  [+living [+animacy] [+human being] myeong (CL of counting people)

thing] [-human being]  mali (CL of counting animals)
[-animacy] [+plant] songi (CL of counting flowers)
[-plant] gu (CL of counting dead bodies)
[-living [+shape]*  [+round] [+long], Awan (CL of counting tablets)
thing] [+thin], [+short],
[+square] etc.
[-shape] - gwon (CL of counting books)
Generic  Entity- [-living - gae (CL of counting entities),
Abstract thing] Jjonglyu (kind)
Event Abstract [+time] [+event] [+action] bal (CL of counting shots)
events [+repetition] beon (CL of repetitive work)
[-time] [+attribute] deunggeub (magnitude)

! The classification of mensural-CL, such as time, space, metric unit or monetary unit, follows the
hierarchy of KorLex.



1042 Y. Jungetal.

4 Results and Discussions

By exploiting the NLP techniques, we extracted the lexical information and semantic
relations necessary for building the ontological relations of Korean classifiers effi-
ciently. In total, 1,138 numeral classifiers were collected, and their taxonomy was
constructed according to the ‘Is-A’ relations extracted from the dictionary, the Kor-
Lex noun hierarchy and a semantic-feature analysis by linguists. The size of the on-
tology is applicable to NLP applications, considering the size of classifier inventories
created in a previous study. According to [7], 427 Chinese classifiers were sufficient
in size for studying the Mandarin classifier systems comprehensively. We found that
the sense granularity of noun classes quantified by classifiers differs depending on the
types of the classifiers. For instance, mensural-CL and generic-CL can quantify a
wide range of noun classes. By contrast, each sortal-CL and event-CL can combine
only with a few specific noun classes. Table 4 shows the size of the classifiers con-
structed into the ontology as well as examples of semantic classes of nouns quantified
by the classifiers.

Table 4. Semantic classes of nouns quantified by Korean classifiers

Types Size Classifiers Nouns quantified by the classifier Class of Nouns
Men- 772 liteo (liter)  gogsig (grain2), galu (powderl), aegche substancel
sural (liquid3)

Sortal 270 mali (CL of nabi (butterflyl), beol (beel) invertebratel
counting gae (dogl), go-yang-i (catl) carnivorel
animals geomdung-oli (scoterl), mae (hawk1) birdl
except  hu- baem (snakel), badageobug (turtlel) reptilel
man beings) ogdom (tilefishl), chi-eo (fingerlingl) fishl

Generic 7  jongryue seolyu (paper5), sinbal (footwear2) artifactl
(kind) Jipye (paper money 1), menyu(menul) communication2

Event 89  bal (CL of  jiloe (land minel), so-itan (incendiary2) explosive devicel
counting gonggichong (air gunl) gunl
shots) chong-al (bulletl), hampo (naval gunl)  weaponryl

lokes (rocketl), misa-il (missilel) rocketl

In the present study, we tried to represent and formalize various ontological aspects
of Korean numeral classifiers by constructing various relations. Table 5 presents the
numbers of representative relations constructed in KCLOnto.

Table 5. Results of Korean Classifier Ontology

Relations Size Relations Size
IsHypernymOf 1,350 HasDomain 696
IsHolonymOf 258 HasOrigin 657
IsSynonymOf 142 HasStdIdx 442
QuantifyOf 2,973 IsEquivalntToKL 696

QuantifyClassOf 287 IsEquivalntToWN 734
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All the procedures were performed semi-automatically for the improvement of ef-
ficiency and consistency. Compared with the previous studies noted in Section 2, this
result shows that the comprehensive approach for building a Korean classifier ontol-
ogy includes seventeen types of relations based on refined semantic analysis. With
this comprehensive and refined result, more accurate and wide application to NLP is
expected. In addition, the constructed linkages to WordNet guarantee easier and
prompter connections to ontologies in other languages.

5 Conclusions and Further Studies

As explained in this paper, the ontological relations of Korean numeral classifiers
were semi-automatically extracted using NLP techniques, and those various relations
were formalized with OWL, which supports strong expressiveness in knowledge
representation and expandability and linkage to other ontologies. The results show
that the constructed ontology is sufficiently large to be applied to NLP subfields.
‘IsEquivalentTo’ and ‘HasOrigin’ relations can be used to improve performance in
machine translation. As future work, we will study the applicability of the suggested
KCLOonto to e-Learning, especially to the domain of foreign-language education,
which requires sophisticated and easy-to-use learning-support systems.
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Abstract. Transfusion Ontology is a simple task-based ontology de-
veloped in the emergency health care domain. Taking the assumption
that ontologies are instruments for supporting exchange of information
among parties, the principles governing the design of this ontology was
mainly based on the identification of the interactions of messages to be
exchanged among parties. This paper shows how this simple design prin-
ciple is able to guide a whole ontology construction.

1 Introduction

Complex organizations are defined by the scope of their internal languages more
than by any physical boundary. When two or more different organizations need
to cooperate and exchange information, matching their internal vocabularies is
nearly always one a main concern. Strategies to bridge inter-organizational lan-
guage barriers when, say, exchanging business documents have historically been
based on meeting and putting common terms and concepts in a standard for-
mat. In web-based environments the more successful technologies are definitely
XML vocabularies and protocols. In this case, the common vocabulary relies
on a semi-structured data model, that is used for defining both the content of
messages and the protocol for exchanging messages. Examples of such kind of
vocabulary can be SOAP [10] or ebXML [7]. But usually XML vocabularies are
used as protocols for enforcing messages according to a standard format. The
vocabulary strongly bound the data format predefining a set of terms but also
constraining the structural position of elements. This approach can be very ef-
fective if parties completely agree on the data format to be exchanged. But a
more abstract level of agreement among parties can be achieved by means of
the adoption of an ontology. An ontology is an explicit specification of a con-
ceptualization [3]. The specification of an ontology allows parties to achieve a
common conceptual ground for enabling interoperability. But this specification
is not tasked to describe data itself. The goal is to describe the semantics of
data without involving the data format and this can be done adopting a meta-
data layer. But the centrality of the notion of interaction used in web-based
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protocols can be preserved as a design principle able to guide a whole ontology
construction. Metadata are tasked to describe the resources exchanged as well
as the services provided and the actors interacting during transactions among
parties. This paper describes the construction of the Transfusion Ontology ac-
cording to this design principle'. Section 2 gives some reference marks in the
field of knowledge management and ontology modeling literature. Section 3 pre-
liminarily introduces the domain we are going to model. Section 4 underlines the
interactions characterizing the domain. On the basis of these interactions we can
now model all the other elements of the ontology. In section 5 we provide a list
of the principal concepts of the ontology. Section 6 explains how organize this
concepts according to the interaction structure. Section 7 introduces properties
tasked to describe classes and distinguish instances in a class. Finally, in section
8 we show our ontology in work by means of a simple example.

2 Ontology Modeling

Knowledge management research focuses on the development of concepts, meth-
ods, and tools supporting the companys knowledge management throughout
human interactions. The capability to create and utilize knowledge has been
suggested as the key inimitable resource contributing to the creation of sustain-
able rents [9]. Other researches focus on the key notion of competence based
competition [8], and dynamic capabilities [1] highlights organizational knowl-
edge as the central factors to take in consideration in the strategic competition.
The notion of process was proposed as a general dimension enabling to correlate
business process, information system and user behavior [5]. Transferring these
notions in the field of ontology modeling brings to the consequence to propose
methodologies enabling to take into account domain modeling by the perspec-
tive of application requirements [6]. This approach allows to extend traditional
methodologies for modeling domain conceptualizations, well summarized in [4]
and [2], toward a process-oriented direction. Our work is inserted in this vision,
but in addition we try to simplify as much as possible the design principles to
be followed during the modeling work.

3 Defining the Domain

In the preliminary step, we need to decide what will be the boundaries of our
domain. What is the state of affair, i.e. the portion of the world that our ontology
will model? What types of questions should the ontology enable us to answer?
Our example will deal with a single specialpurpose ontology, partially covering
the domain of emergency health care. When performing the scope definition
step, it is necessary to provide an application scenario, clarifying who will be

! This work was partly funded by the Italian Ministry of Research Fund for Basic
Research (FIRB) under projects RBAUO1CLNB 001 “Knowledge Management
for the Web Infrastructure” (KIWI).
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the parties that will share the ontology, which information will be exchanged
and which resources contain this information. For instance, our sample ontology
could be used for ensuring intelligent communication between people working
at a remote location (say, an oildrilling offshore platform) and physicians with
whom the paramedics may get in touch via a teletype device connected to long-
distance communication link in case of an emergency. When sending a message
to the physicians providing remote support, the paramedic on the oil-drilling
platform will use a vocabulary that will be used also in the responses travelling
in the opposite direction. Besides ensuring that both sides of the communication
line will use the same set of symbols, we need to make sure that both sides of the
communication will associate those symbols with the same concepts. To achieve
this we need both parties to agree on a shared ontology.

4 Defining Interactions

If our ontology is aimed at ensuring that the paramedic and the remote support
will speak the same language about how a transfusion need to be administered,
the ontology scope has to involve the communication that may take place while
administering an emergency transfusion. A good way to identify the interactions
to be supported by an ontology is listing some questions the ontology should
help to understand (and, therefore, to answer correctly and unambiguously). In
our case, these questions are the ones that will be asked via the Teletype by
the remote physician to our paramedic (or viceversa) in the framework of the
medical supervision required for a blood transfusion to take place. Here are some
examples:

1. Is the transfusion kit that you are using compatible with the patient?
2. Have you checked that the transfusion kit has not expired yet?
3. Have you disposed of the empty blood pack?

Answers must be provided in accordance to the provisions adopted by the orga-
nizations. For instances in our scenario each transfusion must be provided with a
transfusion report signed by a physician. Also we shall assume sets of transfusion
kits to be available on the platform and that they have already been pre-selected
in order to match the blood types of the people working there.

5 Defining the Classes of the Ontology

Of course, we need to include all concepts one is likely to need to answer the
questions listed above. Let us start to list some of the concepts we will include
in our domain analysis:

— Blood packs, i.e. the sterile containers normally used for transfusions and
the blood component (plasma, whole blood or other) they contain.

— Filters, to be placed between the blood pack and the needle when adminis-
tering the transfusion
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— Needles to be inserted in the patients vein when administering the transfu-
sion

— Compatibility labels, showing the ABO group and Rh factor data of a blood
component, as well as the results of tests performed on it to determine the
antigens it contains.

— Transfusion kits composed of a pack, plus a needle, a filter and a compati-
bility label.

But in order to fully describe interactions we need to define agents and roles
interacting, and messages to be exchanged. In our scenario we have:

— Agents such as organizations or persons.

— Roles that can be played by organizations as well as by persons, such as
suppliers or insurance providers.

— Roles that can be played by persons only, such as blood donators, patients,
technician paramedic or physician.

— Messages to be exchanged are official documents such as donation reports,
transfusion reports or authorizations to transfusion.

It is as important to store all the concepts of the domain as to define all the
disjointness relations among classes. For instance if we define that a Technician
is disjoint from a Physician we are stating that in our domain they must play
different roles in transactions.

6 Defining Task-Oriented Properties

A typical interaction involve two agents playing a specific role and exchanging
the suitable documents, signed by an authorized role. Documents speak about
domain concepts. These concepts can be linked one to the other by means of a
set of particular properties. The role of these properties is to organize concept
according to the tasks and the interaction required in the system. We call these
properties task-oriented properties. This terminology is related to the ontology
engineering tradition that call task ontology an ontology designed in order to
describe a task or an activity. For instance in our scenario a class Agent is linked
to an instance of a class Role by means of the property has role. Each class de-
scribing a document contains a set of properties setting the roles and the domain
concepts involved in the document. For instance the class Transfusion Report
has a property on patient linking to an instance of Agent linked to an instance
of a class Patient and a property signed by that must be signed by an agent
playing the role of paramedic.

Organizing concepts according to the interactions to be supported by the
systems provides our ontology with a satisfactory degree of modularization. If
the interaction schema does not evolve agents, roles, and documents can be
added and removed without damages to the ontology. Task-oriented properties
can be viewed as a fixed backbone of the ontology, and all other classes of the
ontology are organized around it. On the contrary, domain evolutions involving
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the structure of the interactions among parties require to redesign a great part
of the ontology.

The definition of a ontology backbone, coupled to the definition of all disjoint
classes of the domain, is an important point in order to verify the ontology
validity. In fact if a task oriented property has in its domain or range two disjoint
classes this means the general organization of the ontology must be reviewed
(excepting if the classes are not truly disjoint in the domain).

7 Defining Descriptive Properties

Other properties describe classes features with the aim of distinguishing in-
stances in a class. For instance a pack’s properties include its capacity (usually
around 300 ml.) and the material it is made of (usually, PVC plastics). The
blood component’s properties include its expiry date and anti-coagulant addi-
tives, while the compatibility label’s properties hold the values it shows: the
associated component’s blood type, Rh factor and, possibly, the results of vari-
ous tests performed on it. Finally, the filter and the needle included in the kit will
have many properties, some of them being codes specified by their supplier (such
as the supplier’s code and model number), and others being numbers expressing
their dimensions and physical characteristics. Note that ontology classes’ prop-
erties are very versatile. They can be used to denote intrinsic properties of a
class, whose values cannot be changed for a given instance (e.g., the ABO group
of a blood unit or the diameter of a needle). Also, they may contain extrinsic
properties that, at least in principle, could be changed at will by an external
authority (e.g. a blood unit’s expiry date). A class’ property may also denote
the smaller parts that, when put together, constitute the class’ instances, such
as the blood component and pack properties of a transfusion kit. Finally, the
properties may model a class’ relations to other classes. Class properties may be
simple or complex: simple properties contain primitive values (such as strings or
numbers), while complex ones contain (or point to) instances of other classes.

8 Putting Ontologies to Work

Now that we have completed the steps to create our ontology, we may briefly
comment on how it relates to the application scenario we identified in the first
step. Our ontology was designed as a common conceptual framework to be used
when the oil-drilling platform paramedic and the remote support physician need
to communicate. Basically, what the physician needs to do is to supervise the
compatibility check between the transfusion kit being used on a patient and the
patient herself/himself. Thanks to the blood transfusion ontology, the compati-
bility check can be precisely defined in terms of the properties of the involved in-
stances of the Transfusion Kit and Patient classes, even if the paramedic and
the physician have never met before and were trained in different environments.
Let us consider a pair formed by a Patient class’ instance (patient) requiring
the transfusion and a candidate Transfusion Kit class’ instance (kit). Checking
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compatibility means that the (distinct) instances of the Compatibility Label
class contained respectively in the label property of the patient and in the
comp label property of the kit must contain the same values of blood group, Rh
factor and antibodies. A looser version of this constraint could also be added,
requiring that the comp label property of the kit to hold value 0 for the blood
group and value “+’ for the Rh factor, regardless of the Patient instance’s
label property. At this point, the first question listed in the scope definition
phase of our ontology has been given a precise definition in terms of the shared
ontology. The fact that the supervision procedure for the transfusion is clearly
expressed in terms of the ontology ensures that the paramedic and the remote
physician will actually mean the same things when performing and supervising
compatibility check.

9 Conclusions

We have seen how the definition of interactions of messages exchanged in a
specific domain can be adopted as a criteria for modeling a whole ontology.
Identifying an interaction we can highlight roles acting in the domain, resources
exchanged, and concepts described by the resources. These elements are a very
important base for enumerating the classes of the ontology of the domain. But
more important, analyzing domain interactions we can also deduce a set, of prop-
erties, that we called task-oriented properties, relating classes of the ontology
according to a structure suitable to its scopes. This way we get a modular or-
ganization of the ontology were task-oriented properties can be maintained as a
fixed backbone of the ontology while other classes can be modified and evolved.
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Abstract. Finding the right semantic distance to be used for information
research, classification or text clustering using Natural Language Processing is
a problem studied in several domains of computer science. We focus on
measurements that are real distances: i.e. that satisfy all the properties of a
distance. This paper presents one isA-distance measurement that may be applied
to taxonomies. This distance, combined with a distance based on relations other
than s4, may be a step towards a real semantic distance for ontologies. After
presenting the purpose of this work and the position of our approach within the
literature, we formally detail our isA-distance. It is extended to other relations
and used to obtain a MDS projection of a musical ontology in an industrial
project. The utility of such a distance in visualization, navigation, information
research and ontology engineering is underlined.

Keywords: isA-distance, Semantic Distance, MDS, Ontology Visualisation,
Conceptual Maps, Ontology Engineering.

1 Introduction

Searching for information in a huge amount of data is a challenging task. Visual
assistance, such as conceptual and knowledge maps, may help the human operator by
showing him/her data that are close to each other: which papers concern a given
subject, which people are interested in a given molecule, which picture may best
illustrate his/her speech, etc. We underlined the interest of conceptual and knowledge
maps for indexing, navigating or retrieving information through massive data sets in
[7]. The objective is now to reinforce the semantic of the maps by projecting
ontologies onto those maps, using a MultiDimensional Scalling (MDS) method, in
such a way that concepts and other objects are gathered together by means of
semantic distance.

In face of the growth in the amount of available information, various domains of
computer science propose solutions often based on ontologies or taxonomy and use
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similarity or semantic distance measurements. Few of these distances respect the three
properties of distance: positiveness, symmetry and triangle inequality. This paper
presents an ISA-distance (based on the ISA relationship) that respects those properties.
It may be a first step towards a real semantic distance and can be used to apply MDS
onto the concepts of an ontology.

The remainder of the paper is organised as follows. The next section presents the
state-of-the-art concerning semantic distance measurement and positions our
approach within the literature. Our method is then introduced, formally described and
illustrated by means of simple examples. This distance measurement was applied to
an industrial project where musical landscapes are used to visually index music titles
and compose playlists semi-automatically. The distance measurement is therefore
extended to other semantic relations. Then it is used to obtain a knowledge map in the
music domain, through the MDS projection of the concepts of the ontology. We also
demonstrate how this distance may support engineers and domain specialists in
assessing semantic consistency when designing an ontology for a particular domain.
These results, together with their limits and perspectives are discussed before the
conclusion.

2 State-of-the-Art Concerning Semantic Distance

The different strategies and methodologies used for semantic distance measurement
aim at estimating a kind of similarity between concepts. Several domains of computer
science have tried to find a semantic distance measurement. The state-of-the-art
below presents the various approaches and their vocabulary.

The major reason for finding such a distance concerns information retrieval.
Initially, information systems used exact correspondence between request and data
but, to avoid silence, current methods allow approximate requests and use distance
measures to find pertinent information, widening the scope of the search. One of the
first methods was proposed by J. Sowa in [16]: given a lattice of concept types, the
distance between concept a and concept b is given by the length of the shortest path
from a to b that does not pass through the absurd concept (L).

Other distance measurements have been proposed by the Object community. For
example Jérome Euzenat uses the unary distance proposed by [2] in order to
determine the neighbourhood of an object in classification systems [9]. This distance
between two concepts corresponds to the number of edges between them in the graph.

People working in the NLP (Natural Language Processing) community, are often
interested in analysing and comparing sets of documents, and applying clustering
methods to them. Several similarity measurements are therefore used [1, 12]. A
document is commonly represented as a vector of terms. The basis of the vector space
corresponds to distinct terms in a document collection. The components of the
document vector are the weights of the corresponding terms, which represent their
relative importance in the document and the whole document collection. The
measurement of distances may be ensemblist, using Dice or Jaccard coefficients, or
geometric, using cosines, Euclidian distance, distributional measure or Jensen-
Shannon divergence. The problem with these approaches is the lack of precision due
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to vectorisation and the fact that some concepts may be considered as totally
independent even if they are semantically close. For example, considering synonyms
as independent concepts may adversely affect the distance estimation. Some solutions
have been proposed using Synonym Rings', as in the WordNet ontology [4].

However, this context is rather remote from ours. While in NLP people search for
the most representative set of concepts that may characterise a document and find a
similarity distance between them, we are looking for a distance between the concepts
themselves. This is also the problematic of [3], in which semantic relatedness and
semantic distance are distinguished. Semantic relatedness uses all the relations in
the ontology (WordNet), while semantic distance only takes into consideration the
hyponymy relation. In our approach, initially, we also limit the calculus to the
hyponym relation and then we extend it to other semantic relations.

To determine the semantic distances between concepts, it is possible to use a
vectorial representation of each concept, as proposed in [11]. Each dimension of this
vector consists of a concept, as in the above mentioned approach, except that concepts
are associated with other concepts and not with documents. Using these vectors, a
numeric distance can be calculated between two concepts, using numeric methods
(cosines, Euclidian distance, etc.). In our application, there is no correspondence
between concepts using vectors and, more generally, it is always difficult to associate
a numeric value to a non-numeric parameter in order to apply traditional
mathematical calculus. We therefore prefer directly to use the links available in the
ontology and their semantics.

Concerning the database community, one semantic distance model has been
proposed in [15]. However, the formalism used is very generic and, while we try to
comply with most of the recommendations given, it is difficult to satisfy all of them.

The semantic web community, in particular researchers interested in ontologies,
has also proposed several algorithms to determine the distance between concepts® [5].
Most of them are based on edge-measurement of the shortest path between concepts,
which is not satisfactory because it does not take into account the degree of detail of
the ontology. Other methods are based on the lowest super-ordinate (most specific
common subsumer); in ontologies, concepts often have several parents and only
taking the closest one into account may hide other aspects of the concepts. Moreover,
it compromises the respecting of triangle inequality. The probabilistic measure of
similarity proposed by Resnik [14], takes multiple inheritances into account, but does
not satisfy all the properties of a distance.

3 From Ontology to Semantic Distance

This section details the semantic distance that we propose. It starts with an intuitive
description, followed by formalisation and examples. We follow the notation of [5],
using upper case for sets of concepts and lower case for single concepts.

! http://en.wikipedia.org/wiki/Synonym_Ring
2 See for example: Laakso, A.: Semantic similarity. Wikipedia web pages at
http://www.laakshmi.com/aarre/wiki/index.php/Semantic_similarity
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3.1 Intuitive Approach

Two concepts are close if there is a concept that subsumes both of them and if this
concept is slightly more general; to estimate its degree of generalisation we consider
the number of concepts encompassed by it. In the simple case where the ontology is a
tree and concept a subsumes concept b, we want the distance from a to b to be the
number of concepts encompassed by a but not b. The number of such concepts is thus
used to estimate the degree of generalisation of a compared to b.

NOTE — If a subsumes b and b subsumes c, using such a distance ensures that:

d(a,c) =d(a,b) + d(b,c) (D)

In a concept hierarchy supporting multiple inheritances the subsumers of a concept
(for example s and s', which subsume y in Fig. 1) may be seen as several points of
view regarding this concept. The intuitive approach presented above needs to be
extended to the general case. Considering a concept hierarchy like the one modelled
in Fig. 1, one can easily understand that concepts a and x, which are subsumed by s,
are closer than a and b. More generally, all concepts subsumed by s are closer to a
than b, with respect to the point of view of s. Therefore, the higher the number of
concepts subsumed by s, the greater the distance between a and b.

T A
S S| c
M
a X y b Generalisation
N/
z

Fig. 1. Hierarchy that may represent a taxonomy of concepts. Note that the orientation of edges
is top-down, i.e. "z is an x".

Using these two intuitive notions of distance, we set out to define a distance
measurement where the distance between two concepts (for example a and b) is a
function of the number of concepts closer to a than b, and to b than a, respectively.
This means that the distance must take into account all points of view with regard to a
concept. To be more significant, common sub-concepts must be removed from the
distance.

3.2 Definition and Proof

Using an ontology, the similarity between concepts can be estimated on the basis of
several indicators. The concepts can be linked by various kinds of relations, and the
similarity can hardly be estimated without taking into account their semantics. Among
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these relations, the ISA relation defining the generalization between concepts plays a
key role as the backbone of any ontology. Since one concept can be a specialization
of several others, the ISA part of the ontology can be represented by a Direct Acyclic
Graph (DAG) whose nodes represent the concepts of the ontology and whose oriented
edges represent the specialization relation.

Given a graph (V,E) where V is the set of vertices and E the set of edges, a is a
father of b if edge (a,b) € V, and a is an ancestor of b iff there is a path between a and
b. The set of concepts having a as ancestor is denoted by desc(a), while its set of
ancestors is denoted by ansc(a). Given two nodes a and b, node x is one of their
exclusive ancestors iff it is the ancestor of exactly one of them i.e. x € ansc(a) U
ansc(b) - ansc(a) N ansc(b). The set of the exclusive ancestors of a and b is denoted
by anscEx(a,b) = anscEx(b,a).

We use djsa(a,b) to denote the distance between two concepts a and b based on the
ISA relationship, defining it as follows:

disa(a,b) = ldesc(ancEx(a,b)) U desc(a) L desc(b) — desc(a) N desc(b)l 2)

If the IsA-graph is a tree and b € desc(a), we can observe that the exclusive
ancestors of a and b are on the path between a and b. Thus, desc(ancEx(a,b)) C
desc(a) and desc(b) c desc(a), therefore:

disi(a,b) = ldesc(a) — desc(a) M desc(b)| as expected (c.f. Section 3.1)

Let us now consider the satisfaction of the three axioms (positiveness, symmetry
and triangle inequality) for this distance definition.
Theorem djg, is a distance if the three following axioms are verified:

1) V a, b disa(a,b) >0 and djga(a,b) =0 = a=b (positiveness)

ii) V a, b djsa(a,b) = disa(b,a) (symmetry)

iii) V a, b, ¢ disa(a,c) + diga(c,b) = disa(a,b) (triangle inequality)

1) YV a, b diga(a,b) 2 0 comes directly from the definition of disy as a

cardinality of a set. For the second part of the positiveness axiom we have:
= djsa(a,b) > 0 implies that either desc(a) U desc(b) - desc(a) N desc(b)
or desc(ancEx(a,b)) — desc(a) N desc(b) is not empty. In first case, there
is at least one x such that (x € desc(a) et x ¢ desc(b)) or (x € desc(b) et x
¢ desc(a)). The existence of x ensures that a # b. In second case, there is
at least one ancestor that is not common to a and b (otherwise
desc(ancEx(a,b)) will be empty). The existence of this exclusive ancestor
ensures that a # b.

< having a = b trivially implies that both desc(a) U desc(b) — desc(a) N
desc(b) and desc(ancEx(a,b)) are empty sets and therefore that

disa(a,b) =0
ii) By definition of the distance, since anscEx(a,b) = anscEx(b,a)
1ii) It is sufficient to prove that any element of the set S,,={desc(ancEx(a,b))

U desc(a) U desc(b) — desc(a) M desc(b)} is an element of at least one of
the two sets S,.= {desc(ancEx(a,c)) U desc(a) U desc(c) — desc(a) N
desc(c)} and Sy.={desc(ancEx(c,b)) U desc(c) U desc(b) — desc(c) N
desc(b)}.
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If x € Sy, either

e xe€ {desc(a) U desc(b) —desc(a) N desc(b)}

e orxe {desc(ancEx(a,b)) —desc(a) N desc(b)}.

In the first case, let us assume x € desc(a) and x ¢ desc(b) the proof is
similar for the alternative case where x € desc(b) and x ¢ desc(a).
Therefore either x ¢ desc(c), and x € {desc(a) U desc(c) — desc(a) N
desc(c)} or x € desc(c) and thus x € {desc(c) U desc(b) — desc(c) N
desc(b)}. In both cases x € Sy,.

In the second case, x € {desc(y) — desc(a) N desc(b)} with y €
ancEx(a,b)), note that this implies that x is not a descendant of both a and
b. Let us now assume that y is an ancestor of a and not of b (the proof is
similar for the alternative case where y is an ancestor of b and not of a).
Either y € Anc(c) or not. If it does, y € AncEx(c,b). In this case if x €
desc(c) and since x is not a descendant of both a and b, then x € {desc(a)
U desc(c) — desc(a) M desc(c)} or x € {desc(c) U desc(b) — desc(c) N
desc(b)}. If x ¢ desc(c) then x ¢ {desc(b) N desc(c)} and therefore x € {
desc(c) U desc(b) — desc(c) N desc(b)}.

If y ¢ Anc(c), y € AncEx(a,c) and the proof is the same as above,
inversing a and b.

3.3 Simplified Example

To illustrate our ISA-distance calculus, let us consider some distances using a small
example. Considering the hierarchy given in Fig. 1, the ISA-distance between x and y is
obtained as follows:

disa(x,y) =1 desc(ancEx(x,y)) U desc(x) U desc(y) — desc(x) M desc(y) |
=l desc(s) U desc(x) U desc(y) — {z} |
=1{s'yb,z} U {x,z} U {y, z} — {2}l =1 {s"y,bx}|=4.0

The full distance matrix concerning the hierarchy given in Fig. 1 is presented in Table
1. One can verify the three distance properties on this matrix.

Table 1. Distance Matrix between the Nodes given in Fig. 1

T|b |y a | x|+ s z c

00 | 80 | 70 | 80 | 70 | 50 | 40 | 80 | 80
80 | 00 | 60 | 70 | 70 | 3.0 | 70 | 7.0 | 5.0
70 | 60 | 00 | 50 | 40 | 50 | 5.0 | 40 | 80
80 | 70 | 50 | 0.0 | 30 | 70 | 40 | 40 | 6.0
70 | 70 | 40 | 3.0 | 00 | 6.0 | 3.0 | 20 | 6.0
50 |30 (50|70 | 60|00/ 50]|60]S50
40 | 70 | 50 | 40 | 3.0 | 50 | 0.0 | 40 | 6.0
80 | 70 | 40 | 40 | 20 | 6.0 | 40 | 0.0 | 6.0
80 | 50 | 80| 60 | 60 | 50 | 60 | 6.0 | 0.0

> | < |o|H
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Moreover, note that proposition (1) holds for concepts having tree-like
relationship; for instance dist(T,a) = dist(T,s) + dist(s,a) =5+ 3 = 8.

4 Applications, Results and Perspectives

4.1 Results in Ontology Visualisation

The following example is extracted from a current industrial project’ which aims
at modelling and representing music knowledge as an ontology which is projected
onto a two dimensional map for navigation and indexing purpose [7]. In this
simple extract, we only consider two types of concepts: music periods and
composers (music works are not considered to keep the discussion simple). The
semantics of the relations between them is BELONGS-TO. Periods are children of
the root. This model can be represented as a Direct Acyclic Graph (DAG). The
traditional approach for an aesthetic visualisation of a DAG is a hierarchical
model whereby nodes are displayed in layers according to their rank in the graph
hierarchy [17, 8]. We now show how our semantic distance produces an
alternative representation that conserves part of semantic information which is
otherwise poorly represented.
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Fig. 2. Hierarchical visualisation of the ontology (works are not shown)

* This project was realised with Nétia inc. http://www.netia.net/us/



Ontological Distance Measures for Information Visualisation on Conceptual Maps 1057

In the following snapshots, all the displays were performed using our knowledge
mapping environment called Molage that implements different graph drawing
algorithms among which MultiDimensional Scaling (MDS) and Force Directed
Placement [6, 7]. Fig. 2 presents an aesthetic hierarchical display” of the music model
performed with Molage (with a limited number of edge crossings [8]). The periods
are on the second layer, most of composers are on the third layer, two sub-periods for
the Xx™ century (‘Le groupe des Six’ and ‘Ecole de Vienne’) are also on this third
layer, and their children on the fourth layer. In order to read the labels, another
Molage force called the ‘Limit force” was applied to separate the different nodes that
are on the same layer along the y axis. The result is understandable, but presents
several pitfalls. It looses particular semantic information since those composers that
are linked to two periods like Alberti, Debussy or Malher are not highlighted in the
mass of all composers. The different periods are not separated according to their
respective influence, but merely because of the fact that we want to limit the number
of edge crossings in the display. It is necessary to keep visible links to associate each
composer to his (her) period(s). A display with most of the composers on the third
layer is a sub-optimal usage of the plane with empty and cluttered spaces. Finally,
with such a display, a concept, such as Romantic, is far on the Euclidian plane from
its instances which are the composers that represent this period. This is a problem
when we want to use the Euclidian plane for indexing as we do in our application [7].
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Fig. 3. Visualisation using our distance

* Note that labels are in French because it has been done in a French project.
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Our distance measurement may now be applied to this ontology in order to
maintain strong semantics. In this application we consider concepts to be defined in
an extensive way. For example, each musical period is characterised by composers
who composed works during a certain period. In the same way, a composer may be
considered through his complete works.

Fig. 3.a shows the result of applying the distance described in Section 0 followed
by an MDS projection. Music periods are identified as pink squares’, and composers
as blue triangles. One can see that all composers of a unique period are piled up under
their period. However, some composers are between several musical periods.
Beethoven is considered as a turning point between the classical and romantic
periods. He is therefore positioned in a cluster between the two periods (like
Schubert). One can also notice a kind of chronological circle around the root (square
without label) from Baroque period to the Classical, then the Romantic ending with
the xx" Century. In order to identify the composers beneath a period, in Fig. 3.b we
applied the ‘Limit force’ as we did for the hierarchical display in Fig. 2.

The semantic distance in Fig. 3.b can now be compared to the hierarchical model
in Fig. 2. The belonging of composers to a particular period is clearer and their links
to their period is no longer necessary. The space is better utilized and there is less
cluttering. Composers that belong to two different periods like Alberti or Beethoven
are better identified since they are positioned between the corresponding periods.
Composers and their periods are gathered which is what we expected when using this
projection for indexing new composers. Indeed it suffices to drop a composer near a
cluster to automatically index it with the right periods. All problems in the
hierarchical model seem to be overcome. However, the two sub-periods of the xx™
century are now so near (see Fig. 3.a) that it is difficult to identify which composers
belong to which period in Fig. 3.b. In conclusion, when applied to a simple ontology
model, our distance method gives a different view from the traditional hierarchical
model with more semantic expression. However there are still side effects that have to
be dealt with when specialising concepts. In fact, the distance driven display
resembles a radial display with good aesthetic properties while maintaining semantic
constraints that can be used for better navigation and possible indexing.

4.2 Results in Ontology Engineering

To assess our approach, we also intended to use the evaluation protocol proposed in
[10]. We therefore performed a simulation using MeSH. The distances obtained were
not very satisfactory. After analysis, it appeared that some concepts in MeSH are
related to others in a surprising way (see Fig. 4.a). For example, Headache and
Migraine (Migraine Disorder) have no common close subsumer. Headache is
subsumed by Pain whereas Migraine is not. Therefore, Pain being a very general
concept, both appear very distant on Fig. 4.b. It therefore appears that our distance and
projection method reveals a pitfalls in the Mesh ontology.

With regard to this example, the distance we propose and the associated
visualisation may be used by ontology modellers. During the building of an ontology

> Shapes enable readers of the black and white printed version to ignore colours.
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the projection emphasises ontological inconsistencies, e.g. semantically closed
concepts that appear far from one another on the projection, thus revealing bad or
missing relations. It may also be used for ontology validation.

Nervous System

Diseases
Central Nervous Neurologic Pathological
System Diseases Manifestations Conditions,
Signs and
Symptoms

Brain Diseases Sign and

Symptoms

Headache Disorder

Pain
s
| [Pathologic Conditions, Signs and Symptams |
Headache
Disorder, Primary
Headache
—
s
Migraine =
Migraine Disorder
—
Migraine  Migraine =
Disorder  Disorder e
with Aura  without Migraine Disorder withoul Aura [IMaY
Aura Migraie = Mrp=afie Disorder |
u Migraine Disorder with Aura
4.a M’a‘” Headatche Disorder 4.b

Fig. 4. A Fragment of the MeSH Taxonomy and is projection in Molage

4.3 Perspectives

For better results, our method needs to be completed. Only considering the ISA
relation is not sufficient. It would be interesting to combine this distance with others
that take into account the meronymy relation or some functional relations. Our future
work will concern this extension to other relations.

Another perspective concerns the inclusion of a level of detail that can be
associated with each concept of the ontology. Building an ontology often consists in
listing the "words" that are used in a particular domain, determining which are
synonyms and the concepts that are designated by those words. From the list of
domain concepts, relations between them are defined, in particular the 1SA-relation,
which is used to structure them in a concept hierarchy. However, knowledge
engineers and domain experts may describe some parts of the ontology at a high level
of granularity (very deeply) whereas some other parts are described more succinctly.
It is necessary to associate a value to each concept that specifies whether the concept
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is close to instances or a general concept and that represents the level of detail [13].
Combining this level of detail with the distance measurement presented in this paper
would enable different visualisations in function of usage: ontology engineering,
navigation through massive amounts of data, indexing, etc. We can imagine, for
example, that a knowledge engineer would restrict the visualisation to high-level
concepts, whereas a music indexer would only be interested in low-level concepts and
instances.

5 Conclusion

This paper introduces an ISA-distance measurement that can be applied to taxonomies.
It respects the three properties of distance: positiveness, symmetry and triangle
inequality. We applied it in an industrial context to project a music ontology using
MDS projection, in order to build a musical landscape to be used for music title
indexing. This distance makes two contributions to the ontological engineering
community. The first one concerns the visualisation of ontologies. Building the
landscape using our distance measurement, we obtain a conceptual map where
concepts are gathered together according to their semantics. The second one concerns
the support of ontology building and validation. Knowledge engineers and domain
experts involved in the building of an ontology may use this distance measurement as
a means of verifying the proximity of concepts that are assumed to be close and thus
validating the hierarchy of concept types.

Our perspective is to combine the ISA-distance with others that take into account
several kinds of relations. In this way, using these distances in the MDS projection of
an ontology offers an alternative to the traditional hierarchical representation, which
is confusing and misleading when the true structure is a DAG.

While some improvements are necessary, this distance may be seen as the first step
towards a real semantic distance for ontology modelling and visualising.
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Abstract. The Health-e-Child project aims to develop an integrated healthcare
platform for European paediatrics. In order to achieve a comprehensive view of
children’s health, a complex integration of biomedical data, information, and
knowledge is necessary. Ontologies will be used to formally define this domain
knowledge and will form the basis for the medical knowledge management
system. This paper introduces an innovative methodology for the vertical
integration of biomedical knowledge. This approach will be largely clinician-
centered and will enable the definition of ontology fragments, connections
between them (semantic bridges) and enriched ontology fragments (views). The
strategy for the specification and capture of fragments, bridges and views is
outlined with preliminary examples demonstrated in the collection of
biomedical information from hospital databases, biomedical ontologies, and
biomedical public databases.

Keywords: Vertical Knowledge Integration, Approximate Queries, Ontology
Views, Semantic Bridges.

1 Introduction

The Health-e-Child (HeC) project [1] aims for the construction of a Grid-based
service-oriented environment to manipulate distributed and shared heterogeneous
biomedical data and knowledge sources. This biomedical knowledge repository will
allow clinicians to access, analyze, evaluate, enhance and exchange integrated
biomedical information and will also enable the use of integrated decision support and
knowledge discovery systems. The biomedical information sources will cover six
distinct levels (also referred to as vertical levels), classified as molecular, cellular,
tissue, organ, individual, population, and will focus on paediatrics, in particular, on
some carefully selected representative diseases in three different categories: paediatric
heart diseases, inflammatory diseases, and brain tumours.
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The HeC project will have several medical institutions contributing diverse
biomedical data for the different vertical levels. It is likely that data sources for each
level will have different schemata, using different software packages with varying
types of access controls. In order to bring these disparate sources together it is
necessary to identify the core entities for each level, to build an intermediary data
model per level to capture the entities' structures, and to unify these level data models.
A set of biomedical ontologies will be used to formally express the HeC medical
domain with the mentioned vertical abstraction levels. This paper also introduces the
concept of an Integrated Disease Knowledge Model (IDKM), which captures the core
entities for each vertical level and provides the valid concepts for a particular disease.

1.1 Issues in Biomedical Data Integration

Data source integration has been a traditional research issue in the database
community. The main goal of an integrated database system is to allow users to
access a set of distributed and heterogeneous databases in a homogeneous manner.
The key aspect of data integration is the definition of a global schema, but it is worth
pointing out that we must distinguish between three kinds of global schemata: the
database schemata, the conceptual schemata and domain ontologies. The first
describes the data types with which information is locally stored and queried; the
second generalizes these schemata by using a more expressive data model like UML
(TAMBIS [2] and SEMEDA [3] follow this approach). Finally, domain ontologies
describe the concepts and properties involved in a domain (such as Biomedicine)
independently of any data model, facilitating the expression of the semantics of the
application resources (e.g. via semantic annotation) as well as reasoning about them.

Medical research has a long tradition in unifying terminological concepts and
taxonomies (e.g. through the Unified Medical Language System (UMLS) [4]), and in
using ontologies to represent and query them in medical information systems.
Recently, several approaches to integrating medical and bioinformatics public
databases have been ontology based (e.g. ONTOFUSION [5]). However, new issues
and challenges arise from the introduction of domain ontologies when integrating
information sources. Firstly, many domain ontologies in Biomedicine do not cover
completely the requirements of specific applications. Moreover, these concepts can
involve different abstraction levels (e.g. molecular, organ, disease, etc.) that can be in
the same or in different domain ontologies. Secondly, domain ontologies are normally
rather large, resulting in two main effects: users find them hard to use for annotating
and querying information sources and only a subset of those are used by system
applications. Finally, in current integration approaches, it is necessary to manually
map the existing data sources to domain concepts, which implies a bottleneck in large
distributed scenarios.

This paper mainly focuses on the two first issues: managing multiple domain
ontologies and presenting personalised ontology views to end-users and applications
involved in an integrated biomedical information system. The proposed approach
consists of a new ontology-based methodology that spans the entire integration
process. This methodology relies on both the definition of ontology-based views and
their construction from domain ontology fragments.
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2 Methodology for the Vertical Knowledge Integration

The most important aspect of HeC, in contrast to current biomedical integration
projects (e.g. INFOGENMED [7], MyGrid [6], TAMBIS, etc.), is to integrate patient
information according to disease models, instead of integrating public biomedical
databases. An Integrated Disease Knowledge Model (IDKM) is proposed as a
solution to specify the concepts of particular diseases, taking into account all the
biomedical abstraction layers. Patient-centric information collected in the hospitals
will be semantically annotated in terms of a particular IDKM. Following the
Description Logic terminology, the distributed repositories that store the patient
semantic annotations are called ABoxes (or Assertional Boxes).

The methodology presented here provides the necessary mechanisms to build
IDKMs from well-known biomedical ontologies and public databases. Most simply
stated, it enables building ontology-based views from consistent fragments of
biomedical ontologies, which are interrelated by means of so-called semantic bridges.
Each ontology fragment is intended to capture the main concepts involved in a disease
for a particular abstraction layer (e.g. genetic, organ, etc.). Bridges perform the actual
vertical integration, where they relate selected elements of an abstraction layer to
those of a more abstract one. In this methodology, bridges can be found explicitly in
the biomedical ontologies (e.g. NCI, GO, FMA, etc.) or implicitly in text-rich public
biomedical databases (e.g. UNIPROT, OMIM, EMBL, etc.).

Constructing such IDKM models requires going through the following stages (see
Figure 1 for a graphical representation of methodology steps):
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Fig. 1. Global Schema of the Methodology

1. Creation of a Knowledge Repository. To apply the presented methodology, a set
of well-known domain ontologies and public databases have been collected.

2. Definition of a Knowledge Pattern. We start the construction of IDKMs from a
knowledge pattern: a set of concepts, a hierarchy of concepts (tree), a graph, etc.
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3. Ontology fragments retrieval. Candidate regions, with respect to a knowledge
pattern, are identified in the ontologies through approximate tree matching.
4. View Definition Mechanism
a. Definition of complete views. Previously introduced fragments are then
enriched with other concepts and roles from the ontologies by means of a set
of inference rules.
b. Connecting view fragments. Views are merged using mapping techniques and
inferring connections (semantic bridges) from the public databases.
5. Validation of Views: The resulting view will be an IDKM candidate model.
a. Annotating. Patient information collected in hospitals has to be annotated
according to validated IDKM concepts and roles. The annotation information
(or semantic representation) constitutes the A-Boxes.
b. Feedback. If the view is not sufficiently complete, it can be used as a new
knowledge pattern and start again the methodology cycle.

3 Retrieving Ontology Fragments with ArHex

For the purposes of this study, the tool ArHex [8] has been adopted to retrieve
ontology fragments in order to guide the building of the IDKMs. Thus, starting from a
collection of ontologies and a knowledge pattern, users can query the knowledge and
progressively construct the required IDKM. However, using multiple ontologies
raises the problem of semantic heterogeneity, as different concepts can have similar
lexical expressions. In the presented approach these problems have been addressed by
the introduction of approximate queries [9]. Basically, an approximate query is a tree
pattern whose nodes specify which concepts and roles have to be found, and arcs that
express the different approximate relationships between them (e.g. parent/child,
ancestor/descendant, etc.). The retrieval system provides a list of ontology fragments
ranked with respect to a similarity measure that compares candidate regions and
patterns. We are currently developing a set of base similarity measures suitable for the
HeC project, as well as extending the pure tree-oriented ArHeX indexing engine to
support directed acyclic graphs, which are required for more powerful ontology
querying facilities.

4 Definition of Consistent View Fragments

Obtained ontology fragments cannot be directly used to build a consistent IDKM for
several reasons. Firstly, some of the selected ontology fragments can conflict and
secondly, ontology fragments are sometimes too small and/or incomplete for an
IDKM. Therefore, it is necessary to complete these retrieved fragments and to check
possible conflicts between their extensions. Fragments provide information about the
context of the query concepts, and help in defining views over an ontology, since they
bring more information about neighbour concepts and relations. Thus, the view
mechanism can be seen as a technique to enrich, with other concepts and relations, the
extracted or identified fragments.
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At this point in time, the definition of such views has been achieved through the use of
a traversal-based view definition language, called OntoPathView [10]. In this language,
views over an ontology consist of the union of a set of traversal queries (paths) and a set of
inference rules in order to get closed, consistent and complete views [10].

5 Representation of Vertical Levels: Modules and Mappings

The identification of the knowledge represented in the ontologies and the coverage
over the identified vertical levels is a crucial aspect in the application of this
methodology. Figure 2 illustrates the example of a possible coverage of four
biomedical ontologies. In the figure ovals represent possible modules identified in the
ontologies that cope, partially or totally, with the HeC levels, while arrows represent
connections. The connections between modules of the same ontology are easy to
establish because they are defined during the modularization; whereas the connections
between modules of different ontologies involves a complex mapping process.

GO NCI FMA GALEN

- Population

Individual

e n Organ
'-\‘ o Tissue

P | cellular

Molecular

Inter-Ontology Relations Intra-Ontology Relations
- -

Fig. 2. Vertical levels and modules in ontology representations

Classical mapping discovery processes only try to find similarities between two
ontologies, by determining which concepts and properties represent the same reality
(so-called syntactic and lexical matching) [11]. However modern approaches, such as
C-OWL [12] or E-Connections [13], try to find more complex relations (or bridges)
between concepts (e.g.: causes-disease, located-at, encodes, involves, etc.). These
works refer to these complex relations as bridge rules or E-Connection, respectively,
and infer them by means of external sources (i.e. document repositories such as
PubMed, Meta-thesaurus, etc.). In the approach presented in this paper the definition
of bridges is mainly based on an earlier work [14] in which a technique for
automatically generating ontology instances from texts was applied. The extracted
instances not only populate the ontology but also should yield some additional
information, potentially useful for completing and refining the ontology definition, or
for adding new semantic relations between concepts (semantic bridges). To extract
such bridges, for the biomedical domain, public biomedical databases like UNIPROT,
OMIM, EMBL, etc. are mined.
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6 Conclusions

In this paper we have presented a novel methodology for the integration of biomedical
knowledge. It specifically addresses vertical integration over diverse granularity
levels and describes several techniques to enforce the methodology. Text mining
facilities are used to automatically populate ontology instances, providing
complementary information for completing the ontology definition and discovered
bridges. Semantic bridges are the key to integration and discovery of new knowledge.
We believe these powerful concepts will drive us towards the construction of an
integrated view of child’s health in the European Health-e-Child project.
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Abstract. This paper presents the CommOn framework (Competency
Management through Ontologies) which aims at developing operational
Knowledge-Based Systems founded on ontologies and dedicated to the
management of competencies. Based on two different models (imple-
mented within specific tools developped with the Protégé-2000
framework), Common allows a Knowledge Engineering (i) to build com-
petency reference systems related to particular domains such as Health-
care or Information and Telecommunication, (ii) to identify and formally
represent competency profiles (related to a job seeker, a job offer or
a training offer) and (iii) to automatically match competency profiles.
Developed in the context of Semantic Web Technology, the CommOn
framework permits the building of domain ontologies and knowledge
bases represented with Semantic Web Languages and the development of
Competency-Based Web Services dedicated to Human Resources Man-
agement. The use of CommOn is illustrated in the context of a project
(related to e-recruitment) which aims at developing the first Macedonian
web-based platform dedicated to the definition of an efficient network-
ing of employment and training operators. However, Common is not
limited to e-recruitment application and it can be used for different pur-
poses such as staff development and deployment, job analysis or economic
evaluation.

Keywords: Knowledge-Based System, Ontology, Semantic Web, Com-
petency, Human Resources Management, e-recruitment.

1 Introduction

People-Finder Knowledge Management Systems (also known as yellow pages)
are repositories that allow managing knowledge by holding pointers to experts
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who possess specific knowledge within an organization [1]. CommOn (Compe-
tency Management through Ontologies) is a generic framework dedicated to the
development of Competency-Based Systems (CBS), i.e. specific People-Finder
KMS. This framework is based on the following definition: “ a Competency' is the
effect of combining and implementing Resources in a specific Context (including
physical, social, organizational, cultural and/or economical aspects) for reaching
an Objective (or fulfilling a mission)”. Three types of resources are distinguished:
Knowledge which includes theoretical knowledge (e.g. knowing the second law
of thermodynamics) and procedural knowledge (e.g. knowing the procedure for
assembling a particular electronic card), Skills which include formalized know-
how (e.g. the application of working procedures) and empirical know-how (e.g.
tricks, abilities or talents) and Behavioural aptitudes which refer to the potential
for performing an activity and correspond to the characteristics which underlie
an individual’s behaviour at work. This definition, which highlights the singular
dimension of a competency, integrates the traditional view of KSA (Knowledge,
Skills and Aptitudes). Indeed, in our approach, KSA are not competencies but
only resources of competencies. Note that although “competency logic” is not a
new approach in Human Resources Management, it has not been implemented
yet in KMS in the sense that no operational competency-based systems are cur-
rently used in organizations. The main contribution of this paper is to show how
a Competency-Based System, i.e. a system founded on a KBS constructed with
CommOn and thus dedicated to competency management, can be of effective
help for the managers involved in Human Resources Management.

Practically, CommOn is composed of three complementary tools which have
been developed with the Protégé-2000 framework [4]. These tools, which are
based on models defined through our conception of competency, allow one (i) to
build competency reference systems related to particular domains, (ii) to identify
the competencies and the Behavioural aptitudes a person has or a task (a job-
position) requires and (iii) to compare competency profiles. Following the work
of the HR-XML Consortium (http://www.hr-xml.org), these tools are defined
within the Semantic Web context. Thus, the CommOn models (corresponding
to Ontologies of Representation) and the knowledge bases constructed from these
models (corresponding to Domain Ontologies) are represented as ontologies ex-
pressed in OWL, and the proposed tools are considered as Web Services.

CommOn is currently being experimented in the context of the BRIDGE research
project which is funded both by the French Government (http://www.
diplomatie.gouv.fr/en/) and by the research foundation of the South East Euro-
pean University (SEEU) of the Republic of Macedonia (http://www.see-university.
com). BRIDGE aims at dealing with the problem of e-recruitment by considering a
new approach based on competency management. The principle underlying
BRIDGE consists in considering a CV (respectively a job offer and a training pro-
gramme) as a synthetic view (expressed, in natural language, in terms of qualifica-
tions, work experiences and extracurricular activities for a CV) of a richer network

1 'We voluntarily use the expression competency (or competence) in order to avoid
confusion with skill, ability or know-how.
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of competencies. According to this principle, the first objective of the project is to
allow the end-user (i.e. a job seeker, a recruiter and a training provider) to make
all the competencies underlying its resources (i.e. a CV, a job offer and a training
programme) explicit. The second objective is to formally represent these compe-
tencies in order to provide more powerful e-recruitment services: the content (ex-
pressed in terms of competencies) of CVs, job offers and training catalogues must be
manageable by computers in order to provide automatic matching services and gap
measurement services. These objectives require (1) the definition of a competency
model and (2) the definition of a process dedicated to the management (i.e. iden-
tification, formal representation and exploitation in terms of gap measurement) of
the competencies underlying a CV, a job offer or a training programme.

The rest of this paper is structured as follows. Section 2 presents the compe-
tency model underlying the CommOn framework. Section 3 presents the model
of a competency reference system we advocate and the CommOn tool we have
developed for building such a reference system for a particular domain Dj; this
reference system corresponds to an ontology of the competencies underlying D.
Section 4 presents the tools we propose to identify competencies profiles. Fi-
nally, section 5 illustrates, in the context of the BRIDGE project, the use of the
CommOn tools and the benefits of our approach in the context of e-recruitment.

2 CommOn: The Competency Model

In our work, a competency is the effect of combining and bringing into play
its Resources (i.e. knowledge, know-how, and behaviours) in a given Context
to achieve an objective or fulfil a specified mission. The cognitive process of
bringing-into-play a competency is not considered in this definition. Besides,
the know-how is considered as a complete competency, which has little or no
resources clearly identified. Finally, it is important to underline that our model
only focuses on individual competencies; it does not deal with collective compe-
tencies, which is a problem out of the scope of our work.

In this context, the definition of a competency C; is formally represented by
the following quintuplet (justified in [2]): C;= (K, B, C, A, o) where

— K is a set of knowledge which is necessary for C;. An element K; of this set
can be theoretical or procedural.

— B is a set of behaviours which are necessary for C;.

— C'is a set of basic competencies which are necessary for C;. An element C}
of this set corresponds to a know-how (formalized or empirical) which, in
our work, is considered as a complete competency.

— A is a set of aspects which define the context of C;. Several types of aspects
can be considered: social and organizational aspects, economical aspects,
physical aspects that include machines and technologies, informational as-
pects, etc.

— o is an objective (it is not a set of objectives). This objective can correspond
to a job position, a mission to carry out or to a task to achieve.
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This quintuplet specifies that a competency is defined by a set of sets of re-
sources (K, B and C') which is mobilized in a particular context A for reaching
an objective o (cf. figure 1). When a competency is elementary (for instance, a
know-how), the sets K, B and C can be empty. When the competency corre-
sponds to an empirical know-how, the sets K, B and C' can be indefinite. Finally,
when the competency is universal, the set A can be empty.

Resources
[Knowledge (K), Behaviours (B), Basic Competencies (C)]

mobilizes
for -
Competency ———  Objective (0)
in
Context (A)

Fig. 1. The definition of a competency

3 Building Competency Reference Systems

3.1 The Model

The model we advocate provides all the concepts (structured according to the
Specialisation/Generalisation relationship) and the relations which must be iden-
tified when defining a competency reference system for a specific domain such as
Healthcare or Banking and Finance. As shown in figure 2, this model specifies
that a competency reference system is defined by a set of tasks (a Task can
be an Elementary Task or a Composite Task) which are respectively based on
Resources (Knowledge, Skill or Aptitude) also structured hierarchically. Each
resource can imply other resources or be specialised in more specific resources.
For instance (cf figure 3), knowledge on Active part of connection facilities
necessarily implies knowledge on Connection facilities; it can be specialised in
knowledge on Hub, Bridge or Router.

3.2 The CommonReference Tool

CommonReference is the tool which implements the model presented above; it
allows one to build a knowledge base characterising a specific competency ref-
erence system. Such a knowledge base includes a fine-grained description of all
KSA required for the job-position (and their associated tasks) of the considered
domain. For instance, in the context of the Information and Telecommunication
domain, this knowledge base includes a description of all the KSA and tasks
required for performing job-positions such as Database Administrator, Desktop
Technician or System Analyst. From a technical point of view, CommonRefer-
ence has been developed from Protégé-2000 [4] (http://protege.stanford.edu).
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The use of CommonReference is illustrated in figure 3 in the context of a com-
petency reference system related to the domain of Information and Telecommu-
nication Technology (ITT). It has been built from a report provided by the Cigref
(http://wuw.cigref.fr), an independent/non-profit organisation which includes
the major ITT French corporations such as Air France or France Télécom.

The extract of the knowledge base presented in figure 3 shows that the compos-
ite task Network & Telecommunications Technician (considered as a JobPosition
of the Cigref) is composed of several elementary tasks such as Test network
equipment or User support. Synonyms of this job-position are Telecommunications
Technician or Network/Telecoms Technician. Performing this job-position re-
quires Behavioural aptitudes such as Capacities for negotiation or Sense of
relationship building. The elementary task Test network equipment is based
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both on general knowledge such as Physical security and on technical knowl-
edge such as Communication protocol or Active part of connection facilities.
The latter necessarily implies knowledge on Connection facilities; it can be
specialised in knowledge on Hub, Bridge or Router.

4 Building Competency Profiles

4.1 Identifying Behavioural Aptitudes with CommonAptitude

CommonAptitude is a tool which allows the end-user of a CBS to identify its
personality traits and then to automatically match these traits with Behavioural
aptitudes. CommonAptitude reuses a predefined tool called Performanse-Echo
which allows the user to identify human traits; Performanse-Echo has been devel-
oped by Performanse (http://www.performanse.com), a French firm specialized in
the development of software dedicated to the analysis of individual behaviours.

The approach we advocate for evaluating Behavioural aptitudes is based on a
two-step process: (1) evaluation of human traits from answers to questions and
(2) identification of Behavioural aptitudes from evaluated human traits.

The questionnaire used to perform the first step is composed of 75 closed ques-
tions such as “I think that any experience, pleasant or not, is an occasion (1)
to discover something or (2) to verify something” or “To get interesting results,
I prefer (1) to control my actions or (2) to adapt my actions”. This question-
naire has been put together by the psychologist from Performanse. Its objec-
tive is to evaluate twenty human traits such as Self-assertion/Self-questioning,
Extroversion/Introversion or Anxiety /Relaxation. These traits are related to a
model corresponding to a refinement of the five-factor model (Openness to expe-
rience, Conscientiousness, Extroversion, Agreeableness and Neuroticism), more
well-known as the Big Five dimensions of personality. Each question is dedicated
to the evaluation of one of several human traits. A human trait can be evalu-
ated from several questions; some questions can increase the weight of a trait
whereas others can decrease this weight. Thus, answering the 75 questions leads
to an individual assessment composed of the twenty human traits respectively
characterised by a weight (expressed as a percentage). An extract of such an
assessment can be expressed as follows: Self-assertion: 23%, Extroversion: 88%,
Anxiety:54%, ...

The expertise used to perform the second step is composed of inference rules.
These rules have been defined in collaboration with the psychologist from Perfor-
manse. Each rule defines a way to attest a Behavioural aptitude from a combina-
tion of human traits. Thus, the hypothesis of a rule is composed of a conjonction
of human traits characterised by an interval and the conclusion of a rule is a lin-
guistic expression characterising a Behavioural aptitude. An example of such a
rule related to the aptitude called “Negotiation and Persuasion” is expressed as
follows: (Self-assertion € [60..70]) and (Anziety € [40..60]) and (Combativeness
> 60) and (Extroversion € [35..50]) — Negotiation and Persuasion.
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4.2 Identifying Competencies with CommonCompetency

Based on the use of the knowledge bases constructed with CommonReference
and on the integration of the results produced by CommonAptitude, the first
functionality of CommonCompetency is to facilitate the identification of compe-
tencies expressed in terms of Resources mobilized, combined and implemented
in a Context for reaching an Objective. In the context of one competency, this
task which is performed by the end-user (for instance a job seeker who wants
to annotate its CV) consists in first searching (through all the tasks described
in the given competency reference system) for the task which best characterises
the intended Objective and then focusing on the Resources needed to reach this
objective. For resources related to Aptitudes, the results provided by Common-
Aptitude can be used directly. For resources related to Knowledge or Skills, the
end-user can attest or refute the ones proposed by the system (because in the
knowledge base they are associated with the selected task) and/or define new
ones. For describing the Context, we plan to use existing domain ontology dedi-
cated to the modeling of organisations such as Enterprise ontology [3]; this work
has not yet been studied.

Figure 4 shows an extract of a prototype used to put our approach into
practice. Annotating an electronic resource from a competency point of view
(for instance the second professional experience of Mr Chettri identified by the
URI http://www.sciences. ..chettri.html#ProfessionalExperience2) consists in
attesting a set of competency instances (e.g. AnnotatingWithCigref 00120 ...
AnnotatingWithCigref 00129) where each instance is described by using the three
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Fig. 4. Annotating electronic documents with CommonCompetency
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relations involve in our definition: Mobilizes(Competency,Resource), For (Compe-
tency,0Objective), In(Competency,Context). Each instance of the In relation is
related to an economical, social or technical aspect; this allows the user to de-
scribe a competency context including several dimensions. As specified by the
signature of the For relation, the objective of a competency can only be a job-
position (considered as a Composite Task in our model) or a task of a job-position
described in the considered reference system. This approach seems to be relevant
in a context of e-recruitment because when an applicant wants to describe an
experience, he always think about the job or the tasks he has performed. For the
relation Mobilizes, the end-user can attest all (or only a part of) the resources
automatically proposed by the system because they are connected (by the rela-
tion IsBasedOn) to the selected Objective in the considered reference system. He
can also add new resources.

5 Bridge: An Application in e-Recruitment

5.1 Objectives

The BRIDGE project, currently developed for the Career Centre of the SEEU
(South East European University, Republic of Macedonia), aims at developing
a web portal based on the principles underlying the CommOn framework. The
goal is to deal with the problematics of e—recruitment by considering a new
approach based on competency management. The idea consists of allowing a job
seeker (respectively a recruiter and a training operator) to identify and formally
represent the competencies underlying its Curriculum Vitae (respectively its
job offer and training programme). These competencies, which allow to make
explicit knowledge, skills, abilities, traits and motives acquired by a person (re-
spectively required for a job and provided by a training programme), are then
used to refine the matching process between “supply and demand”. In other
words, the objective of is to provide to the end-users of websites dedicated to
e—recruitment new job-matching services based on competency management.
BRIDGE should benefit to all actors of the Employment Market and Train-
ing Market of the Republic of Macedonia. The interests for job seekers are: (1)
availability of a platform ensuring a better standardized expression of their com-
petencies; this platform will be compatible with the Europass CV Template? and
(2) availability of a platform that will show the lacking skills and will propose
links with relevant and training possibilities. The interests for companies are: (1)
better definition of the candidate profile needed for a given position and (2) bet-
ter management of the Human Resources policies. The interest for training oper-
ators is mainly the improvement of the business because, thanks to BRIDGE, job
seekers and companies will be able to identify precisely lacking competencies and
thanks to the links with training, operators will be able to show the best suited
trainings, which could in return increase the number provided training sessions.

2 Europass (http://europass.cedefop.eu.int/), which has been established by the Eu-
ropean Parliament and the Council in 2004, aims at defining a single transparency
framework for qualifications and competences.
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5.2 Ontologies and e-Recruitment: A Scenario of Use

In the context of BRIDGE project, ontologies are crucial because they allow a re-
cruiter, a job seeker and a training provider (i) to have a common understanding
of the competencies and the tasks underlying a job-position and (ii) to share the
same vocabulary for denoting theses notions. Moreover, an ontology can be used
by a job seeker as a reference system for identifying its personal competencies.
Indeed, when writing a CV, it is usually difficult to choose the best sentence (in
natural language) for expressing the competencies acquired during a professional
history. Sometimes, the adopted sentences are not very significant and do not
include or precisely reflect all the competencies of a person. Therefore, having
a reference of the tasks and competencies underlying a job-position can be an
effective help when dealing with the identification of individual competencies.
Such a reference can also be used by a job seeker to evaluate whenever its com-
petencies are compatible with the one’s required for a job-position; if it is not
the case, he can plan a formation in order to acquire the missing competencies.

As introduced in section 3, the ontologies we consider include all the concepts
that are necessary for representing the resources, the context and the objective
of the competencies underlying a significant part of a CV; these concepts can be
related to the tasks associated to a job-position, know and know-how underlying
a diploma or a task, the organizations of enterprises, cultural or economical
aspects denoting the considered context, etc.

Figure 5 illustrates, in the context of a CV, the annotating process (based on
our competency model) we consider (the same process is applied to a job offer or a
training program). The competency C; (which is one of the competencies under-
lying the second work experience of Mr CHETTRI) is related to a task (charac-
terizing the objective of C7) of the job position called “Database Administrator”.
This competency has been acquired in a particular context which is described
by a technological aspect (Oracle DBMS), a physical aspect (Mainframe), an

Cvs Annotations

K=(DBMS, Data administration and management, Basic network concepts, Project management method )

B = (Rigour, Sense of method, Open-minded, Curiosity)
c=()

for __ Optimisation of processes

A=(Oracle DBMS, Mainframe, Service of [1..20] persons, Large and european firm

aris . K=(DBMS. Basic network concepts, Development environments, Physical security. ICT culture]
1998-2000: - EADS, Toulouse <7 B = {Rigour, Sense of method, Open-minded, Curiosity, Forward thinking}
o C={Authoring skills)

1991-1997: Desktop technician - IBP, Nantes

Extracurricular Activities

July-August 1991: Two months in the Thayer family in Paris, Texas Tt
a oy

Since 1995 : President of a

A={Oracle DBMS, Mainframe, Service o

[1.20] persons, Large and e

Fig. 5. Annotating CVs with competencies
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organizational aspect (Service of [1..20] persons) and an economical aspect (Large
and European firm). This scenario can be applied for a qualification (in this con-
text, the domain ontologies can be related to a discipline or to a high school) or
an extracurricular activity.

6 Conclusion

CommOn is a generic framework which aims at developing operational Competen-
cy Based Systems. Based on a fine-grained description of the competency concept
and on a semantic web approach, this framework facilitates the construction of
competency reference systems for particular domains and the exploitation of such
reference systems for identifying and matching competency profiles. This work
is currently in progress towards the definition of more powerful operators dedi-
cated to matching of required competency profiles and acquired competency pro-
files. These operators will be based on the reasoning mechanisms provided by the
semantic web languages.
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Abstract. Competencies as abstractions of work-relevant human behaviour have
emerged as a promising concept for making human skills, knowledge and abilities
manageable and addressable. On the organizational level, competence manage-
ment uses competencies for integrating the goal-oriented shaping of human assets
into management practice. On the operational and technical level, technology-
enhanced workplace learning uses competencies for fostering learning activities
of individual employees. It should be obvious that these two perspectives belong
together, but in practice, a common conceptualization of the domain is needed. In
this paper, we want to present such a reference ontology that builds on existing
approaches and experiences from two case studies.

1 Introduction

Competencies as abstractions of work-relevant human behaviour have emerged as a
promising concept for making human skills, knowledge and abilities manageable and
addressable. Although competencies are still an overly simplification of the “’real” world,
they are a more adequate approximation than the notion of “knowledge” in traditional
knowledge management approaches as they can represent a set of skills, knowledge, and
abilities that belongs together. Furthermore it seems to be common-sense that compe-
tencies of individuals have to be developed and that this development is a complex learn-
ing activity — in contrast to the language often used in knowledge-based approaches like
“transferring knowledge” [1].

Current competency-driven approaches can be divided into two categories according
to the perspective they take (organizational vs. individual):

— Competence management represents the organizational perspective and denotes
a management approach providing processes and a methodological framework for
developing the competencies of an organization by aligning human resource de-
velopment activities (in a broad sense) with business goals. Proposed methods and

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1078-1087, 2006.
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activities have first focussed on identifying, securing and making use of competen-
cies, but increasingly they are concerned with developing competencies by foster-
ing learning processes of employees in manifold ways, e.g. by identifying potentials
and by offering training activities [2].

— As a perspective focusing on the individual, technology-enhanced workplace
learning has emerged as an approach bundling classical e-learning with knowl-
edge management techniques for holistic workplace learning support covering both
formal and informal learning. Its focus are learning activities integrated into work
processes, merging e-learning, knowledge management, and performance support.
Recent approaches like [3], [1] or [4] are all more or less competency-driven, i.e.,
they regard competencies as a major conceptualization for any technological en-
hancement in a business context.

It seems to be natural to combine the two perspectives. Technology-enhanced work-
place learning needs the integration into the organizational environment, and current
approaches show that there currently is a lack in the sustainability of this integration
because usually changes are not adequately represented. On the other side, competence
management in most cases still relies on a more traditional, formal way of human re-
source development and does not cover more intangible learning processes, e.g., result
from informal teaching activities.

An important step towards this integration is a shared conceptualization of the two
perspectives. In this paper we want to present a first step towards a reference ontol-
ogy, which has been constructed based on ontologies and reference models developed
in the project Learning in Process [1] on technology-enhanced learning and a compe-
tence management approach towards training needs planning in the healthcare domain
[2], augmented by the consideration of existing ontology-based approaches. In section
2, we first want to summarize the requirements and purpose of such a reference on-
tology before briefly reviewing existing approaches in section 3. Section 4 and 5 will
be devoted to describing and visualizing the key ideas of the reference ontology (the
graphical notation is explained in fig. 5 in the appendix) before we will explain some
implementation issues (section 6) and conclude the paper in section 7.

2 Requirements

Conceptualizations or models are always purpose-oriented. In first step, thus, it is im-
portant that we clearly state the purpose in the form of the requirements that this ontol-
ogy should fulfill:

— Alignment of human resource development with business processes and goals. On a
macro level, it is one of the benefits from competence management that it provides
systematic alignment of development activities with business goals and processes.
The conceptual model must provide the foundation for this alignment.

— Automatability of learning micro management. With the training and learning ac-
tivities turning more and more individual and informal, the task of efficiently man-
aging these activities becomes increasingly complex. Enhancements through tech-
nology in this context also mean that the micro management get automated as far
as possible. The ontology needs to provide the basis for this.
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— Smooth transition to knowledge management activities. Although competence man-

agement appears to be the successor of knowledge management, it should be ac-
knowledged that we need to integrate the handling of explicit "knowledge” in
knowledge management systems. The ontology must make visible where the links
to traditional ontology-based KM approaches are.

Holistic view on human resource development. Human resource development must
be understood in a broad sense, incorporating formal training, self-directed learn-
ing, informal and collaborative learning activities. The ontology should avoid an
overly bias towards one of these forms, although it is clear that formal training is
much better understood than informal and collaborative leanrning activities which
is still subject of major research activities.

One important distinguishing aspect of ontologies (in a narrower sense, i.e., with a

formal semantics) in contrast to other methods of conceptualization is that these models
are machine-processable and can be directly used to make applications more aware of
the domain semantics. So what kind of algorithms do we want to support? The following
two cases have emerged:

3

— Profile matching with similarity measures. The most frequently analyzed case is the

matching of a individual’s competency profile with a requirements profile, e.g. for
applicant selection ([5], [6]) or for team staffing [6]. For this purpose, a framework
for defining ontology-based similarity measures has already been developed by [7].
Finding learning opportunities with knowledge gap analysis and competency sub-
sumption. Whereas in the aforementioned case, the result is the degree how well
a person fits to a requirement, another important use case is the identification of
suitable learning opportunities that can even be proactively recommended. In order
to realize this, a knowledge gap needs to be calculated by comparing the require-
ments profile with the current competency profile, yielding missing competencies
[8]. One important aspects that needs to be taken into account here is the issue
of competency subsumption, i.e., we cannot simply rely on direct comparison, but
need to consider that a competency can be subsumed by another competency (e.g.
higher competency level, generalization, composition).

Existing Approaches

So far, there has been no integrated approach that covers both the macro and the micro
perspective as explained above. However, there is prior work we can build upon when
creating a human resource development ontology. The most important for our goal are:

— In [9], an integrated approach to human resources management was developed that

builds on ontology-based techniques. The developed ontology focuses on modeling
of competency catalogs and job and employee profiles in order to apply similarity
measures on profile matching.

— [10] developed a competency ontology framework, mainly for the use cases expert

finder and team staffing. Its strength is the formal foundation.
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— For describing learning objects and learning designs, several approaches exist, e.g.
the ALOCoM ontology concentrates on describing learning content itself [11];
LOCO describes learning designs and proposes competency annotations [12]. The
LIP ontology [1] was developed for competency-based context-aware recommen-
dation of learning objects in work situations.

— A very limited step towards integrating competence management with learning
paths is [13].

4 Defining and Assessing Competencies

For our reference ontology, competencies are defined as bundles of work-relevant skills,
knowledge and abilities. Competencies are usually associated with competency levels
to describe different degrees of an abstract competency type. Ordinal scales are typ-
ically used for that purpose like [14] or the reference levels for language proficiency
[15]. In order to account for that, we introduce the distinction between competencies
(having attached a competency level) and competency types (having attached a compe-
tency scale), where Competency is an instance of CompetencyType, introducing meta-
modeling (i.e., treating concepts as instances, see section 7 for how to represent this
in OWL-DL). This makes sense because we can talk about competency concepts as
such (e.g., English language proficiency), for you can define a scale to measure it, and
individual competencies at a certain level (e.g., English C2 Mastery).

Useful competency models usually consist of hundreds of different competencies,
which are hard to handle. In order keep them manageable, competencies can be or-
ganized hierarchically, where usually competencies can have more than a single par-
ent competency (poly-hierarchy). This hierarchic structure is often semantically unde-
fined so that real world catologs use nesting both for generalization and composition.
We propose to clearly differentiate between competency generalization (with an is-a-
semantics) on the level of competency types (regardless of the competency level) and
competency composition on the level of individual competencies (see 1, for a legend

Catalog

consists of
competency
type

CompetencyType CompetencyScale

consists
is composed of level
of
Competency CompetencyLevel s :":ﬁze’

Fig. 1. Core part of the ontology: Modeling Competencies
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5). One example for generalization could be a competency Ontology Modeling and a
sub-competency OWL Modeling; generalization means that we can infer that an inter-
mediate in OWL Modeling is also an intermediate in Ontology Modeling. Composition
is more curriculum-like: the different levels of competencies are defined by enumerat-
ing the required elements, e.g. the competency OWL Modeling at intermediate requires
that you have the competency of using a modeling tool at expert level and the compe-
tency of mastering a modeling methodology at beginner level.

Maturity
Level

OrganizationalEntity

Instructional
Entity

has
objective

for has
competency evidence

vidence

TrainingEvidence

SelfAssessment

Lo

Fig. 2. High-level overview of the ontology

Competency-driven applications expect to have a clear statement that an employee
has a competency, but one of the key problems of competency-oriented approaches is
how to reliably diagnose competencies. Usually, one can only observe the performance
of an employee and try to deduce from it the presence of a competence [16]. That
means that the property has-competency is derived. This has also been reflected in the
HR-XML standard on representing competencies by introducing CompetencyEvidence
as a concept, which could represent observations, results from formal assessmenents
(after training activities), or self-assessments (see overview in fig. 2).

5 Developing Competencies

The base concept for all development activities is the LearningOpportunity; it is an ab-
stract representation of any form of (repeatable) activity that can contribute to
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competency development. In order to structure the learning opportunity landscape”,
we classified them into maturing phases [17], ranging from emerging ideas via com-
munity formation and formalization to ad-hoc and formal training. Using this coarse
model, we can identify the following subconcepts (from mature to immature):

— InstructionalEntity. An instructional entity is any entity that was designed for
fostering individual learning processes. Subconcepts are, e.g., classical presence
trainings, and learning objects or learning programs. For such entities, it can be
assumed that they they have a well-defined learning objective. Although currently,
this learning objective is rarely formalized, in our competency-based approach, we
require that at least part of the learning object definition is the assignment of a target
competency (see also [1]).

ProcessActivity

(el

Employee ,\rsp OrganizationalEntity

af:g[;#:;y requires desires
competency competency competency

| — 1

4

Competency

consists o]
requirement

Requirements

Profile

Fig. 3. The requirements part of the ontology

— InformationArtefact. In contrast to an InstructionalEntity, information artefacts
were not didactically designed for learning activities. As a consequence, clear ob-
jectives cannot be formulated. Rather, these opportunities are about a subject or
topic. To account for that, we introduce a semantically relaxed concept Topic and a
relaxed property covers. By making CompetencyTypes a special kind of Topic, we
can smoothly integrate knowledge area (i.e., topic) taxonomies with competence
catalogs. Information artifacts do not have to classified according to competencies,
but we can still view CompetencyTypes as a special topic so that there is no need
of two taxonomies.
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— Employee. Informal learning activities via inter-human communication form a ma-
jor part of workplace learning [18]. Thus it is important to represent the colleague
as a learning opportunity. Here, the has-competency property can be viewed as a
specialization of the covers property, referring to competencies.

But how do we know which LearningOpportunity is appropriate for a certain situ-
ation? As business process-oriented knowledge management [19] shows, the business
context provides some clues on which aspects of a work situation require which com-
petencies. In competence management, requirement profiles are used that are typically
attached to roles, or organizational units. In our ontology, we introduce the concept of
an OrganizationalEntity that is connected to a Competency via a requires-competency
property (see fig. 3). As our experience in [2] shows, we need to distinguish between
hard requirements (competencies that are absolutely needed) and soft requirements
(competencies that are a desired goal for short- to mid-term future). These properties
can be reified to group such requirements into RequirementProfiles.

6 Implementation

This ontology has been iteratively refined based on implementation experiences within
the project Learning in Process and subsequent research activities. Starting with RDF(S),
the formalism of choice has now become OWL-DL.!

6.1 Implementing in OWL-DL: The Issue of Metamodelling

Our modeling approach explicitly allowed for metamodeling (i.e. considering concepts
as both instance and concept) in order to represent the domain in a natural way. OWL-
DL (as the edition of OWL for which practical reasoners exist) on the other side does
not allow for metamodeling.2 If we have a closer look at our model, we discover that we
have only used metamodeling for differentiating between Competency and Competen-
cyType. This can be mapped to OWL-DL without loosing too much domain semantics
by:

The concept CompetencyType is completely eliminated from the OWL ontology.
It is assumed that competencies are modeled in a concept hierarchy (under Compe-
tency) representing generalization on competency types.

CompetencyScales are assigned to the relevant subconcepts of Competency via an-
notation properties.

For classifying information artefacts, we use instance of a competency concept that
do not have any competency level associated with it.

This mapping inevitably looses some domain semantics, but for algorithms operating
on this ontology, this has not turned out to be problematic.

! The OWL-DL ontology is released under a CreativeCommons license under http: / /www .
professional-learning.eu/competence ontology.html

2 A more natural implementation would be possible in the KAON RDFS extension with the
concept of spanning instances [20].
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6.2 Implementing Derived Properties

More severe is a problem that we have not considered yet. Many of the properties in
the ontology are time-dependent and uncertain (which applies especially for the derived
property has-competency).

For representing time-dependence, we could reify properties into concepts, of course,
and add a validity period to them, but this would clutter the resulting ontology and
thus reduce the usability drastically. We see the solution in having a database with the
complete history below and feed the instance-level of the ontology with a snapshot
view for a specific instant in time. The uncertainty resulting from deriving heuristically
from other facts is addressed likewise by having a user context management layer (for
technical details see [21]) below that stores all facts and aggregates them into has-
competency statements. In order to account for the fact that competencies can be lost if
they are not actively used, this user context management service provides configurable
aging mechanisms for collected and inferred data.

Although originally foreseen, it has turned out that SWRL rules are not suitable for
computing derived properties (apart from syntactical shortcuts). For the has-competency
property, this has mainly to do with the uncertainty and temporal aspects. For the sub-
sumes property, the complexity of the algorithm cannot be represented in SWRL rules
in a reasonable way.

7 Conclusions and Outlook

We have presented the basic concepts of our reference ontology for human resource de-
velopment in a technology-enhanced setting. This ontology brings together the different
disciplines concerned with learning in organizations, see fig. 4):

— Competence Management. It incorporates as its core the competency catalog for
describing and organizing competencies and provides concepts to align competen-
cies with business entities by specifying requirements profiles. These requirement
profiles can carry both short-term goals and mid-term development routes.

— Knowledge Management. Knowledge taxonomies can be integrated with compe-
tency modeling so that easily less mature information artefacts (sometimes called
knowledge assets) can co-exist with more mature training material.

— Business Process Management. The ontology also provides the link to business
processes, which are represented as a special OrganizationalEntity in the model.

— Technology-enhanced workplace learning. In addition to requirements, organiza-
tional entities can also be annotated with additional domain knowledge for adapt-
ing learning support based on the organizational context, e.g., for specific business
processes it can be specified whether learning embedded in this process is possible
at all or not (as for process activities with direct customer contact).

The next step on our agenda is the definition of reference processes that consider the
dynamics of such a human resource development ecosystem. This includes processes
for maintaining and developing competency catalogs and requirement profiles, processes
for developing more mature training content.
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Knowledge
Management
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Management
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Fig. 4. The ontology and its relationship to different areas
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Appendix: Notation

Generalization (is-a) B Instance-of A
(B is subconcept of A) (metamodelling)
@ o B
Property Attribute Property Reification

Inheritance

Fig. 5. Graphical notation for representing the ontology
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Abstract. According to several national Institutions’, ICT company
associations’ and the Italian Ministry of Innovation and Technology‘s requests
for standardisation of ICT job profiles, an ICT job profiles model was defined.
It is based on ontologies principle to describe “Knowledge Objects”, “Skills”,
“Competences” and their relations. The model takes into account the several
formalisations from national and company ICT job profiles frameworks and
refers to the scientific literature about ontology and competences definitions. A
software tool has been implemented on the basis of the model defined. It allows
collecting individual users’ job profiles and analysing the gaps against a set of
ICT standard profiles. The semantic network behind gives the system
flexibility. Furthermore, the system enables the dynamical enrichment of the
semantic network by uploading new skills by users, who can also suggest
linkages between the new nodes. The system administrator will later evaluate
and accept them.

Keywords: ontology, semantic network, knowledge object, skill, competence,
job profile, certification profile, network enrichment, profile gap analysis.

1 Introduction

The eCCO (eCompetences and Certifications Observatory) project, promoted by
Italian industry associations (AICA and Federcomin) and the technical university of
Milan (Fondazione Politecnico di Milano), under the aegis of the Italian Government,
was born to satisfy the need of transparency, comparability, information and guidance
expressed by the European Commission [1] and also claimed by several local players
with regard to ICT competences' and job profiles.

In the last years many different ICT competences and job profiles models have
been multiplied in Italy; at present, there are neither shared ICT languages nor
common points of views on ICT job profiles. Moreover, tools available to help people

"' In this paper, the term “competence” is used in a generic and broad sense. The term
“competency” is only quoted when referred to specific technical works using it.
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know their positioning in the labour market are still not recognized by the market
itself; no common reference ICT certification systems have been developed yet;
learning and training objectives are often unclear and not comparable. Accordingly,
local Institutions and Government asked for an ICT competence management system,
able to compare and integrate the different Italian and European approaches.

1.1 The Context Analysis

The eCCO project started with an analysis of the present national and transnational
approaches to ICT competences and job profiles, in order to find common features as
well as key factors to be considered and integrated within the system.

Several approaches such as IEEE [2] and HR-XML [3] were examined. IEEE is
primarily focused on online and distributed learning and not on competences
management; the HR-XML Consortium has defined a set of documents to provide a
standard vocabulary on Human Resources. HR-XML specifications are organized by
common use cases, which refer to main HR processes. In particular, the HR-XML
Competency schema is used to communicate both unstructured competency data
(such as that that may be captured from a resume or profile) or structured competency
data from a taxonomy. The focus in this case is on measuring the competencies in
order to provide a numerical evaluation. However, the dependencies between
competency elements can only be expressed through a description attribute, which
might be used to provide useful information about the relationship between parent and
child competencies. On the other hand, in taxonomies used in e-learning and for
certification, a deep nesting of component items is proposed, which might be
confusing or misleading when the taxonomy is used within processes which are not
related to certification, e.g. for user interaction.

Concerning certification-qualification frameworks and job profiles models, APO-
AITTS [17], EUCIP [18], SFIA [19], eSkillsUK [20], Career Space [21], were
analysed at a European level. At a local level the study focused on the ISFOL [22]
(Istituto per lo Sviluppo Professionale dei Lavoratori, close to the Italian Ministries of
Welfare and Education, University and Research) competence model, the IFTS [23]
(Istruzione e Formazione Tecnica Superiore) ICT training programmes based on the
concept of “Competency Unit”, the Italia Lavoro [24] (The Ministry of Welfare's
Agency for Employment, Social Inclusion and Labour Market Policies) Job Market
Place, and other ICT competence frameworks from national companies associations.
In spite of their mutual unhomogeneity, these frameworks were selected because of
their relevance at a national and international level and this study aimed to detect the
prevailing and most flexible approaches, in order to adopt and reasonably combine
them within an integrated system.

1.2 The Use of Ontologies to Make the System Dynamic

As [4] state, an ontology defines a common vocabulary for researchers who need to
share information in a domain. An important aspect is related to the knowledge of the
processes in which the ontology is used, and therefore there is no single solution for
an ontology in a given domain.
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The goal of the use of ontologies to model competences of human resources
proposed in this paper is twofold: to be able to recognize elementary components of
competence, extracting them from a textual description on the basis of a given
ontology and text similarity analysis, and to manage a HR ontology, with the
capability of restructuring concepts, adding new concepts and new relations among
them. The approach is generic, i.e. it is not linked to a specific ontology. Therefore, it
can be applied to different taxonomic approaches to define competences and can be
tailored to be used in a personalized way in each company, adopting the specific
company’s terminology.

Moreover, the approach allows a dynamic updating of the system by the users
themselves. This aspect becomes even more relevant if we think of ICT innovation
and development of competences [5]. The effective evolution of ICT competences is
usually faster than its formal codification. So, bottom—up monitoring of competences
would make it easier the recognition of new job profiles emerging from praxis: i.e., if
several users suggest the same new competences and relations, a new set of
performances or even a new job profile is likely present in practice.

2 Theoretical and Methodological Assumptions Behind eCCO

The key features emerging from the analysed competence frameworks are
summarized in Table 1:

Table 1. Competence frameworks key features

APO -
AITTS

Career
Space

Italian
models

Key Features Eucip SFIA, e-

Skills UK

Competence most approaches share that competences are knowledge (and skills) put into action

representation

representation

descriptions

descriptions

representations

definition within specific contexts of activities
Competence Top-down Top-down Top —down / Top-down Top-down
identification criteria (from criteria (from bottom up criteria (from criteria (from
job business criteria (from | business business
descriptions) processes) individuals processes) processes)
and “best
performers” )
Competence modular holistic holistic modular modular

representations

Aims of towards both towards towards both towards towards
competences performances | learning performances | learning performances
representations | and learning and learning and learning

2.1 The eCCO Definitions of Knowledge, Skill, Competence, Towards a

Common Language and Job Profile Flexibility

According to the competence definition coming out of the initial analysis, the eCCO
basic definitions are:
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- Knowledge = the set of know-what, know-how and know-why

- Knowledge Object (KO) = a “small enough”, self consistent set of knowledge
(with respect to specific areas of analysis, targets, objectives, etc.)

- Skill = KO put into action, KO + Action Verb (AV): to be able to do
something

- Competence = a skill in a specific context (Cx) of activity, KO + AV + Cx:
to be able to do something with respect to a specific context of activity

- Performance = a set of observable behaviours producing an objective result

- Job profile = a set of competences related to the concept of key performances,
expected results

The detection of KOs, AVs and Cxs only requires a textual analysis. Hence, it can
be applied to both top-down and bottom-up approaches to competence identification,
starting from either a business process analysis [5] or the investigation of individual
learning and working experiences [6], [7], [8].

According to definitions above, a skill differs from a competence because it is not
related to a specific context of working or learning. On the contrary, when it is
contextualised and defined in terms of autonomy and responsibility levels, it becomes
a competence [9].

Moreover, competence definition above integrates the different trends in literature
that consider competences as ‘“subject’s attributes” [10], [6], [7], versus
“organisation’s attributes” [5]. In fact, the individual and organisational dimensions
are just linked together by descriptions of competences as individual “observable”
behaviours towards objective results, fo be able to do something in a context, exactly
in the same way as performances [11]. On the contrary, the psychological components
behind are left to learning and training.

Just with respect to this, the eCCO model considers what people should be able to
do in specific contexts of activities but it says nothing about how people learn to shift
from knowledge to action into a specific context (i.e., what is concerned with the
hidden side of competences). Likewise, a KO is not synonymous with Learning
Object, even though there are analogies between them, e.g. learning objects too can be
defined as self-consistent sets; nonetheless they are concerned with learning units
[12], [13].

Finally, a job profile is but an aggregate of competences that allow achieving key
performances. Actually, in any work context, specific job profiles can be flexibly
defined and continuously updated, by adding or replacing their set of competences.

Within this framework, language standardisation as well as comparisons between
different ways of designing and describing profiles and competences is made possible
at KOs and AVs levels. In the eCCO model KOs, AVs and Cxs are the vocabulary of
competences and profiles. The representations of linkages between them are based on
the concept of “semantic network”. Conceptually, a semantic network is a diagraph
made of nodes and arcs labelled by symbols. A node can represent a concept, a word,
a set or an individual; an arc represents a binary correlation between the entities
represented by the source and the target nodes [14], [15]. In the eCCO model the
nodes are KOs, and KO + AVs, the arcs represent the “IS-A”, “requirement”
relations. See 3 and 4 paragraphs below.
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2.2 Key Functionalities Provided for by the eCCO Model

The eCCO model has also defined the information system functionalities to satisfy the
needs of flexibility and integration.

In particular, the eCCO model provides for the construction of different job
profiles starting from the same network of knowledge, skills and competences. ICT
profiles already codified inside the information system are called “standard profiles”;
profiles built by the eCCO users during the assessment are called “individual
profiles”; those ones defined by companies are called “company profiles”.

Moreover, just in line with the approaches analysed, the eCCO model allows to
build both qualification profiles, i.e., knowledge and skills a user has to learn, and
professional profiles, i.e. a sequence of skills required by companies, - starting from
the same semantic network. Hence, when available, users can asses what qualification
and proficiency standard profiles are closest to their own ones.

During the assessment through the eCCO information system, users are allowed to
choose whether writing their skills and competences freely or selecting them from
predefined lists. When inputs to the system are free, the model provides for text
recognition (e.g. a curriculum) by also using synonymous in different languages.

By assuming that competences are knowledge put into action in specific contexts
of activities, users have to describe their contexts of experiences (work experiences,
projects developments, formal, non formal, informal learning experiences, etc).
Hence, competences stated by users will be recognised by the system only if they can
be associated to contexts descriptions.

Furthermore, the eCCO model provides for different levels of network
administration. On one hand administrators must be able to fuel the network with new
KOs, AVs and linkages between them; on the other hand, company human resource
managers are required to manage competences and job profiles.

Finally, in accordance with the competence approaches analysed, the eCCO model
provides for both top-down and bottom-up approaches to new knowledge, skills and
competences identification. That is, knowledge, skills and competences can be
detected starting from business processes analysis by expert teams as well as from
experiences declared by individual users of the system. They will be allowed to add
into the network their skills and competences not found in the system and to make
connections. The network administrators will further validate the items and linkages
suggested by users. In that way, new competences already informally grown inside
ICT communities of practice can get into the network stream.

3 The eCCO Model: Using a Semantic Network to Build
Knowledge, Skills and Competences

3.1 Formalizing Concepts in the eCCO Model

The ontology used in eCCO is a semantic network which links the representation of
knowledge objects, skills, and competences. The conceptual model at the basis of the
semantic network is shown in Fig. 3.1., representing it using an Entity-Relationship
model, which allows also to indicate cardinalities of relationships.
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Knowledge term

1:N

requires Knowledge
Object

;.
&

Fig. 1. Concepts in the eCCO ontology

The basic concept of Knowledge Object is represented as an entity, with a
Knowledge Term and an Id attribute, and can be linked to other KO used either
requires or is-a relationships. Synonym relationships can be defined among
Knowledge Terms and representative terms are chosen (not indicated in the figure for
simplicity). The instances of KOs form a semantic network like the one presented as
an example in Fig. 3.2.

Skills associate action verbs to knowledge objects, such as, for instance, design,
understand, plan, and so on.

A competence provides a context for a skill, indicating where the skill has been put
in practice. In the current implementation some attributes are defined for skills, but a
more detailed description could be provided using exchange languages such as the
ones defined in HR-XML documents.

A professional profile can be constructed indicating which KOs and skill are
included in the profile.

3.2 Querying and Reasoning Using the eCCO Model

Two types of queries can be performed using the above mentioned models. In the first
case, the assumption is that the processes using the ontology are based on a free text
interaction with the tool, for instance a user indicating “Design entity keys including
FOREIGN KEY constraints”. In the second case, reasoning is performed on the basis
of the semantic network to assess the relevance of a given assertion to given concepts,
such as How close are “use a procedural programming language” and “use C”?
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Fig. 2. A semantic network of knowledge objects

3.2.1 Term Similarity Using q-Grams
To evaluate similarity between strings the technique of positional g-grams is applied
[16]. A positional g-gram on a string s is a couple of i, indicating the position of the q-
gram in the string, and a substring of length q staring from position i. The basic idea
behind positional g-grams is that if two strings have a large number of common q-
grams they are semantically close. For instance John Smith and John A. Smith where
g=3 yields 11 common g-grams out of 12 in the shorter string and 14 in the longer one.
A semantic distance k between strings can be defined using q-grams.
As shown in the following section, term similarity is used to identify Knowledge
Objects during user interaction and map user’s terms to the terms contained in the
semantic network.

3.2.2 Reasoning on KOs
To apply this evaluation algorithm to the standard profiles by using the semantic
network we have to consider the IS-A and REQUIRED links:

— IS-A: a certain node is satisfied proportionally to the highest of its subtypes
and itself value;

— REQUIRED: a 100% percentage matching occurs when all the nodes required
are completely satisfied. However, if all the required nodes are satisfied, we
cannot assume that the master node is fully satisfied. In fact, the master node is
a node which represents a specific knowledge (and experience) in itself, that
we cannot neglect. So the requisites of a node are a part of its value, and they
will be less important if they have a lower level of detail inside the network.
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Applying the rules described, if the user X cannot program with C programming
language, but he knows how to program in JAVA programming language, a
hypothetical node “being able to program in a programming language” is satisfied
with a percentage that is 100%. So if all the other nodes of the profile are required
nodes, and the user has this ability, there will be a total matching between the user
and the standard profile.

A mathematical expression to evaluate how much weight a node has got (that in an
extreme case, looking at the semantic network, could eventually be a profile itself)
with respect to a given profile is:

1 if the user has the "node" knowledge

Val(node) = iVal(req,.) (1)

Max| O,{Val(isao),\/al(isal) ..... Val(isa,) },’207 otherwhise
m+c

Where the constant c is used to assess that a complete knowledge of all required
components is not fully equivalent to a stated knowledge on the node taken into
consideration.

The above formula is applied recursively to all linked nodes.

4 The eCCO Information System (IS): Architecture and Rules

The eCCO 1S is based on the concepts of knowledge object (KO), skill, competence
and semantic networks introduced in the previous sections:

— astandard profile is a sequence of KOs and skills;

— the network links KOs and skills that belong to different profiles,
independently from their level of detail;

— a dictionary makes the network stronger, with the possibility to choose both
words and verbs, from not only synonyms, but also different languages.

The eCCO System architecture is based on the main blocks represented in the
following image.

All data are organized in a MySQL 5 database. It contains information about user
profiles, standard profiles, which are matched against user’s knowledge, KOs and
skills, the semantic network and synonyms used for natural language recognition and
profile matching. The eCCO System data structure allows users to insert different
levels of knowledge, so for each skill or KO, they can determine whether they know it
as well as how much deeply.

The database is linked to an expert system (written in Java 5) which manages and
uses the semantic network. This system works as a specialized application built above
the relational database (used as persistent memory) to manage the links between KOs,
skills and competences, but it also contains:

— the kernel of the inductive logic capable of evaluating the profile matching
percentage between standard and personal profiles, or even between two
standard profiles;

— the application logic of the term similarity using q-grams.
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The administrator of the knowledge system can access the semantic network, and
so the database, using an administration tool written in Java (and deployed with Java
Web Start on the web), directly linked to the inductive module (see Figure 4). With
this tool, an administrator can insert new standard profiles, navigate the network (with
a graphical representation) and administer the elements of the network (KOs, skills
and links between them).

Users get access the eCCO IS using a website, based also on Java technology using
JSP 1.2 (on Apache Tomcat 5.5). On this website, users can register a new account,
insert learning and work experiences, update their personal profiles (with KOs and
skills) and evaluate the matching of their personal profiles against standard profiles.

The System helps users create a personal profile with a wizard. The first step of the
wizard uses the free text elaboration using g-grams and the semantic network to
evaluate terms similarity: users insert a free text in a text area and the system suggests
the KOs that are more similar to the inserted text. Users can select one or more
proposed KOs and the system suggests the related skills. In the last step, users can
define a context (working and learning experiences defining competences) for each
selected skill. Users can use the wizard one or more times; the System has an
“Evaluation” area where users visualize the matching of their personal profiles against
the professional and qualification standard profiles (see Figure 5).

In this area, users can evaluate the missing items for each standard profile and can
add KOs or skills (this choice activates the wizard to define the skill contexts). The

gcco |

MODIFY PERSONALDATA  COMPETENCES EVALUATION

INSERT WORK EXPERIENCES

How much your profile matches standard profiles.

INSERT LEARNING EXPERIENCES
| Y S
INSERT COMPETENCES
0%

Firm 1 - ICT Manager

Check what do you miss
EVALUATION

e ——————
INSERT NEW COMPETENCES

————————————
YOUR KO AND SKILLS LIST

————————————

YOUR SKILLS RELATED TO YOUR
EXPERIENCES

Eirm 1 - Software Developer 0% Check what do vou miss

First Prav 1 of 1 Next Last

Certification Profile Percentage Matching _

Locout EUCIP - IT Administrstor 29 % Chack what do you miss
EUCIP - Network Manager 21 % Checl what do you miss
EUCIP - CORE 14 % Check what do vou miss
EUCIP - Information Systems Project Manager 12 % Checl what do you miss
EUCIP - Softvare Developer 9 % Checl what do you miss
EUCIP - Information System Anslyst 9% Check what do vou miss
EUCIP - Business Analyst 6 9 Checl what do you miss

First Prev 1 of 1 Next Last

If you click a standard profile you can start again the wizard and verify how much your
competences match the profile you chose.

Fig. 5. eCCO IS: user interface — matching of a personal profile with standard profiles
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iterative process drives users to complete their personal profiles and to define a final
matching with standard profiles.

The system can also rapidly evolve by collecting up-to-date hints about
competences and profiles from users who can directly propose new items and
linkages. They will require an administrator’s validation to be eventually inserted into
the semantic network; however, a high statistical usage of the same insertion by
different users can make them formally accepted.

5 Open Questions and Next Steps

At present, in the database are codified EUCIP profiles and also profiles coming from
Europe (AITTS, SFIA, CIGREF), so it is possible to make comparisons between local
and international frameworks.

The eCCO System has just started being used by companies for defining the
mutual roles inside a project and to transparently decide what competences any
partner (vendor and buyer) can make available, hence for evaluating suppliers’
competences; selling own company competences to clients and determining an
objective competence-based quotation of human resources at clients; understanding
new emerging ICT job profiles. It can also be used to develop homogeneous ICT
career paths and to facilitate internal mobility.

A new release of the eCCO System is now under development. This version of the
System uses new functions in order to manage different profiles for different
organizations, to apply different frameworks for the levels of KOs and skills, to
improve the user iteration with the wizard part of the System, to manage the
validation of a user profile for his/her manager in a company and so on.

In the next months, the eCCO project will develop a tool for the interoperability of
the eCCO System with other similar systems. The main interoperability issue is linked
with the standard representation of the semantic network and it can be developed
using standards as OWL (Web Ontology Language).
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Abstract. In this paper, we will propose our ideas for a semantically ready com-
petency model. The model will allow semantic enrichment on different levels,
creating truly meaningful competencies. The aim of this model is to provide a
flexible approach for (re)use, matching, interpretation, exchange and storage for
competencies. Our competency model is based on the DOGMA ontology frame-
work and the proposed IEEE standards RCD and SCRM. We will focus on the
model itself and how semantics can be applied to it as these elements form the
basis for any kind of processing on them.

Keywords: competence, competency, RCD, semantics, DOGMA, e-HRM, HRM,
occupation, ontology, Semantic Web.

1 Introduction

On the highly volatile job market that we are living in at this moment, getting a good
match between a CV and a job opening is a key problem. The main element in this
matching process is shifting from monolythic function titles to functions built with min-
imalistic, descriptive and highly-reusable competency building blocks. Such a bunch of
small information pieces put together allows for a far more detailed and closely fitting
match. Both a person and a function can be seen as a grouping of competencies and
fitting one with the other becomes a matter of comparing these collections of building
blocks.

What is still missing in this picture, is the exact view of a competency and a group
of competencies. What identifies a competency? How do you describe it? How can we
identify the intended meaning of a competency? And how do you put competencies
together in a meaningful and clear manner? These are the kind of questions that we try
to answer in our model of meaningful competencies.

A short look at the current state-of-the-art with these questions in mind results only
in partial answers. The HR-XML consortium' provides a schema? for competency de-
scription, however the main focus seems to be on the possibility to capture evidence

" www.hr-xml.org
2 http://ns.hr-xml.org/2 4/HR-XML-2 4/CPO/Competencies.html

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1100-1106, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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and provide weighting. They provided an element to store semantics, but only limited
to a taxonomy. Claude Ostyn? created the reusable competency definition (RCD) which
is expected to be accepted as an IEEE standard [1] soon. This standard provides the
minimal elements (id, title, description and a structured free-text definition) to describe
a competency. A metadata field allows the introduction of semantics, however there is
no further specification about how exactly semantics should be introduced and what
they look like. Ostyn also proposed the Simple Reusable Competency Map (SRCM)
standard [2]. This pending IEEE standard provides a way to capture possible parent-
child/sibling relations between RCDs. This way different communities of practice can
use the same RCDs, but group them together differently. The limitation of this approach
is in the fact that the relation types are limited to parent-child or sibling. Our work is
based on the current situation, but forms a model which allows rich semantics on dif-
ferent levels.

In this introduction we described the theory which served as the basis for our com-
petency model. We give a brief overview of the DOGMA framework for ontology engi-
neering in Section 2. Our model was inspired by this framework, and we also make use
of it for formalizing semantics. In Section 3 we present our model and how meaning
fits in this picture. Finally, in section 4, we summarize our further intentions.

2 The DOGMA Framework

DOGMA* is a research intitiative of VUB STARLab where various theories, methods,
and tools for ontologies are studied and developed. A DOGMA inspired ontology is
based on the classical model-theoretic perspective [3] and decomposes an ontology into
a lexon base and a layer of ontological commitments [4,5]. This is called the principle
of double articulation [6].

A lexon base holds (multiple) intuitive conceptualisation(s) of a particular domain.
Each conceptualisation is simplified to a “representation-less” set of context-specific
binary fact types called lexons. A lexon represents a plausible binary fact-type and is
formally described as a 5-tuple <V, terml, role, co-role, term2>, where V is an abstract
context identifier, lexically described by a string in some natural language, and is used
to group lexons that are logically related to each other in the conceptualisation of the
domain. Intuitively, a lexon may be read as: within the context V, term1 (also denoted
as the header term) may have a relation with term?2 (also denoted as the tail term) in
which it plays a role, and conversely, in which term2 plays a corresponding co-role.
Each (context, term)-pair then lexically identifies a unique concept. A lexon base can
hence be described as a set of plausible elementary fact types that are considered as
being true. The terms in the lexon combined with the context resulting in 2 concepts.
By also conceptualizing the role/co-role, the lexon becomes a language- and context
independent metalexon.

Any specific (application-dependent) interpretation is moved to a separate layer, i.e.
the commitment layer. The commitment layer mediates between the lexon base and
its applications. Each such ontological commitment defines a partial semantic account

3 WWWw.ostyn.com

4 Developing Ontology-Grounded Methods for Applications.
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of an intended conceptualisation [7]. It consists of a finite set of axioms that specify
which lexons of the lexon base are interpreted and how they are visible in the com-
mitting application, and (domain) rules that semantically constrain this interpretation.
Experience shows that it is much harder to reach an agreement on domain rules than
one on conceptualisation [8]. E.g., the rule stating that each car has exactly one license
plate number may hold in the Universe of Discourse (UoD) of some application, but
may be too strong in the UoD of another application. A full formalisation of DOGMA
can be found in De Leenheer, Meersman, and de Moor [9,10].

3 Meaningful Competencies

3.1 Competency Model

As we explained in the previous sections, the DOGMA architecture divides the com-
plexity over three levels: lexonbase, commitment layer and application layer. We were
inspired by this approach to construct our competency model. The total overview on the
model can be seen in Figure 1. The lowest level is the RCD (or competency) repository,
the middle level is the reusable competence layer and on top are the users of the compe-
tency data, the applications. We adopt the definition of competency as given by the HR-
XML consortium: A specific, identifiable, definable, and measurable knowledge, skill,
ability and/or other deployment-related characteristic (e.g. attitude, behavior, physical
ability) which a human resource may possess and which is necessary for, or material
to, the performance of an activity within a specific business context>. A competency is
used as the smallest unit of capability in our model (a highly flexible, modular build-
ing block). A competence is a structured set of competencies. Note that in our model a
competency can only be used to construct competences. We will give a more detailed
description of every layer in the following subsections.

Competency Repository. The lowest level is a repository filled with RCDs. These
RCDs can be obtained by automatic mining (e.g., from O*NET®), by human input or
both. Any RCD present in the repository can be linked with an arbitrary relation to any
other RCD. These relations have no interpreted meaning in the competency repository
layer (other than the one in the mind of the human creator of the relation). We call them
plausible relations, as they represent a fact that might (or might) not be true. As we do
not restrict ourselves to the ’is composed of” relation, we can build a more semantically
rich set of competencies. For instance, an RCD “can drive” can be related with an RCD
”can read road signs” using an “assumes”’-relation instead of a “requires’-relation to
indicate a softer constraint between the two RCDs.

The RCD is built using a dedicated web interface (still to be created) which will en-
courage the reusability of the competencies. For instance, if the repository already con-
tains an RCD ”’can drive a car”, and the user creates a new RCD ”can drive a truck™, the
system will (1) inform the user of the existing RCD and (2) encourage him to group these
related RCDs with a relevant relation. Reusability is a strong point to interoperability,
as the use of the exact same objects (competencies) implies a shared understanding.

> http://ns.hr-xml.org/2 4/HR-XML-2 4/CPO/Competencies.html
® http://online.onetcenter.org/
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Fig. 1. Layered Competency Model

Furthermore, we will allow the user to semantically tag or DOGtag’ the RCD with a
part of the domain ontology. The system will propose concepts (and relations between
them) from the ontology as semantic tags and the user can select the exact one (or
multiple ones). In this way, an RCD can be annotated with semantics, ranging from one
simple concept to complete semantic graphs. We will make use of the already entered
fields of the RCD (title, description and definition) to apply some heuristic search for
possibly related concepts in the ontology. This metadata can be stored in the metadata
field of the RCD. We will make use of the most commonly known formats for such
description, like RDF(S) [11] and OWL [12]. Next to this information we will also
store standard Dublin Core metadata®.

Competence Repository. The competence repository creates a committed view on the
RCD repository. Applications can make a selection of the RCDs (and the plausible re-
lations between them) and commit to them. This means that the application fixes this
structured set of RCDs to be truthful for its own application context. At this point the
application commits to using (exchanging, matching, ...) that specific competence (built
from those specific RCDs and their relations). As such it also locks the interpretation
of the plausible relations, and thus the relations are no longer simply plausible, but ac-
tually factual. The application can now provide an explicit formalization of the relation

7 Short for DOGMA-tag. DOGMA is grounded in linguistic representation, and DOGMA engi-
neered ontologies as well. This results in user-friendly possibilities for annotation.
8 http://dublincore.org/documents/2006/05/29/dc-rdf/
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meaning (e.g., if it has to match with other applications) or simply leave it as a term
with implicit meaning (e.g., if it only uses the competence internally). The user can de-
scribe the competence with a title. For instance, she creates the competence “can drive”
containing the RCDs “can drive a car’-(requires)-"can understand traffic signs”. The
contained RCDs (and their inter-relations) form the meaning for the competence. In
another meaning (other RCDs) the competence ’can drive” could have another inter-
pretation (stored in the contained RCDs of that competence).

Again, we will build a dedicated web interface for constructing these competences.
It will encourage the user in several ways (see the previous subsection) to reuse existing
competences. At this layer we do not introduce additional tagging functionality. Search-
ing for existing competences can be done by using the semantics inside (DOGtag) and
outside (RCD relations) that are part of the competence.

As the picture shows, a competence is more than data from the competency repos-
itory. Extra fields are also added to each RCD to further specify the competency. Ex-
amples of such fields are proficiency level, level of importance, level of interest, ... It is
important to note that the values of these fields are not yet fixed, as this would hinder
reuse.

Application Layer. The application layer holds all applications that will use our com-
petency model (and its data). Each application uses the same repository (competence
and competency). The applications work with application profiles, collections of com-
petences from the competence repository. The users of these applications are respon-
sible for filling both repositories with relevant data. However, one type of application
can be completely dedicated to adding data, while another only uses existing data. The
application collects required competencies and populates the extra field values. It is
also responsible for setting the expertise level of the competence. The expertise level
specifies at what level the competence needs to be. With level we do not simply mean a
number (e.g., on some further unspecified scale) or a symbol (e.g., good, bad, medium),
but a real definition of the expertise level. Using semantic annotation (DOGtag) the ex-
pertise level can be linked to the domain ontology, and thus be expressed formally. We
constrain this expertise level by stating that it can only make the competence more spe-
cific. For instance “can drive a car” can have an expertise level ’can drive a car in the
dark”, but not ’can drive a truck” as the first level is a specification of the competence,
while the second is not if the used ontology does not state that “’truck”-is a-"car” (or
“truck” does not specify “’car”).

3.2 Semantic Levels

In the previous subsections we explained our model and how we added semantics in
each layer of the competency model. We will now focus on these semantic extension
points and explain how they can improve competency-related processes. We will use
the matching process as an example to clarify this improvement.

The first semantic enrichment is attached to the RCD in the metadata field. Using
ontologized tags the RCD is annotated with relevant formal domain knowledge. These
annotations can be seen as a formalized semantic description of the RCD. This semantic
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description is the basis for RCD matching. Because concepts (with their relations®) can
be used, matching takes place at the conceptual level, instead of at the lexical level (title,
definition and description of the RCD). For instance, assume we have two RCDs: (1)
”can drive”, annotated with the concept “vehicle” and (2) ”can drive a car”, annotated
with ”car”. RCD 1 and 2 can now be matched (and considered equivalent to a high
degree) because in the ontology there is a relation “car”-(is a)-"vehicle”.

The second semantic enrichment is the fact that we allow rich relations between
RCDs. These indicate how RCDs can be grouped together and the specific details of
their grouping are described by the relations. In our example we will assume that the
meaning of a relation is implicit (but commonly understood like eg. the relation “is part
of””) and that the matcher does its work based on the term that symbolizes the relation.

The third semantic entry point can be found in the specification of the expertise level.
These can be entered in plain text form (to provide a human-readable definition), but
we will also foresee annotation possibilities in the interface (similar to those found in
the creation of the RCD) so that the expertise level can be specified formally. In our
matching example, the matcher can now use these semantics to further refine its search.
Note that when the specificity constraint (see section 3.1) is violated, the results of the
matching will be of inpredictable quality. For example, assume we have a competence
“can drive” with an illegal expertise level ’can fly a plane”. A match with the com-
petence “can fly a plane” will never be found, as the competence in the database is
about driving, not flying a plane. The matcher ignores this competence as it does not
give any hint about planes, except in the expertise level, which is only looked at if the
competencies matches in the first place.

4 Conclusions and Future Work

Although our model is only in its first stage, we made sure that it solves the problems
we identified in the state-of-the-art competency models. The rich semantic presence
will enhance competency-related application processes (e.g., matching). The different
levels on which we can introduce formal meaning provide extra levels of granularity. In
the context of the Prolix project'?, we will build a competency registry and a semantic
competency analyzer. We will capture domain knowledge using the DOGMA approach.
We will build an DOGMA annotation tool that is linked to the competency registry.
Test-bed partners will convert their current competency data to our model using tuned
interfaces. As such the EU Prolix project will be our experiment, and we are confident
that our model will hold and improve existing competency-related processes. This use-
case will also allow us to further refine and finalize our model.

As many (larger) organizations already have a competency models, we can deliver
extra work on finding efficient (semi-)automated ways to transform their data into our
model. Smaller organizations lack this kind of data (because of the high cost). For their
benefit, we can look for ways to obtain, analyze and convert publicly available data (eg.
O*NET!"). On the semantic side, we will look for ways to maximize the automated part

? Do not confuse the ontological relations between concepts with the relations between RCDs.
19 http://www.prolixproject.org/
' http://online.onetcenter.org/
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of semantic enrichment (e.g., by text mining) and thus minimize the human effort. We
will also research how we can improve the annotation scope.
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Abstract. This paper presents an experimental study for extracting a
terminology from a corpus made of Curriculum Vitae (CV). This termi-
nology is to be used for ontology acquisition. The choice of the pruning
rate of the terminology is crucial relative to the quality of the ontology
acquired. In this paper, we investigate this pruning rate by using several
evaluation measures (precision, recall, F-measure, and ROC curve).

1 Introduction

This paper presents the experimental study of an evaluation of the best rate of
pruning for terminology extraction. Below, we describe our global method for
terminology extraction and we define the pruning of a terminology.

The terms extracted from a specialized corpus are instances of the concepts
that will become the frame of a domain ontology. In our work, the terms are
extracted from a Curriculum Vitae (CV) corpus provided by the company Ve-
diorBis! (120000 words after various pretreatments described in [13]). This spe-
cialized corpus is written in French, it made of very short sentences and many
enumerations. For example, in this field, "logiciel de gestion” (management soft-
ware) is an instance of the concept called ”Activité Informatique” (Computer
Science Activity). The concept is defined by the expert of the field.

The first step of our terminology extraction approach is based on text nor-
malization by using cleaning rules described in [13]. The next step provides
grammatical labels for each word of the corpus, using a Part-Of-Speech tagger
ETIQ [1]. ETIQ is an interactive system based on Brill’s tagger [4] which improves
the quality of the labeling of specialized corpora. Table 1 presents an example
of tagged sentence from CV corpus.

We are then able to extract tagged collocations in CV corpus, such as Noun-
Noun, Adjective-Noun, Noun-Adjective, Noun-Preposition-Noun collocations.
For example in table 1, we can extract the Noun-Preposition-Noun collocation
"logiciel de gestion” (management software).

The next step consists in selecting collocations more relevant according to the
statistical measurements described in [13,14]. Collocations are groups of words
defined in [11,17]. We call terms, collocations relevant to the field of interest.

! http://www.vediorbis.com/

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1107-1116, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Table 1. Part-Of-Speech tagged corpus (in French)

Développement/SBC:sg d’/PREP un/DTN:sg logiciel/SBC:sg de/PREP
gestion/SBC:sg du/DTC:sg parc/SBC:sg informatique/ADJ:sg ...

SBC:sg — Noun, singular

PREP — Preposition

DTC:sg, DTN :sg — Determiners, singular

ADJ:sg — Adjective, singular

The binary terms (or ternary for the prepositional terms) extracted at each
iteration are reintroduced in the corpus with hyphens. So, they are recognized
like words. We can thus carry out a new terminology extraction from the corpus
taking into account of terminology acquired at the preceding steps. Our iterative
method which has similarities with [8] is described in [13,15]. This approach
enables to detect very specific terms (made of several words). For example using
the term ”logiciel de gestion” extracted at the first iteration of our approach,
after several iterations we can extract the specific term ”logiciel de gestion du
parc informatique” (see table 1).

The choice of the pruning rate consists in determining the minimal number
of times where relevant collocations are found in the corpus.

First, this paper presents briefly the state-of-the-art of terminology extraction
methods (section 2). The presentation of the application of various pruning rates
is described in section 3. After the presentation of the collocations expertise
in section 4, the section 5 describes various evaluation measurements of the
terminology based on the problems of the choice of the pruning rate. Finally, in
section 6 we discuss future work.

2 The State-of-the-Art of Terminology Extraction
Approaches

In order to extract and structure the terminology, several methods are devel-
oped. Here, we will not deal with the approaches of conceptual regrouping of
terminology as they are described in [16, 2].

The methods of terminology extraction are based on statistical or syntactic
approaches. The TERMINO system [6] is a precursory tool that uses a syntactic
analysis in order to extract the nominal terms. This tool carries out a morpho-
logical analysis containing rules, followed by an analysis of nominal collocations
using a grammar. The XTRACT system [17] is based on a statistical method.
Initially XTRACT extracts binary collocations in a window of ten words which
exceed a statistical significant rate. The following step consists in extracting
more particular collocations (collocations of more than two words) containing
the binary collocations extracted at the preceding step. ACABIT [5] carries out a
linguistic analysis in order to transform nominal collocations into binary terms.
They are ranked using statistical measurements. Contrary to ACABIT which
is based on a statistical method, LEXTER [3] and SYNTEX [9] use syntactic
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analysis. This method extracts the longuest noun phrases. These phrases are
transformed into "head” and ”expansion” terms using grammatical rules. The
terms are structured using syntactic criteria.

To discuss the choice of the pruning rate, we will rank collocations by using
Occr, measurement as described in [13]. This measurement which gives the best
results [14] ranks collocations according to their number of occurrences (Occ).
Collocations having the same number of occurrences are ranked by using the
loglikelyhood (L) [7]. Thus, Occy, is well adapted to discuss the choice of the
pruning rate.

3 Pruning Rate of the Terminology

The principle of pruning the collocations consists in analyzing the collocations
usefulness for ontology acquisition : their number has to be above a threshold
of occurrences in the corpus. We can thus remove rare collocations which can
appear as irrelevant for the field. Table 2 presents the various prunings we applied
(first iteration of our terminology extraction approach). Table 2 shows that the
elimination of collocations with one occurrence in the CV corpus allows us to
remove more than 75% of the existng collocations.

Table 2. Pruning and proportions of pruning

nb pruning 2 pruning 3 pruning 4 pruning 5 pruning 6
Noun-Noun 1781 353 (80%) 162 (91%) 100 (94%) 69 (96%) 56 (97%)
Noun-Prep-Noun 3634 662 (82%) 307 (91%) 178 (95%) 113 (97%) 80 (98%)
Adjective-Noun 1291 259 (80%) 103 (92%) 63 (95%) 44 (97%) 34 (97%)
Noun-Adjective 3455 864 (75%) 448 (87%) 307 (91%) 222 (94%) 181 (95%)

4 Terminology Acquisition for Conceptual Classification

To build a conceptual classification, collocations evoking a concept of the field
are extracted. Table 3 presents examples of French collocations associated to
concepts met in the CV corpus.

In order to validate the collocations, several categories of relevance (or irrel-
evance) are possible:

— Category 1: Collocation is relevant for conceptual classification.

— Category 2: Collocation is relevant but very specific and not necessarily
relevant for a domain conceptual classification.

— Category 3: Collocation is relevant but very general and not necessarily

relevant for a conceptual classification specialized.

Category 4: Collocation is irrelevant.

— Category 5: The expert cannot judge if collocation is relevant or not.



1110 M. Roche and Y. Kodratoff

Table 3. Part of conceptual classification from CV corpus (in French)

Collocations Concepts
aide comptable Activité Gestion
gestion administrative Activité Gestion
employé libre service Activité Commerce
assistant marketing Activité Commerce
chef de service Activité Encadrement
direction générale Activité Encadrement
BEP secrétariat Compétence Secrétariat
BTS assistante de direction Compétence Secrétariat
baccalauréat professionnel vente Compétence Commerce
BTS commerce international Compétence Commerce

5 Evaluation of the Terminology and Pruning Rate

An expert evaluates Noun-Adjective collocations extracted in CV corpus using
all rate pruning.

5.1 Terminology Expertise

Table 4 gives the number of Noun-Adjective collocations associated with each
category of expertise. Each category is described in the section 4 of this paper.

Table 4 shows the results of the expertise carried out according to various
pruning rates. The most relevant collocations (category 1) are privileged by
applying an large pruning rate. If all collocations are provided by the system
(i.e. pruning at one), the proportion of relevant collocations is 56.3% and more
than 80% with a pruning at four, five or six.

5.2 Precision, Recall, and F-Measure

Precision is an evaluation criterion adapted to the framework of an unsupervised
approach. Precision calculates the proportion of relevant collocations extracted
among extracted collocations. Using the notations of table 5, the precision is
given by the formula ;. PT+P rp- A 100% precision means that all the collocations
extracted by the system are relevant.

Another typical measurement of the machine learning approach is recall which
computes the proportion of relevant collocations extracted among relevant col-

locations. The recall is given by the formula . PT;’ ~- A 100% recall means that

Table 4. Number of collocations in each category

pruning category 1 category 2 and 3 category 4 category 5 Total
1 1946 (56.3%) 919 (26.6%) 395 (11.4%) 195 (5.6%) 3455

2 631 (73.0%) 151 (17.5%) 58 (6.7%) 24 (2.8%) 864
3 348 (77.7%) 73 (16.3%) 17 (3.8%) 10 (2.2%) 448
4 256 (83.4%) 36 (11.7%) 8 (2.6%) 7 (23%) 307
5 185 (83.3%) 29 (13.1%) 3(1.3%) 5 (22%) 222
6 152 (84.0%) 23 (12.7%) 2 (11%) 4 (2.2%) 181
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all relevant collocations have been found. This measurement is adapted to the
supervised machine learning methods where all positive examples (relevant col-
locations) are known.

Table 5. Contingency table at the base of evaluation measurements

Relevant Irrelevant

collocations collocations
Collocations
evaluated as TP (True Positive) FP (False Positive)
relevant by the system
Collocations
evaluated as FN (False Negative) TN (True Negative)
irrelevant by the system

It is often important to determine a compromise between recall and precision.
We can use a measurement taking into account these two evaluation criteria by
calculating the F-measure [19] :

_ _ (B*+1) x Precision x Recall
F = measure(8) = (62 x Precision) + Recall 1)

The parameter § of the formula (1) regulates the respective influence of pre-
cision and recall. It is often fixed at 1 to give the same weight to these two
evaluation measurements.

The table 6 shows a large pruning and gives the highest precision. In this case,
the recall is often small, i.e. few relevant collocations extracted. With g =1, we
can see in table 6 that the F-measure is highest without applying pruning. This
is due to the high result of the recall without pruning. Indeed, as specified in
table 2, a pruning at two prevents the extraction of 75% of Noun-Adjective
collocations.

Table 7 shows varying [ in order to give a more important weight to the
precision (8 < 1) gives a F-measure logically higher in the case of a large pruning.
This underlines the limits of this evaluation criterion because the results of the
F-measure can largely differ according to the value of §. Thus, the following
section presents another evaluation criterion based on ROC curves.

Table 6. Precision, recall, and F-measure with g =1

Pruning Precision Recall F-measure

1 59.7% 100% 74.8%
75.1%  32.4% 45.3%
79.4%  17.9% 29.2%
85.3%  13.1% 22.8%
85.2% 9.5% 17.1%
85.9% 7.8% 14.3%

S U W N
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Table 7. F-measure according to various values of 3 (1, ..., 1/10) and various rates of
pruning (1, ..., 6)

1 1/2 1/3 1/4 1/5 1/6 1/7 1/8 1/9 1/10
74.8% 64.9% 62.2% 61.1% 60.6% 60.4% 60.2% 60.1% 60.0% 59.9%
45.3% 59.5% 66.4% 69.7% 71.5% 72.5% 73.2% 73.6% 73.9% 7T4.1%
29.2% 47.0% 59.1% 66.1% 70.2% 72.7% 74.3% 75.4% 76.2% 76.8%
22.8% 40.7% 55.1% 64.5% 70.5% 74.3% 76.9% 78.7% 80.0% 80.9%
17.1% 32.9% 47.4% 58.0% 65.2% 70.1% 73.5% 75.9% 77.7% 79.0%
14.3% 28.6% 42.9% 54.1% 62.0% 67.6% 71.6% 74.4% 76.5% 78.1%

DU W N D

5.3 The ROC Curves

In this section ROC curves (Receiver Operating Characteristics) are presented
(see also work of [10]). Initially the ROC curves come from the field of signal
treatment. ROC curves are often used in the field of medicine to evaluate the
validity of diagnostic tests. The ROC curves show in X-coordinate the rate of
false positive (in our case, rate of irrelevant collocations) and in Y-coordinate
the rate of true positive (rate of relevant collocations). The surface under the
ROC curve (AUC - Area Under the Curve), can be seen as the effectiveness of a
measurement of interest. The criterion relating to the surface under the curve is
equivalent to the statistical test of Wilcoxon-Mann-Whitney (see work of [20]).

In the case of the collocations ranking in using statistical measurements, an
perfect ROC curve corresponds to obtaining all relevant collocations at the be-
ginning of the list and all irrelevant collocations at the end of the list. This sit-
uation corresponds to AUC = 1. The diagonal corresponds to the performance
of a random system, progress of the rate of true positive being accompanied
by an equivalent degradation of the rate of false positive. This situation cor-
responds to AUC = 0.5. If the collocations are ranked by decreasing interest
(i.e. all relevant collocations are after the irrelevant ones) then AUC = 0. An
effective measurement of interest to order collocations consists in obtain a AUC
the highest possible value. This is strictly equivalent to minimizing the sum of
the rank of the positive examples.

The advantage of the ROC curves comes from its resistance to imbalance (for
example, an imbalance in number of positive and negative examples). We can
illustrate this fact with the following example. Let us suppose that we have 100
examples (collocations). In the first case, we have an imbalance between the
positive and negative examples with only 1 positive and 99 negative examples.
In the second case, we have 50 positive and 50 negative examples. Let us sup-
pose that for these two cases, the positive examples (relevant collocations) are
presented at the top of the list ranked with statistical measurements.

In both cases, the ROC curves are strictly similar with AUC = 1 (see fig-
ures 1(a) and 1(c)). Thus, getting relevant collocations in the top of the list is
emphasized by evaluating the ROC curves and the AUC. With calculation of F-
measure (with § = 1), we obtain two extremely different curves (see figures 1(b)
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Table 8. AUC with several prunings

Pruning AUC Pruning AUC
1 0.4538 4 0.5012
2 0.5324 5 0.5432
3 0.5905 6 0.5447

and 1(d)). Thus, imbalances between positive and negative examples strongly
influence F-measure contrary to the ROC curves.

From one pruning to another, the rate of relevant and irrelevant collocations
can appear extremely different. It means that we are in presence of an imbalance
between the classes. For example, applying a pruning at six, 84% of collocations
are relevant against 56% whithout pruning (see table 4). The table 8 calculates
the various AUC by choosing various pruning rates. Then, in this case, using
ROC curves and AUC is particularly well adapted.

"1 positive and 99 negatives

"1 positive and 99 negatives.

rate of positives
F-measure

"50 positives and 50 negatives. 750 positives and 50 negatives ——

rate of positives
F-measure

0 02 04 06 0.8 1 10 20 30 40 50 60 70 80 % 100
rate of negatives % collocations extracted

()

Fig. 1. ROC Curve (a) and F-measure (b) with 1 positive example placed at the top
of the list and 99 negative examples placed at the end of the list. ROC Curve (c) and
F-measure (d) with 50 positive examples at the top of list and 50 negative examples
at the end of the list. For the calculation of the F-measure, 8 = 1.
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Pruning Relevance
Collocation 1 -
Collocation 2
Collocation 3
Collocation 4
Collocation 5

+

SaNNS

+

pruning AUC  ROC curve

3 0

Nl

Fig. 2. Example of several prunings

ROC curve (prﬁning at3) ——

Rate of True Positives

0 I I I
0 0.2 0.4 0.6 0.8 1

Rate of False Positives

Fig. 3. ROC curve with pruning at 3

Figure 2 shows example of AUC and ROC curve with several prunings. Table
8 shows that pruning is better adapted since AUC corresponds to a pruning
at three for Noun-Adjective collocations of the CV corpus. Figure 3 shows the
ROC curve related to a pruning at three. This objective criterion based on AUC
corresponds to the empirical choice of pruning at three applied in work of [12, 18].

6 Conclusion and Perspectives

The experimental study conducted in this paper enables the discussion of the
choice of the pruning rate for terminology extraction in view of ontology acquisi-
tion. Various criteria of evaluation exist such as precision, recall, and F-measure
which takes into account these two criteria. A defect of the F-measure is the
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choice not always obvious of a parameter best adapted to privilege precision or
recall in the calculation. Thus, in this paper, we propose to use ROC curves and
AUC to evaluate the choice of pruning. This criterion is not sensitive to imbal-
ance between the classes (such as classes of relevant and irrelevant collocations).

In a future work, we will improve quality of normalization and we will add new
CV to increase the number of collocations extracted. Our experiments on the
CV corpus show that a pruning at three seems well adapted. In our future work,
we propose to compare this result with the one for other specialized corpora. So,
we will carry out a complete expertise of collocations of other fields. This will
require non negligible expert work.
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Following a successful workshop held in Cyprus in 2005, this is the second in
a series of fact-oriented modeling workshops run in conjunction with the OTM
conferences. Fact-oriented modeling is a conceptual approach to modeling and
querying the information semantics of business domains in terms of the under-
lying facts of interest, where all facts and rules may be verbalized in language
that is readily understandable by non-technical users of those business domains.
Unlike entity-relationship (ER) modeling and UML class diagrams, fact-oriented
modeling treats all facts as relationships (unary, binary, ternary etc.). How facts
are grouped into structures (e.g., attribute-based entity types, classes, relation
schemes, XML schemas) is considered a lower-level implementation issue that is
irrelevant to the capturing essential business semantics. Avoiding attributes in
the base model enhances semantic stability and populatability, as well as facil-
itating natural verbalization. For information modeling, fact-oriented graphical
notations are typically far more expressive than those provided by other nota-
tions. Fact-oriented textual languages are based on formal subsets of native lan-
guages, so are easier to understand by business people than technical languages
like OCL. Fact-oriented modeling includes procedures for mapping to attribute-
based structures, so they may also be used to front-end other approaches.

Although less well known than ER and object-oriented approaches, fact-
oriented modeling has been used successfully in industry for over 30 years, and
is taught in universities around the world. The fact-oriented modeling approach
comprises a family of closely related nd links to other relevant sites, and may be
found at http://www.orm.net/.

This year we had 20 quality submissions from all over the globe. After an
extensive review process by a distinguished international Program Committee,
with each paper receiving three or more reviews, we accepted the 13 papers that
appear in these proceedings. Congratulations to the successful authors!

Apart from the contribution by paper authors, the quality of this workshop
depends in no small way on the generous contribution of time and effort by
the Program Committee. Their work is greatly appreciated. We also express
our sincere thanks to the OTM Organizing Committee, especially Pilar Herrero
(Universidad Politenica de Madrid), and Peter Dimopoulos (Royal Melbourne
Institute of Technology) for overseeing the workshop programs and the publica-
tion of the workshop proceedings.

Enjoy the workshop proceedings! We look forward to your continuing support
of ORM.

August 2006 Terry Halpin, Neumont University, USA
Robert Meersman, Vrije Universiteit Brussel, Belgium

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, p. 1117, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Abstract. Representing parthood relations in ORM has received lit-
tle attention, despite its added-value of the semantics at the conceptual
level. We introduce a high-level taxonomy of types of meronymic and
mereological relations, use it to construct a decision procedure to de-
termine which type of part-whole role is applicable, and incrementally
add mandatory and uniqueness constraints. This enables the conceptual
modeller to develop models that are closer to the real-world subject do-
main semantics, hence improve quality of the software.

1 Introduction

Of all roles one can model in ORM, it is obvious from the set-theoretic formal
semantics that subsumption is a first-class citizen as constructor, which is re-
flected in its graphical representation with a subsumption arrow instead of a
role-box. Giving such first-class citizen status to part-whole roles can be less
obvious. The partOf relation between object types in ORM has received lit-
tle attention, apart from Halpin’s assessment [9] [10]. He concludes that it is
doubtful if it adds any semantics at the conceptual level and that design con-
siderations can ‘sneak into’ conceptual modelling, because it is said to involve
modelling object life cycle semantics (propagating object creation & destruction
in the software). So, why bother? First, this conclusion was reached based on
the treatment of the aggregation relation in the UML specification v1.3, which
is known to be inadequate for representing the semantics of part-whole relations
(e.g. [7] [14]). Second, as will be come clear in this paper, part-whole roles do
enable a modeller to represent the semantics of the subject domain more pre-
cisely; hence one can create software that better meets the user’s requirements.
Third, in the past several years, research into bringing the part-whole relation
toward the application stage has gained momentum. The latter entails other ad-
vantages such as concept satisfiability checking [3] [5], inferring derived relations
and ensuring semantically correct transitivity of relations [4] [5] [20], and achieve
(semi-)automatic abstraction and expansion of large conceptual models [12].
We approach part-whole roles for ORM from the perspective of usability and
focus on the modeler and user. Many formal ontological aspects of the part-
whole role have been discussed (e.g. [1] [4] [6] [16] [17] [18] [19] [21] [22]) and
extensions to conceptual modelling languages have been suggested, like [2] [7] [14]
for UML. This this is summarised and improved in section 2. Unfortunately, none
of the extensions are implemented, as the wide range of modelling options tend

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1118-1127, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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to be off-putting. We propose stepwise ‘incremental modelling’ of part-whole
roles, which can be integrated with the customary approach in ORM modelling,
thereby structuring and easing the modelling of part-whole roles. This consists
of the use of a) a decision procedure to facilitate eliminating the wrong types
of part-whole and apply the right one, and b) additional question & answer
sessions for uniqueness and mandatory constraints. This is presented in section
3 and applied to an example ORM model in section 4. Last, we draw conclusions
and point to further research.

2 Parthood Relations and Aggregation

Mereology is the formal ontological investigation of the part-whole relation. It
has an overlap with meronymy — which concerns part-whole relations in linguis-
tics — but they are not the same, as there are meronymic relations that are not
partonomic (see below). Varzi [18] provides an overview of the more and less con-
strained versions of mereology from the viewpoint of philosophy, and Guizzardi
[7] provides a summary from the perspective of conceptual modelling. What
mereology lacks, however, is the engineering usefulness for conceptual modelling
by being at times more comprehensive (e.g. mereotopology) and limiting regard-
ing other aspects, such as ‘horizontal’ relations between the parts and the inverse
relation hasPart. First, we analyse the main aspects of part-whole relations and
propose a top-level taxonomy of relations, and subsequently discuss and com-
pare how its main characteristics have been translated to different conceptual
modelling languages.

2.1 Mereology and Meronymy

The most basic constraints on the parthood relation in mereology, called Ground
Mereology, are that a partial ordering is always reflexive (1), antisymmetric (2),
and transitive (3). All other versions [7] [18] share at least these constraints.
Taking partOf as primitive relation, i.e. it does not have a definition, then (1-3)
enables one to define proper part as (4), from which asymmetry, and irreflexivity
follows; thus, x is not part of itself, if x is part of y then y is not part of x, and
if x is part of y and y part of z then x is part of z.

Va(partOf(x,x)) (1)

Va((partOf(z,y) ApartOf(y,x)) — . =1y) (2)
Va,y, z((partO f(x,y) A partOf(y, 2)) — partOf(z, z)) (3)
proper PartOf(z,y) 2 (partOf(x,y) A ~(partOf(y,z)) (4)

Contrary to these straightforward axioms, the transitivity of the partO f relation
is regularly discussed and contested (e.g. [11] [16] [20]), including introducing
‘types’ of part-whole relations to ensure transitivity. On closer inspection, it
appears that in case of different types of part-whole relations, different types
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of universals are related, and, provided one makes the required distinctions,
transitivity still holds (see also [19]). For instance, it is common to relate a
process to its part-processes as involvedIn to distinguish it from the partO f
relation between endurants (object types). Each type of part-whole role then
has to be extended with constraints on the participating object types, like

Va, y(involvedIn(z,y) = proper PartO f(x,y) A Process(x) A Process(y)) (5)

Other variants include relating object types spatially through the part-whole re-
lation, denoted as containedIn [4], or locatedIn for relating spatial (geograph-
ical) objects. An important distinction exist between mereological partOf re-
lations and meronymic part-whole relations, where the latter is not necessarily
transitive. For instance, memberOf, also referred to as “member-bunch” [16],
is an intransitive meronymic part-whole relation, like players are members of
a rugby team, probably member of that team’s club, but as player certainly
not member of the rugby clubs federation. We illustrate (in-)transitivity of sev-
eral mereological and meronymic part-whole relations in the following examples,
where we have extended or modified the names of the relations in most examples
to indicate their ontological type.

* - Centimeter part of Decimeter
- Decimeter part of Meter
therefore Centimeter part of Meter
- Meter part of SI
but not Centimeter part of SI, because Meter is actually a member of the Systéme
International d’Units.
* - Vase constituted of Clay
- Clay has structural part GrainOfSand
but not Vase constituted of GrainOfSand
* - CellMembrane structural part of Cell
- Cell contained in Blood
but not CellMembrane structural part of Blood
- Lipid structural part of CellMembrane
therefore Lipid structural part of Cell
* - Politician member of PoliticalParty
- PoliticalParty located in Bolzano
therefore Politician located in Bolzano? But not Politician member of Bolzano
* - ReceptorBindingSite regional part of Receptor
- Receptor functional part of SecondMessengerSystem
therefore ReceptorBindingSite functional part of SecondMessengerSystem?

To disambiguate these differences and ensure transitivity, efforts have gone into
constructing a taxonomy of part-whole relations. The first proposal, motivated
by linguistic use of ‘part’, i.e. meronymy, was made by Winston, Chaffin and
Herrmann (WCH) [22] and several successive articles deal with analysing the
WCH taxonomy and modelling considerations (e.g. [1] [6] [7] [16]). For instance,
Gerstl and Pribbenow [6] prefer a “common-sense theory of part-whole relations”
instead, to allow for “different views on the entities”. They reduce the six types of
part-whole relations of WCH into three: component-complex, element-collection,
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and quantity-mass. Conversely, this has been extended and improved upon by
Guizzardi [7], who provides criteria for several types, although note that his
subCollectionO f is actually a set-subset relation and therefore not included in
the taxonomy in Fig.1. In concordance with foundational ontological notions [13],
we categorise element-collection as a type of membership, which is a meronymic
relation. In addition, quantity-mass has to do with object types generally denoted
with mass nouns that are not countable, such as water or wine, but one can count
portions of wine and slices of the pie; thus, a portion is of the same substance
(amount of matter) as the whole. Odell’s material-object “part-of” relation [16]
ontologically corresponds to constitution, where a vase is made of clay or a bike
constituted of steel (see also [13]). Taking into account the additional ontological
distinctions, we devised a taxonomy of — for conceptual data modelling relevant
— types of mereological partOf and meronymic relations, which is depicted in
Fig.1. This, however, does not yet deal with other facets of parthood relations,
such as existential and mandatory parts, the inverse relation hasPart, and if the
parts together are all parts that make up the whole. These facets are relevant
for conceptual data modelling and therefore addressed in §3 and 4.

Part-whole relation

Mereological part-of ~ Meronymic relation

I I I
T member-of  constituted-of  sub-quantity-of participates-in
s-part-of spatial-part-of involved-in

f-part-of contained-in  located-in

Fig. 1. Taxonomy of basic mereological and meronymic part-of relations. s-part-of =
structural part-of; f-part-of = functional part-of.

2.2 ER, UML, ORM, and DL

ER, ORM and Description Logics (DL) do not have special constructors in the
language to represent partOf, and few are in favour of giving it a first-class
citizen status in ER [17] and DL [1] [4]. This does not mean that one is better off
with UML. UML implements two modes of the partO f relation: composite and
shared aggregation [15]. Composite aggregation, denoted with a filled diamond
on the whole-side of the association (Fig.2-A), is defined as

a strong form of aggregation that requires a part instance be included
in at most one composite at a time. If a composite is deleted, all of its
parts are normally deleted with it. Note that a part can (where allowed)
be removed from a composite before the composite is deleted, and thus
not be deleted as part of the composite. Compositions define transitive
asymmetric relationships — their links form a directed, acyclic graph. [15]
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This ‘implementation behaviour’ of creation/destruction of parts implicitly states
that the parts are existentially dependent on the whole, and not that when a whole
is destroyed its parts can exist independently and become part of another whole.
Thus, UML’s implementation behaviour is an implicit ontological commitment at
the conceptual level. In addition, only binary associations can be aggregations [15],
which is peculiar from an ontological perspective, because it suggests that a whole
can be made up of one type of part only, except for extending the representation
with a {complete} in the OCL (e.g. [14]). This difference is not addressed in the
UML specification, i.e. it is a “semantic variation point” [15]. Likewise, shared ag-
gregation, denoted with an open diamond on the whole-side, has it that “precise
semantics ... varies by application area and modeler” [15], and presumably can be
used for any of the partOf types described in Fig.1 and by [11] [14] [16] [22] etc.
Unlike composite aggregation, shared aggregation has no constraint on multiplic-
ity with respect to the whole it is part of; thus, the part may be directly shared by
more than one whole at the same time. Overall, the ambiguous specification and
modelling freedom in UML does not enable making implicit semantics explicit in
the conceptual model, and rather fosters creation of unintended models.

Halpin’s mapping from UML aggregation to its ORM representation [9], on
the other hand, indirectly gives a formal semantics to UML’s aggregation, as,
unlike UML, ORM actually has a formal semantics. This mapping is depicted in
Fig.2. Using Halpin’s formalisation [8] and setting aside the difference between
membership and parthood, the Club-Team fact has its corresponding first order
logic representation as (6-9) and Team-Person as (10-11).

A. Aggregation in UML

Club |1 « | Team |, « | Person

e

B. Aggregation in ORM
+“—> <4+——>
) {row] 0 }-G)

Fig. 2. Graphical representation of “aggregation” in UML and ORM. (Source: [9])

Va,y, z((isIn(z,y) NisIn(x, z)) — y = 2) (6)
Va,y(isIn(z,y) — Team(xz) A Club(y)) (7)
Va(Team(x) — Jy(isIn(z,y))) (8)

Va1, xe(isIn(xy, xe) = has(xa, 1)) (9)
vV, y(isIn(z,y) — Person(x) A Team(y)) (10)
Va1, x2(isIn(z1, z2) = includes(za, 1)) (11)

The difference between ORM and UML intended semantics is that with com-
posite aggregation in UML, part x cannot exist without that whole y, but ORM
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semantics of the suggested mapping [10] says that ‘if there is a relation between
part x and whole y, then x must participate exactly once’. Put differently, x may
become part of some other whole 3’ after y ceases to exist, as long as there is
some whole of type Y it is part of, but not necessarily the same whole. Hence,
in contrast with UML, in ORM there is no strict existential dependency of the
part on the whole. Both more [2] [7] [14] and less [3] comprehensive formaliza-
tions and extensions for aggregation in UML have been given. For ORM, richer
representations of the semantics are possible already even without dressing up
the ORM diagram with icons and labels.

3 Options to Represent Part-Whole Relations in ORM

Advantages to include different parthood relations are automated model verifi-
cation, transitivity (derived relations), semi-automated abstraction operations,
enforcing good modelling practices, and it positions ORM further ahead of other
conceptual modelling languages. On the other hand, specifying everything into
the finest detail may be too restrictive, results in cluttered diagrams, is confus-
ing to model, and costs additional resources to include in ORM tools. That is,
if we include all basic options in the syntax, with the formalization, particular
graphical notation, and fixed-syntax sentences, there are at least 63 combina-
tions. Gradual integration of modelling parthood relations will yield better re-
sults at this stage. Therefore, we introduce guidelines in the form of a decision
procedure, and additional modelling questions to facilitate conceptual modelling
process. The major advantages of this approach are its flexibility for both cur-
rent use and future extensions, it reduces modelling mistakes, and with syntactic
and textual analysis, it is still usable for aforementioned reasoning tasks.

The first, and main, step is to decide which role to use. Fig.3 presents a
decision procedure, which first assesses — or rules out — all meronymic part-
whole relations (up to participatesIn) and subsequently goes through the var-
ious mereological parthood relations. Although the order of the decision steps
can be changed, ordering the two kinds in sequence serves conceptual clarity.
Maintaining mereology in the second part of the decision procedure permits non-
disruptive extensions to even finer-grained distinctions of parthood relations, if
deemed desirable. There are several possibilities to implement the procedure.
These options range from a ‘no tech’ cheat-sheet, ‘low tech’ drop-down box with
the 9 types, to software-support for a decision procedure that asks questions and
provides examples corresponding to each decision diamond.

The next step comprises ascertaining existential dependence, mandatoryness
and shareability. In addition to the questions that are automatically generated
in e.g. VisioModeler, we propose 5 additional questions specific for the parthood
roles, which also consider the inverse roles. Looking ahead to the example ORM
model in Fig.5, for the fact ShoulderHandle f-part of ConferenceBag / ConferenceBag has f-part
ShoulderHandle the default questions generated for selecting 0:1, O:n, 1, or 1:n are:
Each ConferenceBag has how many f-part ShoulderHandle?

How many instances of 'ShoulderHandle’ may be recorded for each instance of 'f-part of ConferenceBag’?
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Is X made of Y?
(like bike-steel,
vase-clay)

Is X a member of Y?
(like player-team

Does the part-of role
relate roles?

X part-of Y — X involved-in Y X part-of Y — X member-of Y

Qpart-of YoY constituted—ofD

s X a portion or subquantity of Y?
(like slice-pie, wine or
other mass noun

s X part-of an event Y?
(like bachelor-party,
enzyme-reaction

@art—of Y —>X sub-quantity-o@

Is X a spatial part of Y?
(like oasis-desert,

Qpart—of Y—>X participates-inD

Then
X part-of Y — X contained-in Y
(like a book in the bag)

Are X and Y geographical object types?
(as in place-area, like Massif
Central in France)

(X part-of Y — X located-in Y)
v

s X part of Y and X is also
functionally dependent on Y (or vv)?
like heart-body, handle-cup)

Then
X part-of Y — X s-part-of Y
(structural part-of, like shelf-cupboard)

X part-of Y — X f-part-of Y
(functional part-of)

Fig. 3. Decision diagram to ascertain the appropriate parthood relation

We reformulate and extend the questions for the part-whole roles to empha-
sise the properties strict existential dependence, mandatory participation, and
shareability. Generalizing for any case of partOf (A1-A3) and hasPart (B1,
B2), where the part is of type P and whole of type W, we have:

A1. Can a P exist without some W it is part of?

A2. Can a P exist without the same W it is part of?

A3. Can a P be part of only one whole? (if not, then P can be shared among wholes)

B1. Can a W (continue to) exist when it does not has part some P?

B2. Can a W (continue to) exist when it does not has part the same P?
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Fig.4 shows the resultant facts for each answered question; note the different
effects of the “some” and “same” in the questions and representation. In a real
model, P and w are replaced by their respective object types in the ORM model
and part of and has part are replaced by the corresponding type of part-whole roles.

< > NO
A3

YES
® ® ® ®
<+—P><+—> <+——>
® o ®

Fig. 4. Representations resulting from the answers to questions A1-B2, with one “yes”
result and four distinct representations for “no”

4 Disambiguation of Part-Whole Roles: An Example

We demonstrate the results of applying the decision tree and additional questions
with a sample ORM model. The top-half of Fig.5 has a model with underspecified
part-whole facts, whereas the bottom-half contains the disambiguated version
after going through the descision procedure for each role. For instance, Envelope is
not involved-in, not a member-of, does not constitute, is not a sub-quantity of,
does not participate-in, is not a geographical object, but instead is contained-in the
ConferenceBag. Now, with the clear semantics of the part-whole roles, transitivity
holds for the mereological relations: derived facts are automatically correct, like
RegistrationReceipt contained-in ConferenceBag. Also intransitivity is clear, like that of Linen
and ConferenceBag, because a conference bag is not wholly constituted of linen (the
model does not say what the Flap is made of ). The notion of completeness, i.e. that
all parts make up the whole, is implied thanks to the closed-world assumption.
For instance, ConferenceBag directly contains the ConfProceedings and Envelope only, and
does not contain, say, the Flap. The structural parts of the whole ConferenceBag are
Compartment and Flap. The composite has a functional part, has f-part of Shoulderhandle,
which is neither an essential nor a mandatory part of the whole, yet it does not
imply shareability either.

5 Conclusions and Further Research

We have introduced a taxonomy of types of meronymic and mereological rela-
tions, and used it to construct a decision procedure to determine which type of
parthood relation is applicable. Incrementally, mandatory and uniqueness con-
straints can be added, which enable the conceptual modeller to develop models
that are closer to the real-world semantics, hence improve quality of the software.
When used more widely, it will be useful to add extensions to the language, e.g.
as a separately loadable module in ORM tools for those analysts who need it,
analogous to the Description Logics approach with a family of more and less
expressive knowledge representation languages.
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RegistrationReceipt

WineTastingTicket

ConfProceedings
Compariment

WineSample

________________________________________________
<>
WineTastingTicket --

allows entry to
ConfProceedings
>
> participates in

has f-part | f-part of ShoulderHandle

Fig.5. Example ORM model with all part-of/has-part relations (top) and disam-
biguated mereological and meronymic parthood relations (bottom)

contains contained in
contained in

/contains

contains contained in

ConferenceBag

constitued of ‘ constitues ‘
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Abstract. We are concerned with a core aspect of the processes of ob-
taining conceptual models. We view such processes as information gath-
ering dialogues, in which strategies may be followed (possibly, imposed)
in order to achieve certain modelling goals. Many goals and strategies
for modelling can be distinguished, but the current discussion concerns
meta-model driven strategies, aiming to fulfil modelling goals or obliga-
tions that are the direct result of meta-model choices (i.e. the chosen
modelling language). We provide a rule-based conceptual framework for
capturing strategies for modelling, and give examples based on a sim-
plified version of the Object Role Modelling (ORM) meta-model. We
discuss strategy rules directly related to the meta-model, and additional
procedural rules. We indicate how the strategies may be used to dynam-
ically set a modelling agenda. Finally, we describe a generic conceptual
structure for a strategy catalog.

1 Introduction

This paper reports on an intermediary result in an ongoing effort to analyse
and eventually improve processes for conceptual modelling (domain modelling)
in information and knowledge system development. In [6], we have argued that
such modelling processes can be viewed as specialized information gathering
dialogues in which knowledge of a domain expert is gradually made explicit and
refined until the resulting representations conform to relevant aspects of the
domain expert’s conception and also to the demands on well-formedness posed
by the modelling language (usually a formal or semi-formal one).

As argued at length in [8], not much research has been conducted concerning
stages in, and aspects of, ways of working used in modelling efforts. The how
behind the activity of creating models is still mostly art rather than science.
A notable exception is work by Batra et al. for example [1, 3]. Though their
work includes rules very much like the ones presented in section 3 of this paper
(but for ER instead of ORM), they are not concerned with the rules as such,
but in applying them in a knowledge-based system for conceptual modelling
support. This is also a long-term goal for us, but we approach it from “within”
the modelling process, whereas Batra et al. seem to rather “work their way in

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1128-1137, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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from the outside”. Thus, there is a small overlap between their and our own
work, but there is also a difference in approach and focus.

There are various reasons for improving our understanding of the details of the
modelling process, and how to improve it. Some aspects of model quality (most in
particular, validation) can be better achieved through a good modelling process
rather than by just imposing requirements on the end product. Valid models
are only attainable by viewing a model in context, and therefore in relation
to the actors who have created and agreed with some model [7]. The process
of modelling thus is a crucial link between the end product and its context.
Another important reason for studying which course of action leads to good
models concerns human resources. Generally, few experts are available who are
capable of, or willing to, perform high-quality modelling. Anything that helps
guide modelling behavior and support the process would be helpful. Eventually,
we therefore hope to contribute to the creation of intelligent guiding systems that
aid, and where required control, the modelling process. First, however, detailed
study of (aspects of) the modelling process is required. One such aspect is dealt
with in this paper.

2 DModelling as a Structured Dialogue

As briefly stated in the introduction, we view modelling processes as dialogues:
the bringing forth of series of statements (including questions, propositions, etc.)
by the participants in a modelling activity, together making up the step-by-step
creation of a model (including rejection or revision of previous statements) [7, 4].
The main roles played by participants distinguished by us are:

Domain Expert (DE) — provides valid information about the domain mod-
elled, and is capable of deciding which aspects of the domain are relevant to
the model and which are not.

Model Builder (MB) - isresponsible for choosing the modelling meta-concepts
appropriate for the modelling task at hand; i.e. the concepts fit for correct
modelling conform the chosen modelling paradigm.

Modelling Mediator (MM) — helps the DE to phrase and interpret state-
ments concerning the domain that can be understood or are produced by
the MB. The MM also helps to translate questions the MB might have for
the DE, and vice-versa.

Let us consider in some detail six classes of modelling goals we have distinguished
so far for modelling processes:

Over-all goals — The most general goals, the central ones of which are the
completeness, and consistentness goals. Though there surely exist strategies
that help achieve these goals, they are relatively straightforward.

Validation goals — These goals concern the level of knowledge sharing involved
in the information exchange underlying a modelling effort [6].
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Argumentation goals — Such goals make for the description of (some aspect
of) the argumentation behind a particular modelling choice; in an increasing
number of model types, such argumentation is included.

Meta-model oriented goals — Goals imposed by the modelling language, and
the correctness of the statements made in it. If a modelling language is
strictly defined (syntactically, semantically, or both), these goals are at the
core of the strategies that lead to well-formed models in that language.

Abstraction goals — These goals are set in order to assure optimal choices in
the level of abstraction applied in modelling. Though such choices may be
partly engrained in the meta-model, choosing a good level of abstraction is
crucial for good modelling.

Interpretation goals — Goals raising the question whether the meaning of con-
cepts or statements used in the model but not further defined or formalized
are sufficiently clear for all participants.

Currently we focus on the fourth type: meta-model oriented modelling goals.

Modelling languages (especially formal ones) impose requirements not only on
model structure but as a consequence also on modelling processes. Typically, if a
concept is introduced into the model, often some clearly defined co-concepts are
also required, as well as particular relations between the concepts involved. For
example, in the ORM modelling paradigm the central modelling concepts are
Objects (Game,Student) and Roles (plays), that together constitute Fact Types
(Students play Games). Thus, Objects and Roles are typical co-concepts.

Since we regard modelling as a process there is also a temporal aspect in-
volved: certain concepts (of some type), or combinations thereof, are required or
allowed to be added to the model in view of previously introduced concepts. The
metaphor we suggest is that of slot filling. Each meta-concept has its place in the
general slot structure for a (part of) the model under construction. The meta-
concepts provide pull for information about the model conform the meta-model.
In a way, they represent potential, abstract questions asked by the MB to the
DE (possibly with the MM as intermediary) in order to achieve the meta-model
oriented goals. Addition of a new concept may thus trigger a sequence of con-
secutive modelling actions. In this way, the meta-model (or modelling language)
for a considerable part drives the information gathering and creation process, by
setting detailed goals for the model’s syntax and structure. By imposing con-
straints on the meta-structure (let us call them meta-constraints) it is possible
to structure the questions generated by the meta-model over time. The meta-
model, combined with the (meta-)constraints, constitutes a rule system that
dynamically restricts the modelling possibilities as modelling progresses.

For example, fact types in ORM are usually complemented by constraints
that are imposed on the population of these fact types. A number of different
constraint types can be used, but the main ones are similar to existential and
universal quantifiers in predicate logic. Thus, the constraints restrict allowed
populations for the predicates. Concretely, if a fact type (Students play Games)
has been added to the model, the question is raised what constraints hold for
that fact type; a request along such lines is added to a modelling agenda. 1t is
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our purpose to make explicit such a modelling agenda and the rules that generate
it. With respect to our constraints example, there are some choices to be made
with respect to the precise meta-constraints on constraints:

— Are constraints (possibly of a specific sub-type) obligatory or not?

— Do certain constraints need to be added to a predicate directly after it is introduced, or can
this be postponed?

— Do certain constraints have to be verifiably derived from a known (i.e. modelled) population,
or not?

3 Strategies for Modelling

As discussed, a meta-model Way of Modelling has an immediate influence on
the way of working used (or to be used) by some participant(s) in a modelling
process. In addition, variations in meta-constraints can be used to compose pro-
cedural rules for different modelling strategies. In ORM practice, for example,
the following main over-all strategies have been observed to co-exist (in part
some styles are reflected in ORM-related textbooks, e.g. [9, 2, 5, not intended
to be a comprehensive overview|:

"ObjectType Driven" Strategy

a. Provide ObjectTypes

b. Provide complete FactTypes (adding Roles to the ObjectTypes)

c. Possibly, provide Facts (including Objects) illustrating the FactTypes
d. Provide Constraints (possibly based on the collection of Facts)

"Fact Driven" Strategy
a. Provide Facts
b. Create FactTypes
(c. Provide ObjectTypes)
(d. Provide Roles)
e. Provide constraints (strictly based on the collection of facts)

Trivial though the differences between these over-all strategies may seem to the
casual observer, they have given rise to considerable debate among experienced
modelers. In addition, novice ORM modelers often feel uncertain about ways to
proceed in modelling: where to start? Where to go from there? What to aim for?
Below, we will provide a more detailed analysis of over-all modelling strategies
and rephrase them as meta-model based modelling (sub)strategies. Though all
examples are ORM related, we indeed believe our approach to be useful for
many other modelling languages, both formal and semi-formal. We intend to
explore strategies for various modelling languages (and parallels and differences
between them) before long.

So far, we have discussed procedural choices and steps in modelling under the
assumption that the meta-model involved is stable. However, it is not unthink-
able that meta-concepts in a modelling language are progressively switched on,
for example in case a static model is created first, after which temporal concepts
are added [10]. This would result in a modelling procedure that spans several
types of model, and allows for evolution of one model type to another. We have
already worked out conceptual details of such an approach. We refrain from
elaborate discussion of this direction in this paper.
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Meta-model choices that have been set as part of the ORM paradigm can
themselves be represented as a conceptual schema. In this paper, for illustration
purposes only, we use a simplified version of the ORM meta-model, presented
below in verbalized ORM form (as opposed to an ORM schema). For the addi-
tional procedural rules, we added some straightforward but admittedly ad hoc
temporal terminology. Please note that this ORM meta-model is used for illus-
tration purposes only, and in no way is intended to reflect the “ultimate ORM
meta-model”.

Tightening our definitions, meta-model related modelling strategies are linked
to three sets of modelling choices to be made:

Meta-model choices: The entire set of potential ”concept slots” that are to
be filled; the “maximum meta-model”.

Modeling procedure choices: The meta-model parameters (see above) can
be set and reset both before and during the modelling process. Keeping to
the slot filling metaphor, the parameters result in decisions whether or not
particular slots related to the maximum meta-model actually need to be
filled. In addition, rules are added that render an order in which slots are to
be filled.

Rationale choices: In some cases, items in the model can be introduced for
various different reasons, and based on various different sources.

For example (based on ORM):

facts obligatory / facts optional [meta-model choice]

constraints optional / constraints obligatory [meta-model choice]

objects first / fact types first / roles first [procedure choice]

constraints immediately after fact types

facts first (driving elicitation) / facts later (completing elicitation) [procedure choice combined
with rationale choice]

— facts for concept validation / facts for constraint derivation and validation [rationale choice)
— facts as example (made up) / facts as concrete link with domain [rationale choice]

Such choices once made, can be crystallized into rules for modelling.

Below we specify two related sets of rules that together provide a reasonably
complete basis for meta-model based modelling goals and strategies, for the
Strict Fact-based approach to ORM modelling. A generic advantage of declara-
tive rules is that they can restrict the course of a modelling process as much as is
needed, without the obligation to comprehensively specify all possible modelling
sequences. Admittedly, the distinction between goals and strategies is somewhat
blurred here. We choose fact-based approach to ORM because it is a relatively re-
strictive flavour of modelling which allows us to nicely demonstrate the operation
of our restrictive rules. In the example, the first set of rules (“M-rules”) simply
reflect the ORM meta model. The rules are expressed here in a semi-natural,
controlled language that is standard for ORM verbalizations and that can easily
be formalized. The second set of rules also includes some terms for expressing
procedural aspects; this is not standard ORM, but any sort of straightforward
temporal modelling should be able to deal with them. In addition, we use the
term “Action”, meaning the objectified combination of a meta-model item (e.g.
FactType, Object) and a mutation of the model (e.g. add, modify).
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META-MODEL FOR STRICT FACT-BASED MODELLING

M1 Each ObjectType is populated by one or more Objects
M2 Each Object populates exactly one ObjectTypes

M3 Each ObjectType has exactly one Type

M4 Each Type is of one or more ObjectTypes

M5 Each ObjectType plays one or more Roles

M6 Each Role is played by exactly one ObjectType

M7 Each Object is of one or more Facts

M8 Each Fact has one or more Objects

M9 Each Fact has one or more Roles

M10 Each Role is of one or more Facts

M11 Each Role is of exactly one FactType

M12 Each FactType has one or more Roles

M13 Each Role has one or more constraints

M14 Each Constraint applies one or more Roles

M15 Each Constraint has exactly one ConstraintType

M16 Each ConstraintType is of zero or more Constraints

TEMPORAL CONSTRAINTS FOR STRICT FACT-BASED MODELLING

P1 an Action that involves Addition of an Object is immediately followed by an Action that
involves Addition of an ObjectType that is populated by that Object

P2 an Action that involves Addition of an Object Type takes place later than an Action that
involves Addition of a Fact that has a Role that is played by that same ObjectType

P3 an Action that involves Addition of a Role is immediately followed by an Action that
involves Addition of an ObjectType that plays that Role

P4 no Action that involves Addition of an Object takes place before an Action that involves
Addition of a Fact that has that same Object

P5 no Action that involves Addition of an ObjectType takes place before an Action that
involves Addition of an Object that populates that same ObjectType

P6 no Action that involves Addition of a Role takes place before an Action that involves
Addition of a Fact that has that same Role

P7 an action that involves Addition of a Constraint coincides with the Addition of a
ConstraintType that is of that Constraint

Not all these rules are to be enforced absolutely and immediately. Some only set
an agenda, while others allow for only one possible next step in the modelling
process.

The initial agenda sets a first move. As can be derived from the rules (most
prominently, P2,P4,P6), the only way to start modelling in Strict fact-Based
Modelling is to introduce a Fact. Thus, in such a situation there is only one
modelling action on the agenda: “add Fact”. Note that the meta-model as such
does not prevent the model from being empty. The rules merely determine that
if an initial step is taken (starting either from an empty model or from another
stable model), this has to be the addition of a Fact.

We assume for now that the agenda is merely set on the basis of slots that are
actually filled in (i.e a concrete intermediate model version). In other words: no
agenda points are inferred merely one the basis of existing agenda points. Once
an initial action is performed (for example, the fact “John plays tennis” has been
added), then various M-rules dictate the setting of the following agenda points:

M8: add one or more Objects that are of the Fact ¢‘John Plays tennis’’
M9: add one or more Roles that are of the Fact ¢‘John Plays tennis’’.

At this point, no P-rules enforce an order. Hence, either one or more Roles or one
or more Objects may be added. Suppose an Object is added: “John”. In relation
to the meta-model, this implies that ‘The Object “John” is of Fact “John Plays
Tennis” ’. This action de-activates rule M8 (the minimum of one object per fact
has been reached); however, note that it is still allowed to add Objects to the
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Fact. The addition of “John” also activates another rule. This results in the
following new agenda points:

M2: add one ObjectType that is populated by Object ¢‘John’’.

In addition, a P-rule now becomes active:

P1: immediately add one ObjectType that is populated by Object ‘John’’.

There is another P-rule that is activated: P2. This rule requires that “an ac-
tion that involves addition of an ObjectType takes place later than an action
that involves addition of a Fact that has a Role that is played by that same
ObjectType”. In other words, we need the Fact’s Role even before we get to the
ObjectType. So:

P2: immediately add one or more Roles that are of the Fact ¢‘John Plays tennis’’
P1: immediately add one ObjectType that is populated by Object ‘John’’.

In response, first a Role is added to the fact “John plays Tennis”; this is “plays”.
Thus, ‘The Role “plays” is of Fact “John plays tennis” ’. This action activates
rule M6; this results in a combination between P1 and M6 that adds a request
for addition of a particular ObjectType. Also, another M-rule is activated: M13.
So now we have the following agenda:

P1: immediately add one ObjectType that is populated by Object ‘John’’.
M6: add one ObjectType that plays Role ‘‘plays’’.
M13: add one Constraint that applies to Role ‘‘plays’’.

In response, ObjectType “Person” is added: ‘The ObjectType “Person” is pop-
ulated by Object “John” ’. Also added: ‘The ObjectType “Person” plays Role
“plays”. Two words from the Fact have now been qualified. Only the word “ten-
nis” is yet unqualified. Indeed, in the current setup it is not obligatory to qualify
all words in a Fact, yet a rule to this effect could well be added. Let us assume
that the modeler, by her own initiative, first adds “tennis” as an Object (i.e.
before the required constraint is tackled). Thus we get ‘The Object “Tennis” is
of Fact “John Plays Tennis” ’. This triggers a few new agenda point, repeating
a pattern already shown:

P2: immediately add one or more Roles that are of the Fact ‘‘John Plays tennis’’
P1: immediately add one ObjectType that is populated by Object °‘Tennis’’.

In response, we get ‘The Role “is played by” is of Fact “John plays tennis’. This
again triggers M6 and M13, so we now have:

P1: immediately add one ObjectType that is populated by Object °‘Tennis’’.
M6: add one ObjectType that plays Role ‘is played by’’.
M14: add one Constraint that applies to Role ‘‘is played by’’.

)

The response is ‘The ObjectType “Sport” is populated by Object “Tennis”
Now two agenda points are left:

X3

M14: add one Constraint that applies to Role
M14: add one Constraint that applies to Role

plays’’.
ces

is played by’’.
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As mentioned, in this paper we only provide an example, without claiming to
present some definite meta-model or set of rules. So, to wrap things up: Re-
sponse: ‘Constraint with ConstraintType “SharedUniqueness” is placed on Role
“plays” ’; ‘Constraint with ConstraintType “SharedUniqueness” is placed on
Role “is played by” ’. This results in a Uniqueness Constraint being placed on
the combined Roles “plays” and “is played by”. No agenda points are left; a
“stable model” has been reached. All meta-model oriented rules are satisfied
until a further addition is made. We may or may not return to the “add Fact”
agenda, depending on the Over All goals (see section 2), which are not discussed

in detail here. This concludes our example.

4 Strategy Catalog

Our framework emphasizes meta-model driven modelling strategies. In order to
facilitate the construction of these modelling strategies and the reasoning about
strategies, we propose an underlying structure of strategies called a strategy
catalog. The different parts of a strategy catalog are used to capture components
of modelling agendas and modelling dialogues. These components, such as model
mutations and phasing of modelling actions are considered basic building blocks
for modelling strategies.

In a strategy catalog we will find items which are of a a particular item kind.
Examples of items are: John, person, John works for the personnel department,
and persons work for departments. The corresponding item kinds are: entity,
entity type, fact, and fact type, respectively. Items are inherited from the appli-
cation domain, whereas item kinds come from the meta-model of the technique
used for modelling that domain.

The basic building blocks for modelling strategies are mutations and actions.
As an example, consider mutations such as addition, modification, and deletion.
A modelling action then is characterized as a mutation applied to an item kind.
For example: addition of an entity type, addition of an entity, addition of a fact
type, modification of an entity type, and the addition of a constraint. Clearly
these modelling actions deal with item kinds rather than items. However, the
execution of actions does indeed affect the items, for example by the addition of
entity type person, and the addition of entity John.

At this stage, the modelling actions discussed above, are randomly ordered.
In some situations this will be fine, but for most more restrictive modelling
procedures we require a specific order. Modelling actions may be related to each
other via ordering and succession. The first is used to express that a certain
action should be performed after another action, whereas the second is used to
require that an action is the immediate successor of another action. This allows
for sequential as well as parallel actions. To capture more of the properties of
modelling actions, our catalog records further properties such as urgency and
phasing:

Urgency. Examples are: forbidden, required, optional, allowed.
Phasing. Examples are: first, last, middle.
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Urgencies are used as a refinement of must and can, while the phasing of mod-
elling actions is used as a shorthand for certain orderings. The intention of mod-
elling actions and their properties is that modelling strategies can be defined in
a flexible manner. Strategies may then be varying from a very strict application
where modelling is a predefined path, to more liberal applications where mod-
elling is more like a pathless land. Exact concepts for procedural rules will vary;
we make no decision here, we just provide examples.

The execution of modelling actions yields specific items occurring in the ap-
plication domain. These items may have certain properties related to the appli-
cation environment. For example, we have a purpose and reality value as follows:

Purpose. Examples are: validation, constraint derivation, type introduction.
Reality value. Examples are: real, fictive, expected.

These aspects deal with rationale choices discussed in section 3. Summarizing,
the purpose and reality value of items may be used in different ways, for example:

— Certain entities are real and are used for type introduction.
— Certain facts are real and are used for constraint derivation.
— Certain facts are fictive and are used for validation.

5 Next-Generation Studies of Modelling Strategies

In this paper we have presented a concise overview of our work in the area
of meta-model related modelling strategies. Using modelling agendas with an
underlying strategy catalog, we arrive at the situation where reasoning about
(a) the construction of modelling strategies, and (b) the behaviour of modellers
during strategy execution, becomes possible. For example, if the input of the
modelling process is seen as some kind of informal specification coming from a
domain I, and the output is a model expressed in a more formal language L, a
strategy S has the following signature: S : I — 2F

So for some input i € I a strategy S yields the models S(i) C L. Of course if
the result of the modelling process is required to have certain predefined charac-
teristics, a strategy should support this. A typical example is the production of
models in a particular normal form. In order to deal with such postconditions,
suppose P is a property of models, which can be defined as a predicate over L.
A strategy supports this property if the property holds for all possible output
models: viej)mes(i) [P(.I‘)]

If the strategy does not fully support the postcondition, it often can be guar-
anteed by an additional requirement ) on the informal specification, expressing
the appropriate precondition: Yier [Q(i) = Vaesq) [P(2)]]

In order to compare two strategies S; and Sy, we suppose i € [ is a given
informal specification. On the one hand, the strategies are orthogonal for speci-
fication ¢ if they can not result in the same model: S1(:) N Sa(i) = 0

On the other hand, the different strategies S; and Ss are equivalent if they
result in exactly the same models. We then have S; (i) = S2(¢). In most cases we
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will be somewhere between these extremes, having overlap in S(i) and Sz (7).
Note that this also allows us to study the effect of changing a given strat-
egy. We then want to compare the strategies S; and Sy = 7(S1) where 7 is
a reorganization operator.

The above sketch of the reasoning framework leaves open many parameters.
Reasoning may have other purposes as well, for example a dual approach where
two different input specifications are compared for the same strategy. Clearly
much work is still to be done. The formalization of rationale choices in strategy
rules need further attention. Deterministic strategies with |S(7)] = 1 may be
studied. Moreover, automated simulation of non-deterministic modelling pro-
cesses with |S(7)] > 1 allows for the characterization of different cognitive
identities of system analysts.
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Giving Meaning to Enterprise Architectures:
Architecture Principles with ORM and ORC
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Abstract. Formalization of architecture principles by means of ORM
and Object Role Calculus (ORC) is explored. After a discussion on rea-
sons for formalizing such principles, and of the perceived relationship
between principles and (business) rules, two exploratory example formal-
izations are presented and discussed. They concern architecture princi-
ples taken from The Open Group’s Architecture Framework (TOGAF).
It is argued that when using ORM and ORC for formal modelling of ar-
chitecture principles, the underlying logical principles of the techniques
may lead to better insight into the rational structure of the principles.
Thus, apart from achieving formalization, the quality of the principles
as such can be improved.

1 Introduction

Model-driven system development is a major direction in information systems
development today. Roughly speaking, it advocates the modelling of various as-
pects of enterprises as a basis for the design of both the detailed, operational
organization of the enterprise (mostly process engineering) and the IT to support
it. Model-driven IT development can be traditional (engaging human develop-
ers), but in an increasing number of cases fully automated creation (generation)
of software from models is strived for [2].

Increasingly, organizations make use of enterprise architectures to direct the
development of the enterprise as a whole and IT development in particular [8].
These developments are fuelled by requirements such as the Clinger-Cohan Act
in the USA!, which force government bodies to provide an IT architecture based
on a set of architecture principles.

One of the key roles of enterprise architecture is to steer the over-all en-
terprise/system development within a large organization (enterprise). A more
specific way of expressing this is to state that “Architecture serves the purpose
of constraining design space”?. In most (enterprise) architecture approaches, this

! http://www.cio.gov/Documents/it management reform act Feb 1996.html
2 See: http://www.xaf .nl

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1138-1147, 2006.
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constraining is done by means of so-called architecture principles [7, 10]. These
principles usually take the form of informal statements such as (taken from [10]):

Users have access to the data necessary to perform their duties; therefore,
data is shared across enterprise functions and organizations.

According to the TOGAF architecture framework [10], “Principles are general
rules and guidelines, intended to be enduring and seldom amended, that in-
form and support the way in which an organization sets about fulfilling its mis-
sion.” Such principles typically address concerns of the key stakeholders within
an organization. In this case, a stakeholder may be highly concerned about
the organization’s ability to flexibly deploy their workforce over different work
locations.

When using architecture principles as the core element in enterprise architec-
ture, informal statements as exemplified above arguably do not provide enough
precision to concretely limit design space. Therefore, they have limited power as
a steering instrument. The call can already be heard for SMART? treatment of
architecture principles. Both in view of their formulation and their enforcement,
formalizing principles in a rule-like fashion can be expected to bring the SMART
objectives closer. What is more, if architecture and development are complex,
and demands on quality, performance, and agility are high, formalization of such
rules will enable their embedding in a fully rule-based modelling setup. This may
include capabilities for simulation of alternative architectures and their impact,
quantitative analysis, and formal verification of and reasoning about and with
rules (for example, weeding out contradictions and inconsistencies, or deriving
new facts). These and other advantages claimed by rule-based approaches (most
prominently, the Business Rules Approach or BRA [12]) may thus also become
available to system development under architecture.

It has been argued by some architects that architecture principles should never
be formalized, since this would lead to them being too restrictive. They should
“leave room for interpretation”. We would argue, however, that sharp definition
and careful, rational composition of rules should not be mistaken for overly
detailed regulation. Even the sharpest formalization of a high-level principle
merely sets constraints; if the principle is general enough, ample room is left for
more details, at lower levels of design, within those constraints.

In this paper we do not discuss any further the question whether formaliza-
tion of architecture principles in a rule-driven development setup is a good idea
or not. Instead, we assume that it is at the least an idea worthwhile exploring.
What we focus on is the idea that formalization, when properly and systemati-
cally performed, may also lead to better analysis of certain patterns of meaning
underlying the principles, and thereby to improvement of the (formulation of)
the principles as such —even of their informal formulations.

We base our account on the ORM and ORC (Object Role Calculus) approach
because of its formal foundations, its close relation to the BRA, and its long

3 Specific, Measurable, Achievable, Relevant, Time-bound; a common mnemonic used
in project management.
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running affiliation with cooperative domain modelling involving varied, often
non-technical domain experts. The Object-Role Calculus [6] (ORC) is an evolved
variant of RIDL [9]. Two earlier variants where Lisa-D [5], which provided a
multi-sets based formalization of RIDL, and ConQuer [11, 1], which provides a
more practical approach (that is, from an implementation point of view). The
ORC aims to re-integrate the Lisa-D and ConQuer branches of RIDL.

2 Architecture Principles, Rules, and Formalization

In their Architecture Framework (TOGAF), the Open Group [10] lists five cri-

teria that distinguish a good set of principles:

1. Understandable: The underlying tenets can be quickly grasped and un-
derstood by individuals throughout the organization. The intention of the
principle is clear and unambiguous, so that violations, whether intentional
or not, are minimized.

2. Robust: Enable good quality decisions about architectures and plans to be
made, and enforceable policies and standards to be created. Each principle
should be sufficiently definitive and precise to support consistent decision
making in complex, potentially controversial, situations.

3. Complete: Every potentially important principle governing the manage-
ment of information and technology for the organization is defined. The
principles cover every situation perceived.

4. Consistent: Strict adherence to one principle may require a loose interpre-
tation of another principle. The set of principles must be expressed in a way
that allows a balance of interpretations. Principles should not be contradic-
tory to the point where adhering to one principle would violate the spirit of
another. Every word in a principle statement should be carefully chosen to
allow consistent yet flexible interpretation.

5. Stable: Principles should be enduring, yet able to accommodate changes. An
amendment process should be established for adding, removing, or altering
principles after they are ratified initially.

We will use the following two example principles, also taken (rather arbitrarily)

from TOGAF, throughout the remainder of this paper:

Data is Shared (TOGAF1): “Users have access to the data necessary to per-
form their duties; therefore, data is shared across enterprise functions and or-
ganizations.”

Common Use Applications (TOGAF2): “Development of applications used
across the enterprise is preferred over the development of duplicate applica-
tions which are only provided to a particular organization.”

Now we suggest the reader briefly compare the criteria for good architecture
principles with the following articlesselected from the Business Rules Manifesto[12],
describing the nature of business rules:

3.2 Terms express business concepts; facts make assertions about these con-
cepts; rules constrain and support these facts.
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3.3 Rules must be explicit. No rule is ever assumed about any concept or fact.

4.1 Rules should be expressed declaratively in natural-language sentences for
the business audience.

5.1 Business rules should be expressed in such a way that they can be validated
for correctness by business people.

5.2 Business rules should be expressed in such a way that they can be verified
against each other for consistency.

5.3 Formal logics, such as predicate logic, are fundamental to well-formed ex-
pression of rules in business terms, as well as to the technologies that imple-
ment business rules.

7.1 Rules define the boundary between acceptable and unacceptable business
activity.

8.4 More rules is not better. Usually fewer good rules is better.

8.5 An effective system can be based on a small number of rules. Additional,
more discriminating rules can be subsequently added, so that over time the
system becomes smarter.

We have no space here to discuss in detail the apparent match of the TOGAF

“good principles” characterizations and the BRA in view of our exploration of

the formalization of architecture principles, but trust the reader can observe for

herself at least a clear similarity of the rationales behind principles and rules.

There is one striking difference between TOGAF principles and BRA rules.
The Business Rule Approach aims to help create agile information systems.
Rules should be easily changeable, and preferably automatically lead to sys-
tem adaptations; this should greatly improve agility in business-IT alignment.
This sharply contrasts the explicitly phrased Stability characteristic of Princi-
ples. However, obviously the possible agility that results of the BRA does not
imply that rules have to change often; in fact, many business rules are extremely
static.

Note that modality of rules plays an important part in dealing with rule for-
malization [4]. This is expected to hold also for architecture principles. However,
we do not go into modality issues here.

There is one article in the Business Rule Manifesto that deserves some further
discussion in view of our formalization goal:

3.1 Rules build on facts, and facts build on concepts as expressed by terms.

This statement, sometimes referred to as the “Business Rule Analysis Mantra”,

explicitly points towards the approach to formalization shown in the remainder

of the paper. ORM is particularly well suited to deal with the formalization of
facts (or rather, fact types; “level two”) and constraints (i.e. rules: “level one”).

It is no coincidence that in the BR Manifesto, facts are mentioned so explicitly:

ORM is an important means of analysis and representation used in the business

rules community [3]. The third level of analysis, term level, is the “ontological”

level at which intensional and mostly lexical meaning is added to the predicate
structures represented in ORM. A typical language/framework that includes
means for modelling at this level in the BR community is “Semantic of Busines

Vocabulary and Rules” or SBVR [13]. Unfortunately, mostly for reasons of space
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we could not include a full three-level analysis. Instead we use ORC and ORM
to analyze levels one and two.

Level one analysis boils down to adding constraints to the basic ORM role/
predicate structures. If constraints are not too complex, they can be expressed
either as ORM graphical constraints (internal or external), or verbally by us-
ing Object Role Calculus or (ORM/ORC; see next section). More complex
constraints typically are beyond graphical ORM and require verbal represen-
tation (ORM/ORC).

3 Stating Principles: ORM and ORC

In this section we scrutinize two sample architecture principles taken from [10].
Each time, the goal is to interpret the sample architecture principle as an
ORM/ORC expression. Note that we set out to explore an approach, not to
provide definitive formalizations of TOGAF principles.

The Object-Role Calculus (ORC) aims to re-integrate the Lisa-D and Con-
Quer branches of RIDL. It therefore also has a configurable definition of its
semantics in the sense that a distinction is made between four abstraction lay-
ers, and that at each layer specific choices can be made with regards to the se-
mantic/syntactic richness of the language. The bottom level is a counting layer
concerned with an algebra defining how the the occurrence frequency of results
of ORC expressions should be combined. The next layer up, the calculus layer,
defines logical predicates, connectives and an associated inference mechanism.
The next layer, the paths layer, deals with paths through an ORM schema in-
cluding connectives enabling the construction of non-linear paths. Finally, the
fourth layer is the presentation layer. At this level, the path expressions from
the paths layer are presented either graphically, or verbalized using a textual
language. In this section we only show expressions at the presentation level.
We will do this either graphically (corresponding to the traditional graphical
constraints), or textually in a naturalized but fully formalized format that is a
slightly enriched version of traditional Lisa-D. For details on layers 1-3 see [5, 6].

We will now stroll through the examples and provide some comments on issues
raised during analysis of the principles. We provide an interpretation based on
our own knowledge of architecture issues and, admittedly, on guesses. In a real
modelling context, such guesses would of course have to be systematically vali-
dated by the relevant stakeholders. All graphical (ORM) information we provide
is concentrated in Figure 1. Please note that none of the internal uniqueness and
total role constraints in the diagram could be directly derived from the prin-
ciples; they too are interpretations and therefore educated guesses that would
have to be validated. The only constraints in the diagram that were more di-
rectly derived from the analysis of the principles are the external constraints in
the ‘TOGAF Principle 17 ORM model (the upper half of Figure 1).

We do not mean to suggest that our representations, either verbal or graphical,
are fit to completely replace the original natural language phrasings of the prin-
ciples. They are chiefly analytical devices still. However, those people phrasing
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the principles should at least agree that the ORM/OCR rephrasings acceptably
reflect the intended meaning.

Data is Shared (TOGAF1): “Users have access to the data necessary to per-
form their duties; therefore, data is shared across enterprise functions and
organizations.”

Concerning TOGAF1: what is an enterprise function? TOGAF does not pro-
vide a definition. According to a (presumably related) ArchiMate [8] definition,
a business-function “offers functionality that may be useful for one or more
business processes”. We presume that in the same vein, enterprise functions are
production activities that are part of one or more of the enterprise’s operations.

Another issue concerns the meaning of “therefore”. It does not seem to be
equivalent to a regular logical imply, but rather something like “p is enabled by
q”. We assume that because users need to perform their duties they have access
to data, and that users are both part of organizations and support enterprise
functions (see Figure 1; the paths in the diagram can be best traced by focusing
on the capitalized words in the formulations below; these words correspond to
object types in the diagram). We thus have two related rules, both implied by
TOGAF1:

1.a Each Enterprise-function has access to Data which some User [ that supports that Enterprise-function ]

needs for some Duties

1.b Each Organization has access to Data which some User [ that belongs to that Organization ]

needs for some Duties

In this interpretation, we assume that in the TOGAF point of view, there are
two ways to decompose an enterprise: into functions and into organizations.
Either decomposition type now requires its own data access rules. Obviously,
this apparent redundancy in the model could be avoided by making explicit
that both organizations and enterprise functions are “enterprise parts” and then
make one rule for enterprises parts. However, this might mean a considerable in-
fringement of the domain model/language for sake of elegant modelling. The two
issues may represent two related but separate concerns that require explicitly
separate formulation in the eye of the stakeholders. Therefore, the newly sug-
gested component-rules would have to be validated. For now, we would suggest
to maintain the rule as a conjunction of 1.a and 1.b:

l.c Each ( Enterprise-function and Organization ) has access to Data needed by some User

[ that ( supports or belongs to ) that ( Enterprise-function or Organization ) | for some Duty

The TOGAF1 example has allowed us to show how a moderately complex ar-
chitecture principle can be analyzed using ORM/ORC, through a reasonably
straightforward interplay between analysis, questions, and propositions. TO-
GAF2 will show that more complex situations may occur, in which the ability
to perform basic formal reasoning can be helpful (we will return to this briefly
at the end of this section).
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Common Use Applications (TOGAF2): “Development of applications
used across the enterprise is preferred over the development of duplicate
applications which are only provided to a particular organization.”

The TOGAF2 conceptual analysis is related to that of TOGAF1. We again as-
sume that organizations are part of enterprises. We interpret “applications being
used across the enterprise” as applications being used in two or more organiza-
tions. In addition, we model the notion of “duplication” as a distinct predicate.
Lexically, it corresponds to some measure or judgement concerning great sim-
ilarity in functionality of two applications. Another issue is the interpretation
of the term “preferred”. For simplicitie’s sake we assume here, maybe naively,
that a development is either preferred or not. However, in practice it seems more
realistic to provide a rated interpretation, for example by counting the number
of duplicates occurring (decreasing preference), or the number of times a sin-
gle application is used in different organizations being 1 or larger (increasing
preference as the count goes up). This would more actively encourage actual
development of applications that are used in more than one organization.
In correspondence with Figure 1, we now have:

2. Ifan Application A [ that is used in an Organization O ] results from some Development, and
this Application A is not a duplicate of another Application
[ that is used in another Organization than O ], then that Development
is preferred by the Enterprise that includes both Organizations and both Applications.

So this is our formalized interpretation of the original TOGAF2a rule. However,
as we were performing the ORM analysis of TOGAF2, it became clear that “du-
plications” and “use across organizations” relate to essentially different concepts
(the first to similarity in functionality between different applications, the second
to distributed use of the same application). Consequently, we saw that logically,
“Duplication” alone could do the job:

2.a Ifan Application results from some Development, and that Application is not a Duplicate of

another Application, then that Development is preferred by the Enterprise.

This boils down to the simple informal rule “no duplicate applications”. Rule
2.a is stronger than rule 2, which it subsumes (i.e. makes it redundant). Its
extensional interpretation includes duplicates that occur within one organization.
To make absolutely sure this is correct (obvious thought it may seem), we should
therefore validate rule 2.b:

2.b Ifan Application A [ that is used in some Organization ] results from some Development,
and that Application is not a duplicate of any other Application that is used in the same Organization,

then that Development is preferred by the Enterprise that includes Application A.

2.a would make 2.b redundant (just as it subsumes 2). However, perhaps this
logic-based assumption should not be embraced too rashly. It seems equally
reasonable to assume that 2 was put forward (and not 2b) to emphasize the
preferred status of “acrossness” in application development. However, even if
this were the case, and therefore principle 2 (or rather, the natural language
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equivalent thereof) was maintained, then still we would like rule 2.a and rule 2.b
to be explicitly validated to safeguard the correct interpretation of principle 2.

Note that some assumptions made in the discussion above could be, and to
some extent would need to be, formally verified or proven. For example:

— Does (1.a AND 1.b) indeed amount to 1.c?

— Does 2.a indeed logically subsume 27 Also, does 2.a indeed logically subsume
2.b?

— Does 2.b indeed fail to be logically covered by 27

Formal reasoning in order to answer such questions is possible with ORC, as we
have demonstrated in [6] (we cannot include the actual formal exercise here, for
reasons of both space and relevance). A sufficiently accessible way of performing
such formal reasoning would, in our conviction, be a welcome contribution to a
set of tools that aims to support the formalization of principles.

4 Conclusion

In this case paper, we demonstrated and discussed the formal analysis, using
ORM and ORC, of architecture principles. We provided two example analyses
based on principles taken from the TOGAF architecture framework. First, we
discussed why it seems a good idea to, at the least, explore the possibilities for
formalizing architecture principles as declarative rules, inspired on the Business
Rules Approach. Next, we reported in some detail the experiences and results of
analyzing the two principles.

We found not only that such analysis is quite possible, but more importantly
that it can lead to better understanding of and even improvement of the prin-
ciples as such, so apart from their formalization. Using ORM and ORC for
principle analysis helps give clear and unambiguous meaning to those principles.
In our example case, it led to reconsideration of formulations (both informal
and formal) that did not occur when we first read the principles in their original
natural language form. However, one has to take care not to discard formula-
tions that make explicit some specific stakeholder concern, even if they lead to
redundancy in the model resulting from formal analysis.

We have based the interpretations that inevitably underlie each analysis on
assumptions that were educated guesses; in a real analysis process, every assump-
tion should have been validated by relevant stakeholders. However, we have also
seen that the approach used makes it very clear which precise assumptions (and
formulations thereof) are to be validated. Also, ORC provides us with means,
beyond mere intuition, for verifying whether presumed logical relations between
propositions in fact hold true. Instead of demonstrating such proofs in detail in
this paper (which we have already done elsewhere, for similar cases), we iden-
tified them and indicated how they would help back up and consolidate the
analysis of principles.

We have not included a way to explicitly show relations between principles.
However, it seems possible to do this on the basis of overlap between ORM
models of different principles and of shared terminological definitions.
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Abstract. Data Warehouses typically represent data being integrated from
multiple source systems. There are inherent data quality problems when data is
being consolidated in terms of data semantics, master data integration, cross
functional business rule conflicts, data cleansing, etc. This paper demonstrates
how multiple Object Role Models were successfully used in establishing a data
quality firewall architecture to define an Advanced Generation Data Ware-
house. The ORM models realized the 100% Principle in ISO TR9007 Report on
Conceptual Schemas, and were transformed into attribute-based models to gen-
erate SQL DBMS schemas. These were subsequently used in RDBMS code
generation for a 100% automated implementation for the data quality firewall
checks based on the described architecture. This same Data Quality Firewall
approach has also been successfully used in implementing multiple web based
applications, characteristically yielding 35-40% savings in development costs.

1 Introduction

Data Warehouses typically integrate data from multiple source systems. The term data
warehousing generally refers to combining the data from many different databases
across an entire enterprise, into a data warehouse database. The effort to bring to-
gether data from heterogeneous sources requires significant time and resources. Creat-
ing a multi-subject, consolidated information store requires reconciling the different
data models involved. Data quality is one of the most overlooked challenges.

Several approaches have been described for the development of data warehouses,
from simple hastily assembled data marts, to un-modeled, denormalized collections of
SQL tables requiring extensive navigation, and to attribute based data models result-
ing in highly normalized SQL tables. The success rate for data warehouses based on
these approaches is dismal to mediocre. Data warehouse failure rates or limited accep-
tance rates have been in the range of 92% (back in late 1990s) to greater than 50% for
2007 [1]—a dismal record indeed. Just like any engineering initiative, improperly de-
signed data warehouses tend to experience significant rework to keep up with the
changing business needs.

In its simplest incarnation, the data warehouse incorporates a direct feed from mul-
tiple sources, often using surrogate keys regardless of the source. If there is no con-
ceptual model, this dumping of the data produces reconciliation nightmares. Data
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brought together from multiple sources is often inconsistent because of conflicting
business rules across system models pertaining to the shared or overlapping data.

The situation is exacerbated when the source system data models are attribute-
based, because, in general, a good portion of the business rules that are “routine” in
ORM based models are simply non-existent in the attribute based data models. In the
author’s 28-year experience in implementing several dozens of NIAM/ORM data
models, the declaration and conformance to a business rule set has been the most
critical factor contributing to a successful implementation of an application.

The ISO TR9007:1987 Technical Report on Concepts and Terminology for the
Conceptual Schema and the Information Base [2], was a landmark effort in formaliz-
ing the role and content of a metadata driven implementation, stressing the need to
declare 100% of the rules of the Universe of Discourse. The Reference Model of
Open Distributed Processing [3] took this a step further with multiple viewpoints that
are involved in implementations for a distributed environment.

The process of combining databases in an integrated DW involves semantic inte-
gration of information from multiple sources, requiring one to not only bring together
common data representations, but also address the data’s meaning and its relation-
ships to other data and information, including associated business rule propositions. In
other words, there needs to be a conceptual schema for the data warehouse.

In pre-DBMS and early DBMS days, 100% of the business rules resided in the ap-
plication. With a typical early DBMS (hierarchical, network, CODASYL era), only
20% or so of the business rules could be enforced in the DBMS. Today, with a strong
ISO SQL [4] complement, 100% of the rules are enforceable by a fully conforming
ISO SQL DBMS, although current RDBMSs support only a subset of the standard.

Our task was to define a consistent architecture for data integration that supports
dynamic changes in the business environment. The result was an advanced generation
data warehouse architecture, that has its fundamental data model defined using ORM,
and navigates the information flows through a series of Data Quality Firewalls.

The implementation in an RDBMS environment is maximally automated using dy-
namic SQL for the modules handling the flow of application data. Since al the rules
were declared and implemented in the SQL schema environment (with minimal sup-
port from coded modules in the form of triggers and user defined functions), the code
for information flow interface applications was automatically generated.

The foundation for the Advanced Generation Data Warehouse Architecture con-
sists of the 6 building blocks shown in Table 1. The data warehouse derives from an
ORM model that is transformed to an attribute based data model, then defined in an
SQL schema that includes all the business rules declared in ORM. The resulting data
model contains a mix of normal forms (3“1, 4™ 5% and Boyce-Codd Normal Form).

The thrust here is to maximize the schema declaration statements and minimize the
use of triggers and stored procedures. The relationships and business rules are mapped
to appropriate primary key, unique constraint, foreign key, CHECK, and default col-
umn value constraints. Other remaining non-directly-mappable business rules are
implemented via SQL stored procedures, user defined functions or triggers.

The data warehouse physical model may include additional tables, pre-formed que-
ries or procedures and other constructs to support data cleansing and data scrubbing
activities. Additional constructs may need to be added to the generated models (e.g.
additional indexes, temporarily disabling constraints and the like).
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Table 1. Building Blocks for an Advanced Generation Data Warehouse

Building
Block

Description

How Achieved

Data
Quality/
Data
Validation

Inspect data for errors, incon-
sistencies, redundancies and
incomplete information;

Declare a strong ORM based data model
with business rules, transform to an at-
tribute based SQL schema, establish
Data Quality Firewall, and validate data
for conformance to business rules

Data
Correction

Correct, standardize and verify
data

Declare an ORM based mapping and
transformation schema to assist the data
quality firewall, transform to an attribute
based SQL schema and Initiate correc-
tion process to data where necessary, or
improve/modify return content

Data
Integration

Match, merge or link data
from a variety of disparate
sources

Declare an ORM based semantic data
model, transform to an attribute based
SQL schema and consolidate the differ-
ent data across the various classes of data
from multiple sources to a unified set en-
suring data integrity through the data
quality firewall

Data
Augmenta-
tion

Enhance data using informa-
tion from internal and external
data sources where appropriate
and necessary

Declare an ORM based interface data
model with dynamic business rules for
behavior, transform to an attribute based
SQL schema, and establish event driven
business processes triggered through
schema instance populations

Data
Composition

Data requirements change in
response to external changes,
trends in industry, or govern-
ance

Declare an ORM based data model with
dynamic business rules for behavior,
transform to an attribute based SQL
schema, address changes via event driven
business processes triggered through
schema instance populations

Persistent
Data
Chronology

Collect history and control
data integrity over time

Declare an ORM based temporal data
model, transform to an attribute based
SQL schema, and maintain a time series
of data for history, and to track and
maintain changes of returns over time

2 The Advanced Generation Data Warehouse Framework

Fig. 1 shows our Data Warehouse Framework. The source system data is extracted
into a staging area that simply mirrors the data structures of the source applications.
The data structures of the staging area should not contain any integrity constraints and
may represent a full set or subset of the source base tables or source viewed tables
from which the data is being extracted. The source-to-staging extract generally under-
goes some data transformation or selection, making the data ready for integration.
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Legend: Mapping Schemas are shown as:
S - Source Systems SXn: Source to Staging Area mapping for Source system n
X - Staging Area XDn: Staging area to data warehouse mapping for Staged system n
D - Data Warehouse =~ DMn: Data Warehouse to Data Mart mapping for Data Mart n
M - Data Marts SD1-n: Source to data warehouse mapping for Source Systems 1..n

Fig. 1. Advanced generation data warehouse architecture

Data then moves from the staging area to the data warehouse area, again with pos-
sible data transformation or selection, but this time the target data structures represent
the normalized integrated data warehouse data model including a full set of integrity
constraints resulting from ORM based business rules data model and analysis.

In selected cases, data can be extracted directly from the source area into the data
warehouse area. The integrated data from the data warehouse is then extracted into
data marts, again undergoing the necessary transformation and selection, to suit the
Business Intelligence data requirements. No other extraction or transformation paths,
either explicit or implicit, are permitted.

Considering there are several mappings involved amongst several components, the
data warehouse framework needs to be adopted and implemented as shown. The ad-
vanced generation data warehouse architecture positions the various components of
the data warehouse in relationship with the associated mappings.

The Meta Data repository has built-in mechanisms to provide several cross map-
pings between repository objects and data lineage. However, specific mappings need
to be designed for cross model mapping via mapping schemas, including associated
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rules for selection, filtering and transformation. These mapping schema tables are de-
fined in the repository database and populated from the row metadata values of the
inputted data models. These of course, are driven and designed using ORM models.

It may not be feasible to capture the data models for all existing applications as a
stand-alone task. The opportunity to capture the source system data model compo-
nents is more justifiable when a candidate source system has been selected to provide
source data for the BI application, or for review to derive an Enterprise Data Model.

ORM driven attribute data models are to be defined for the portion of the source
system that is of interest for data extraction, and for the staging area. In addition, the
associated mapping criteria are to be established between the two.

In general, the staging area data model will be a full set or a subset of the source
system mode, more typically the latter. The table structures of the staging area would
normally be representative of the source table structures. The data sizes and data for-
mats of the attributes of the source system will be maintained accordingly.

In some cases, particularly involving ERP based systems, the source system data
may be available through a pre-defined view. The staging area may then either reflect
the data structure definitions as per the pre-defined view or a subset thereof, or an-
other view involving pre-joined data. In these cases, it is best to define the staging
area as being representative of the un-joined data structures, providing more freedom
for any debugging that may be necessary to unravel undesired Cartesian products.

The mapping between source-to-staging is the driver for the Extract Transforma-
tion Loading (ETL) facility to extract data from source for populating into the staging
areas. Staging area tables are defined as SQL tables, following source system naming
conventions. This allows for these tables to be classified as external tables, and be
treated as Foreign Tables as per SQL2003 in the future when these features are avail-
able in an SQL implementation. The source-to-staging area mappings are defined in
the repository, with the staging area schema definitions declared in an SQL-schema.

The mapping between the staging area and the integrated data warehouse includes
CAST definitions for data type transformations, cleansing algorithms, or any filtering
criteria where applicable. The mapping schema should contain entries for the map-
ping between the source staging area and the target integrated data warehouse area.

The entries in the mapping schema should contain any CASTing rules i.e. trans-
formation or conversion of data types in SQL2003 format, any filtering or merg-
ing/splitting criteria in SQL2003 syntax, to address the different mapping forms listed
above. Data filtering, data transformation rules apply at all stages of transfer. Map-
pings between the DW and data mart models should also be maintained. The follow-
ing information is relevant for Business Intelligence purposes and should be defined
for each BI requirement: (1) business descriptions of target data elements, e.g. report
and screen columns; (2) description of transformations from the data warehouse to
data marts, e.g. algorithms, consolidation, aggregation; (3) description of data mart
data load validation and control parameters e.g. control dates, min-max boundaries;
(4) business descriptions of preformatted reports.

Data cleansing aims to ensure the integrity and quality of data, using rules for re-
structuring data elements, column value decoding and translation, supplying missing
data element values, and applying rules for data integrity and consistency checking.
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3 Data Warehouse Data Quality

Experience shows that an ORM driven attribute based data model is one of the most
critical factors in the definition of data quality aspects for a data quality firewall. The
advanced generation framework provides a stable platform to enable sustainable
mechanisms for the establishment and maintenance of mappings. This same frame-
work is now used to establish and position a data quality firewall as shown in Fig. 2.
The Data Quality Firewall is a backbone for establishing data quality by the judicious
use of two data areas: a holding area and the data collector area.

The holding area does not enforce any constraints. Data is simply transformed into
the holding area from the staging area tables. The data collector area contains schema
declarations for all integrity rules, using a 3NF database structure. The holding area
acts as a transit point for the data to migrate from the staging area to the data collector
area. Each row of data being loaded is first brought into the holding area tables from
the staging area. Each row is given a unique row identity, and is tagged by a batch run
identifier. No integrity checks other than data type checks are made at this time.

Any required transformations or selections or re-formatting to meet the data struc-
turing requirements of the fully normalized data structures of the collector from the
incoming source data structures as in the staging area, are done en route from the
staging area into the holding area. Additional transformations may be conducted
while the data is in the holding area for convenience as needed. A row in the holding
area is prepared for a full data integrity check cycle at the data quality firewall.

Source(S) Staging(X) OSFI DW (D) Data
Quality
SX-1 > b Firewall
L A
— T DataMarts(M)
[E— > A

SX-2 > XD-2

v

TO-H-omrroo

SX-3

XD-3

SX-4 >

Y.
[ |
| |
v
>mX > DQZ—0Oro=x<

SD-1-n

————; EE—

:

Fig. 2. Data quality firewall in the advanced generation data warehouse architecture
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The Data Collector acts as a data collection point where business rules are enforced
via SQL schema declarations (as derived from an ORM schema). The data collector
area tables form the focal point for the integrity rule mechanisms. The modules of the
data quality firewall selectively screen the data in the holding area for SQL constraint
violations before transferring the data from the holding area to the data collector.

Business rules constrain the set of permissible values in a “data attribute” (as seen
from the user’s viewpoint). A business rule defines or constrains some aspect of the
data belonging to an ORM fact type that maps to one or more attributes. Several busi-
ness rules may pertain directly to the fact type or its relationship to other fact types.

Each ORM fact type must have at least one business rule associated with it. Data
quality in the data warehouse depends on the degree to which the warehouse data con-
forms to the SQL integrity constraints which are derived from the consolidation of
user requirements, business rules, and data models as derived from ORM modeling.

Audit and Control of data quality is driven directly by the declaration of the SQL
integrity constraints that are named and declared in the SQL database schema.

To facilitate a user-driven pre-ORM modeling analysis phase, three categories of
business rules were declared and a form was handed to the user whenever there was a
requirement seen for a ‘new data item’ in the enterprise. The business rules were
categorized into three types to assign responsibility, and to drive the constraint viola-
tion notification process in the implementation phase. For example Category 1 busi-
ness rule notifications go to end-users, while category 2 and 3 notifications are
funneled to data administrators for further action during operation.

Category 1 business rules are business subject area specific and are used to identify
the business rule data violators to provide data quality and integrity. Integrity viola-
tions on the data will be reported on using this category classification.

Category 2 business rules contains rules that are database structure specific di-
rected towards database technical personnel. Category 1 business rules are translated
to Category 2 business rules to be declared in the SQL database schema, for example
Primary Key, Foreign key, Alternate Key and CHECK integrity constraints.

Category 3 business rules contain formulae, expressions or rules used in the deriva-
tion of this data attribute, where applicable. Category 3 business rules are translated to
Category 2 business rules to be declared in the SQL database schema where possible.

The staging area data structures mirror the data structures of the source data struc-
tures. The holding area data structures mirror the data collector data structures with
some exceptions. Data quality is enforced in the modules that make up the Data Qual-
ity Firewall as data is loaded from the holding area to the data collector area.

Table 2 shows the applicable criteria and data quality properties being enforced at
each of these stages in the load cycle.

Fig. 3 depicts the typical flow of information. By providing the staging, holding
and collector areas, there are several opportunities for applying transformations, busi-
ness rule checks etc., thus insulating each stage from any errors, and allowing any
validation to be run in lower granularities without causing major disruptions.

For example, a business rule engine was developed to automatically handle pre-
checks of the business rules between the holding area and the collector area. These
business rules declared in the ORM model are implemented via the SQL DBMS
based business rule engine modules that can be selectively applied at different stages.
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Table 2. Properties of Staging, Holding Area and Data Collector Tables

Property Staging Area Holding Area Tables | Data Collector Ta-
Tables bles
Data Structure Same or sub- Same as Collector but | Full Third Normal
set/view of without PK or FK Form (3NF) nor-
source malized
Table Naming Based on source Based on Data Collec- | Local Table naming
Standards + X (for external | tor + RPR (holding standard
Tables) area for repair)
Column Naming Same as source Same as Data Collec- Local Column nam-
Standards column tor column ing standard
Data type checks Yes Yes Yes
Assign unique row | No Yes Carry over from
id for each row Holding Area
Assign batch run id | Optional Yes Carry over from
Holding Area
Primary Key No key Row IDENTITY Natural Key
Unique Constraints | No No Yes
Foreign Keys Optionally yes No (except for internal | Yes
(for internal housekeeping batch
housekeeping run id)
batch run id)
Data integrity Optional (within | No Yes
checks same row only)
Data Validated Optional (within | No Yes
same row only)
Usage during Local incre- Intermediary for trans- | Merge/Insert
loading mental extract form & pre-check
Usage after Archived upon Emptied except for Fully validated (ex-
loading acceptance of violator rows cept for Soft In-
batch run serts)
— > R Holding DW Table

Staging Table
--No constraints

--Usually identical to source
--Incremental strategy based on

dated transactions

Purpose

--Quick, incremental extract

Area Table

Holding Area Table
--3NF, naming conventions

--Data elements are mapped
--Audit Control attributes

--No constraints
--Keeps error rows from dataloads

Purpose

--Transformed staging
--Used as a holding tank for bad data

aka “collector”

Data Warehouse Table
--Heavily constrained

--Data validated against business
rules

--Audit Control attributes

Purpose
--Collect historical data from multiple
sources

--Corporate repository for reporting

Fig. 3. Process flow through the advanced generation DW architecture
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The data quality firewall enforces data quality checks during the data load process
for the data collector using 5 distinctly separable mechanisms as declared in the SQL
schema in this order: Primary Key constraint; Uniqueness constraint; Foreign Key
constraint; CHECK constraint; Trigger. Each constraint is named as per the local con-
straint naming standard and maps to a business rule declared in the ORM model.

Each of the data quality firewall enforcement modules except the trigger module is
generic and is generated automatically. Except for triggers, each module consists of
dynamic SQL statements with parameterized entries for the qualified table name.
Trigger modules are individually scripted to address special and specific situations of
integrity constraints, including inter-table assertions. Each module, except for the
trigger module, essentially has the same processing set of operations. Each module,
except for the trigger, receives the <table name> and a <run id> as input parameters.

The module performs the following operations:

1) Determine the applicable SQL integrity constraints by interrogating the ex-
tended Information Schema tables in the Audit Control schema.

2)  Scan the corresponding holding area table populations with a dynamic query
that is constructed from each of the applicable constraint type for the <table
name> and <run id>. The constructed query interrogates the incoming rows
to check the validity of the applicable constraint as noted below:

a) For a primary key PK, the constructed search condition would query the
incoming holding area rows to determine if there is a corresponding
row in the data collector table with the same column values that form
the Primary Key constraint.

b) For a uniqueness constraint, the constructed search condition would
query the incoming holding area rows to determine if there is a corre-
sponding row in the data collector table with the same column values
that form the uniqueness constraint.

c¢) For a foreign key constraint, the constructed search condition would
query the incoming holding area rows (forming the referencing column
values) to determine if there is a corresponding row in the referenced
table in the data collector with the same column values that form the
referential integrity constraint.

d) For a CHECK constraint, the constructed search condition would query
the incoming holding area rows to determine if the search condition of
the CHECK clause for that row is satisfied with the values for the col-
umns that form the CHECK constraint.

3) For each constraint violation that has been identified satisfying the above
queries, entries are recorded in the Audit & Control tables for each row and
each constraint that it violates, flagging each <row id> of the affected row
with an error condition.

4) A summary is produced for each constraint that is violated denoting the
count of the rows

5) A summary is produced for each table to denote the counts of rows that were
loaded vs. violated regardless of the number or type of constraints.

6) Load the data collector tables with only the rows that do not contain any vio-
lations as identified by the Audit & Control table for constraint violations
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7) Delete the corresponding rows in the holding area that have been loaded in
the data collector. A row cannot exist in both tables with the exception of a
temporary ‘soft insert’ condition.

8) Ina ‘soft insert’ condition, the violated row is to be loaded in the data collec-
tor notwithstanding the constraint violation. This is done by disabling the
constraint on the data collector table, loading the row(s), and re-enabling the
constraint with a NOCHECK to prevent the DBMS from determining any
violations for existing rows. Note this can only be performed for CHECK
constraint violations. Other constraint violations cannot be circumvented by
a ‘soft insert’. In the case of the ‘soft insert’ a corresponding row will exist
in the holding area until the constraint violation condition has been removed.

Regardless of the number of tables, there is only one module for a given type of in-
tegrity constraint check, i.e. one each to handle a PK, Unique (AK), FK and CHECK
constraint, in total 4 modules. The same module can address PK and AK constraints.

4 Data Warehouse Audit and Control

This section briefly addresses audit and control during data loading. The emphasis is
on monitoring data integrity and data quality issues during the loading process over
the stages as defined in the architecture. Audit and Control addresses two aspects to
enable decision making in the loading process: detection of the occurrence of bad
quality data; prevention of the occurrence of bad quality data.

Prevention is achieved mainly via non-automated means by the user analyst or des-
ignated personnel reviewing the results of the Audit and Control data and enabling
decisions to proceed further in the loading process.

It is necessary to maintain an audit trail of the rows being loaded at each Extract-
Transform-Load (ETL) process in the DW environment. The audit control data to be
collected varies from simple number counts, to sanity counts, to validation counts,
depending on the processes involved in the transformation or load cycle.

At a minimum, the basic audit control information required for each data load at
any point in the load life cycle includes the number of occurrences loaded or rejected,
as well as statistics such as start date-time of load run, end date-time of load run, iden-
tification of a load run, user identification of load operator, and type of run (incre-
mental, full, periodic load, initial, test load etc.). Additional information is collected
for data validation, or data cleansing runs, pre-BI aggregation or pre-join runs.

The metadata repository is used to define a supplemental support model in the ex-
tended Information Schema, which contains constructs to capture these additional
metadata occurrences. This model is realized via an external SQL Server database.

An ORM based load control model (and transformed to SQL schema) is defined to
support the required statistics and audit control information during the load process.
The load control model is defined via the extended information schema of enti-
ties/tables that contains metadata describing the audit and control requirements. The
extended information schema series of tables hold data for the audit and control, and
are populated for every load operation in the data warehouse.
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Statistics are collected for every load run for any given table, qualified by a given
database, at every Audit Control Point (ACP). An Audit Control Point is established
at every ETL run as shown in Fig. 4.

The attributes and statistics measured vary by ACP, starting from simple counts-in,
counts-out, to more detailed data quality violations at each progressive ACP. These
attributes and statistics are grouped into attribute groups as shown in Table 3. Attrib-
ute groups measure groups of applicable attributes depending on levels of data load-
ings and data quality availability over the load process.

ACP1 ACP2 ACP3 ACP4

Source(S) Staging(X) Data
Quality
R Firewall

ataMarts(M)

v
O-OmMmrroo

L L L_

v

Fig. 4. Audit control points in the data warehouse framework

Table 3. Correlation of Audit Control Points and Required Attribute Groups

Audit Control Required Attribute Group at ACP

Point

ACP1 Basic Counts, Input Format Check, Go-Nogo Threshold Check

ACP2 Basic Counts, Go-Nogo Threshold Check

ACP3 Basic Counts, Enhanced Threshold Check, Sanity Check, Validation
Counts, Integrity Violations By Row

ACP4 Basic Counts, Go-Nogo Threshold Check, Sanity Check, Validation
Counts, Integrity Violations By Row
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5 User Experiences

The ORM based advanced generation data warehouse and firewall approach has
proven successful in developing very large data warehouses and web based applica-
tions. Previous incarnations of these applications minimally existed (or struggled to
exist) and were developed on poorly defined attribute-based data models. The produc-
tion environment of these applications was essentially a glorified prototype.

The use of ORM for the fundamental semantic models, and subsequent transforma-
tion to attribute based models using CASE tools, with final implementation based on
strong ISO SQL adaptations of RDBMSs, resulted in a 100% success rate, including
award winning implementations [5]. Typically, the data warehouses and applications
developed using ORM were completed ahead of schedule, with measured savings of
35-40% realized over the entire project costs. More importantly, the implementation
worked the first time around with a 95-98% correctness of the data model fit to user
requirements, because of the discipline and rigor inherent in the ORM approach.

In the author’s 36 years experience of systems development, and having reviewed
100s of data models, I have yet to come across an application designed with attribute
based data modeling that has all the business rules readily defined and implemented!
Here “all” uses an ORM yardstick of 100% rule set, because, most of the time the
analysts and developers comment that they would never have even “thought” of the
business rules that were discovered via ORM.

The data warehouse architecture and associated data quality firewall modules de-
scribed in this paper were implemented 100% over the years from 1997 onwards.
ORM was the foundation used in the development of the components and the stages
constituting the design of the advanced generation data warehouse architecture itself.

An extended metamodel for the architecture was developed in ORM, with the ac-
companying Audit and Control Framework and Data Quality Firewall becoming a by-
product of the business rule conformance set required for the realization of the ORM
data warehouse data model. What would the world be without ORM?
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Abstract. At Guidant, a Boston Scientific Company, systems that collect data
in support of medical device clinical research trials must be capable of collect-
ing large, dynamic sets of attributes that are often reused in later research activi-
ties. Their resultant design, based on conceptual analysis using Object Role
Modeling (ORM), transforms each unique business fact into an instance in a
highly normalized star schema structure with related dimensions. When it be-
comes necessary to generate focused denormalized reporting structures from
this star schema, hereafter referred to as miniature data marts or simply “mini
marts”, the dynamic nature of these source attributes can present a maintenance
challenge. Using ORM, we propose a meta model that supports the definition,
creation, and population of these denormalized reporting structures sourced
from a multidimensional fact table that also leverages a hierarchical taxonomic
classification of the subject domain.

1 Introduction

The types of data collected at Guidant for medical device clinical research activities
pose unique challenges to research managers, data analysts, developers, database
administrators, and data modelers. In many cases, the set of business facts or attrib-
utes collected may vary from one research study to the next as different aspects or
new features of devices are examined. In addition, these varying attributes may be
grouped into hierarchical structures of attributes based on a classification of the
clinical domain.

A significant complication of these environments occurs in the generation and
maintenance of denormalized reporting structures. Due to the large number of attrib-
utes involved, there is a clear need to generate these mini marts in a manner that takes
full advantage of their hierarchical nature.

Given these characteristics, the domain of database applications for clinical re-
search data collection and analysis demands a metadata-driven solution. Fortunately,
an analysis of the problem using ORM reveals a metadata approach that accurately
models the various attributes gathered, leverages a structured classification of the
domain, and supports the definition, generation, and population of these mini marts
sourced from a multi-dimensional fact table.
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2 Multi-dimensional Model

For the purposes of developing a universally understandable and non-proprietary
example throughout the course of this paper, we will examine sales data collected by a
hypothetical vehicle manufacturer. The manufacturer wishes to track a large number
of business facts for each of its vehicle sales across its full product line. The actual
attributes tracked will vary based on the type of vehicle sold; personal vehicles will
have different attributes from commercial vehicles, cars will have different attributes
from trucks, and so forth.

In order to organize the manufacturer’s array of vehicle offerings, it has classified
its product offerings into a product hierarchy. This hierarchy begins with a root vehi-
cle node, to which all products belong. Next, it arranges the company’s products into
three core business units: personal, commercial, and industrial. The hierarchy then
decomposes each business unit into a general vehicle type and finally vehicle model.
By classifying their product lines in this way, the manufacturer has set the stage for
capturing different sets of attributes for vehicles in different parts of the hierarchy.
An abbreviated version of the taxonomy is shown in Figure 1.

Root Level (all vehicles)

Business Unit ‘ Personal ‘ ‘ Commercial ‘ ‘ Industrial
1 i 1
Vehicle Type | car || po || minven
—— | |
Vehicle Model ‘ Mustang ‘ ‘ Taurus ‘ ‘ F-150 ‘ ‘ Windstar ‘

Fig. 1. Abbreviated Vehicle Manufacturer Product Hierarchy

The manufacturer wishes to have one data repository that will store all relevant at-
tributes for all vehicle sales, including new attributes that may be required as the sys-
tem matures or new product lines are introduced. To address this need, the vehicle
manufacturer has set up a multi-dimensional database to track these attributes for each
vehicle sale. At the core of this database is a fact table, each row of which represents
an instance of a user defined dynamic attribute. Each row is also related to several
common dimensions, allowing the manufacturer to track for each sale the date sold,
the dealership recording the sale, and the vehicle’s location in the product hierarchy
(“F-150 Truck” or “Minivan”, for example). Example rows from this table may be
found in Table 1.

Table 1 implies that the manufacturer has a number of standard attributes, includ-
ing Color and Warranty End Date, which may be tracked for all vehicles sold. In
addition, there are a number of dynamic attributes that are specific to the type of vehi-
cle sold. In this example, attribute Towing Capacity applies to the F-150 vehicle
model and Top Type applies to the Mustang vehicle model. A model of the manufac-
turer’s fact table can be found in Figure 2.
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Table 1. Sample Vehicle Manufacturer’s Dynamic Attribute Fact Table

Sur | Sale | Date | Dealer | Product Hier- | Dynamic | Dynamic Numeric | Date | Text
Sur |[Sur |-ship |archy Node Sur | Attribute | Attribute | Value Value | Value
Sur Name Data Type
1 1 2 30 1 (F-150 Truck) | Color Text Blue
1 2 30 1 (F-150 Truck) | Warranty | Date 2-Mar-
2 End Date 2009
3 1 2 30 1 (F-150 Truck) | Towing Numeric 4000
Capacity
4 2 10 150 20 (Mustang) Color Text Red
5 2 10 150 20 (Mustang) Warranty | Date 4-Mar-
End Date 2008
6 2 10 150 20 (Mustang) Top Type | Text Fabric

AR
Attribute Name /\

SN~ -

—_———

Data Type
(name)

————

7 ~
Date Value /‘

~ -

Vehicle Dynamic
Attribute Instance
(sur)

Dealership
(sur)
AT TTS
Text Value )

~ ”~

_——_—

Product
Hierarchy Node
(sur)

o ———

- ~
Numeric Value )

~ ’/
has T=—

<< references

Fig. 2. Multi-Dimensional Fact Table Model

As the above model specifies, each Vehicle Dynamic Attribute Instance is identi-
fied by a surrogate key. The actual attribute value is mapped to either a Numeric
Value, Date Value, or Text Value based on the business fact “Vehicle Dynamic
Attribute is of Data Type”. In addition, each instance is associated to the common
reporting dimensions: Sale, Date, Dealership, and Product Hierarchy Node.

3 Attribute Repository

An attribute repository may be created to store all of the metadata related to the dy-
namic attributes and dimensions in the manufacturer’s database. A model for this
repository is shown in Figure 3. This model supports the storage of both the business-
defined dynamic attributes and the attributes that come from the common dimensions
of the source fact table. Both types of attribute are subtypes of a common attribute
object, to which metadata is attached for the purpose of mini mart creation.
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———

Pl ~

/" Physical )
Data Type /

maps to database- ~_ _ ~7

TR
\ Attribute Name
7

\\

Data Type
(name)

—_—

<< has conceptual-

—-————

v ~
{ Description
N s

~ -
————

is dimension attribute

Dynamic Dimension
Attribute Attribute

Fig. 3. Attribute Repository Model

—————

Several sample dynamic attributes that the manufacturer wants to track can be seen
in Table 2. Each attribute is defined with a name and description and is then assigned
to a particular node in the product hierarchy. A product hierarchy node is any posi-
tion in the manufacturer’s dynamic hierarchy; sample nodes from Figure 1 include
“Vehicle”, “Commercial”, “Light Truck”, and “Mustang”. Note that nodes inherit
dynamic attributes from their parents in the hierarchy; an attribute attached to the
“Light Truck” node is also relevant to that node’s “F-150 child node.

Table 2. Sample Dynamic Attributes for the F-150 Truck Product Hierarchy Node

Dynamic Attribute Vehicle Description
Name Hierarchy Node

Warranty End Date Vehicle The date that the vehicle’s warranty expires

Engine Size Vehicle The size of the vehicle’s engine, in liters

Color Vehicle The exterior color of the vehicle

Trade-in Value Personal The value, in USD, of a trade-in applied to
this vehicle purchase

Suspension Capacity Light Truck The load limit of the truck’s suspension, in
kilograms

Towing Capacity Light Truck The maximum load the truck can tow, in
kilograms

Seat Configuration F-150 The arrangement of the seats inside the F-
150’s cab

Rear Window Type F-150 The type (e.g., sliding, fixed) of rear window
in the F-150’s cab

A more detailed look at the dynamic attribute subtype is shown in Figure 4. This
model defines the dynamic attribute’s relationship to a node in the manufacturer’s
product hierarchy. Exemplifying this relationship is the Towing Capacity dynamic
attribute, which is related to the Light Truck vehicle hierarchy node. When this map-
ping is done within the attribute repository, the Towing Capacity dynamic attribute
becomes relevant for all vehicles of type Light Truck, including child nodes that may
be added at a later date.
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—_——-—

Product

. - ~
Attribute Hierarchy Level < Level Name )
(sur) ~ -

~—_—

- ~
//Product Hierarchy\)
\ o Node Name

SN~—————

Dynamic
Attribute

Product
Hierarchy Node
(sur)

7/
-

is relevant to

is parent of

Fig. 4. Dynamic Attribute Model

The model above also provides for the dynamic definition of the product hierarchy
itself via an acyclic ring relationship “is parent of” on the Product Hierarchy Node
object. This structure allows for the dynamic construction of a taxonomic tree of
indefinite depth, allowing the manufacturer’s product hierarchy to evolve with its
business.

Examining the dimension attribute subtype reveals its relationship to the dimen-
sions of the manufacturer’s fact table, as shown in Figure 5. This model allows the
manufacturer to store metadata regarding the dimensions of its fact table. As an ex-
ample, the dealership dimension may contain dimension attributes for dealership
name, dealership phone number, and dealership manager. A unary “is identifying”
fact on the dimension attribute assists with SQL generation by flagging the attribute
or attributes that serve as a primary key for each dimension.

Attribute
(sur)

———— -

- ~
Dimension Dimension 7 Dimension Table\)
Attribute N Name P

is part of maps to S~ _--

is identifying

Fig. 5. Dimension Attribute Model

4 Denormalized Reporting Structure (Mini Mart)

A common reporting requirement for our vehicle manufacturer may be to generate
separate reporting tables for different models of vehicles, each of which would bring
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together the various dynamic attributes associated with that model. An example of
one such table is shown in Table 3, a mini mart constructed for the F-150 product
hierarchy node.

Table 3. F-150 Truck Mini Mart

Sale |Date |Dealership Model |Color (Warranty [Engine |Suspension |Towing
Sur Name End Date |Size Capacity  |Capacity
1 |2- Western F-150 [Blue |2-Mar- 5800 750 4000
Mar- |Motors Truck 2009
2006

3 |2- Southern F-150 |Red 2-Mar- 4600 500 3500
Mar- |Motors Truck 2010
2006

6 |3- Eastern F-150 |Black |3-Mar- 5800 750 3500
Mar- |Motors Truck 2009
2006

9 |6- Southern F-150 |Blue [6-Mar- 6800 750 4000
Mar- |Motors Truck 2010
2006

An analysis of the denormalized table shown above yields the model presented in
Figure 6. This model displays the denormalized attributes as assigned to a data row
concerning the sale of a vehicle of type F-150.

N PSRN
Color )
N

rs

7T
{ Saleld

~——

~——

- ~N
Warranty Vehicle
\ End Date , Attributes
N -

-_—

~——

Sale , F150 Mini =
Dimension ~—— Mart Data Row Y Engine Si >
Attributes RN (Sun \Jnone Ize/)
/" Model T
‘\ Number , 7T
/ N
~ - s Towing 'y
ST Capacity /
( Dealer N F-150
\ Name , 77T~ Attributes
~__-7 << sold to

/Suspension\\
\ Capacity /
has S -7

Fig. 6. F-150 Truck Sale Mini Mart Model

In addition to showing the attributes for a single denormalized data row, the model
above also provides some insight into the grouping of attributes based on vehicle
model. Suspension Capacity, for example, exists in this mini mart because it is rele-
vant to sales of vehicles of type F-150 truck. If an attribute were to be added to the
set of F-150 truck attributes, one could reasonably expect that it should be added to
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this mini mart as well. Color, on the other hand, belongs to a set of attributes relevant
to all vehicle sales. Several other attributes, such as Dealer Name, are derived from
the source fact table’s dimensions.

Though the source fact table contains all of the information necessary to produce
mini marts such as Table 3, the maintenance of numerous such structures can become
problematic for two reasons. First, it is difficult to keep track of which dynamic at-
tributes are relevant to a given product hierarchy node, especially because some of
these attributes may be relevant for all vehicles sold or numerous classifications of
vehicles. Secondly, it is difficult to properly adjust all affected tables when a dy-
namic attribute is added or changed.

5 Denormalized Reporting Structure Meta Model

Given the nature of the manufacturer’s data and reporting needs, it can be seen that a
suitable data analysis system in this environment must have the following characteris-
tics:

1. The system must support the creation of a metadata repository for dynamic and
dimensional attributes containing both a logical description and physical details.

2. The repository must support the logical classification of the manufacturer’s product
line into a dynamic hierarchy of varying depth.

3. The repository must permit dynamic attributes to be assigned to any node in the
product hierarchy and leverage inheritance to propagate dynamic attributes to child
nodes.

4. The system must permit the metadata-based definition of denormalized mini marts,
each of which contains a variable number of dynamic and dimensional attributes.

5. The system must associate mini marts with product hierarchy nodes so that
changes to dynamic attributes that affect a given product hierarchy node or one of
its parent nodes may optionally be applied to all of the associated mini marts.

Mindful of the requirements defined above, the meta model defined in Figure 7 is
proposed. This model supports mini mart definition utilizing dimensional and dy-
namic attributes from the repository defined in Section 3.

Through this model, users are able to define mini marts by selecting items from the
attribute repository. Once a user selects a product hierarchy node to develop a report-
ing structure for, the system would be capable of providing a list of attributes relevant
to that particular node.

This model also facilitates the construction of a mini mart repository. This reposi-
tory would serve to list at a high-level the many available reporting structures, encour-
aging their re-use and providing a platform for further metadata enhancement. A
sample of this repository for our hypothetical vehicle manufacturer is shown in Table 4.
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Fig. 7. Mini Mart Meta Model
Table 4. Mini Mart Repository
Mini | Mini Mart Mini Mart Vehicle Attributes
Mart Name Description Hierarchy
Sur Node
1 F-150 All sales of F- F-150 Dealership Name, Color, Engine
Sales 150 light trucks Size, Towing Capacity...
2 Personal All sales of Personal Dealership Name, Color, Trade-in
Sales personal Value...
vehicles
3 Car Sales All car sales Car Dealership Name, Color,
Transmission Type...

6 Physical Database Functionality

Once a repository of both attributes and mini marts has been established, a natural and
valuable extension would be to support the creation, synchronization, and population
of these reporting structures from the source fact tables. As mentioned above, this
capability is supported by the addition of physical attributes in the meta model.

For the purposes of this paper, DDL scripts have been given in Oracle format. It is
anticipated that an application implementing the model proposed in this paper would
support the generation of such DDL scripts in formats acceptable to most common
DBMS packages.

6.1 Mini Mart Creation

The first essential physical mini mart function would be the generation of empty data-
base tables from the mini mart metadata. In this function, the repository would gen-
erate DDL scripts similar to the following:

CREATE TABLE <Mini Mart Physical Name> (

<Attribute n Column Name> <Attribute n Physical Type>);
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6.2 Mini Mart Synchronization

An important extension of the mini mart creation described above would be the ability
for a user to apply an attribute change to the existing mini marts that it affects. For
example, a user may decide that an additional Dynamic Attribute, Tire Size, is rele-
vant to all F-150 Truck sales and should be added to each mini mart that contains
information about F-150 Trucks.

In order to support this functionality, an application must first be capable of de-
scribing an existing mini mart in a database and identifying the differences between
the physical table and the metadata describing the table. The application would then
synchronize the physical table with the metadata by performing the following opera-
tions:

e Add Attribute

ALTER TABLE <Mini Mart Physical Name> ADD <Attribute
Column Name> <Attribute Physical Type>;

e Drop Attribute

ALTER TABLE <Mini Mart Physical Name> DROP <Attribute
Column Name>;

6.3 Mini Mart Population

A final function of a system designed to manage research data collection and analysis
would be the automated population of mini marts from the normalized fact tables.
This function would also be possible by leveraging the mini mart meta model and the
attribute repository.

Essential to the population of mini marts is a common key that can be used to tie
the multiple fact table rows for a particular denormalized data row together. In the
mini mart example in Table 3, the Sales Sur fulfills this role. This fact is tracked via
the unary “is identifying” fact in the meta model of Figure 6. This supports the gen-
eration of SQL similar to the following:

INSERT INTO <Mini Mart Physical Name>
SELECT DISTINCT <Identifying Column Name>
FROM <Fact Table Name>;

UPDATE <Mini Mart Physical Name> INNER JOIN <Fact Table
Name> ON <Mini Mart Physical Name>.<Identifying Column
Name> = <Fact Table Name>.<Identifying Column Name>

SET <Mini Mart Physical Name>.<Column Name n> = <Fact
Table Name>.<Dynamic Attribute Text/Numeric/Date Value>

WHERE <Fact Table Name>.DynamicAttributeName = ‘<Dy-
namic Attribute n Name>';

UPDATE <Mini Mart Physical Name> INNER JOIN <Fact Table
Name> ON <Mini Mart Physical Name>.<Identifying Column
Name> = <Fact Table Name>.<Identifying Column Name>
INNER JOIN <Dimension Table Name> ON <Mini Mart



Evolution of a Dynamic Multidimensional Denormalization Meta Model 1169

Physical Name>.<Dimension Identifying Column Name> =
<Dimension Table Name>.<Dimension Identifying Column
Name>

SET <Mini Mart Physical Name>.<Dimension Column Name n>
= <Dimension Table Name>.<Column Name>;

Note that the common case involves creation of mini marts at a reasonably granu-
lar level, such as a listing of vehicle sales. By inserting aggregate operations into the
SQL above, an analysis application could generate summarized mini marts providing,
for example, sales totals per dealership.

7 Conclusion

The types of data collected by clinical trials and other research activities can pose
unique challenges for reporting environments. The hierarchical nature of attributes
collected, the dynamic nature of these attributes, and the need to efficiently create,
maintain, and populate a large number of denormalized reporting structures requires a
metadata-driven solution. Using the ORM data modeling technique, it can be shown
that such a solution is possible that supports these functions based on user-maintained
metadata and allows organizations to leverage the investment made in the accurate
classification of their business environment.
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Abstract. We investigate how achievements of programming languages
research can be used for designing and extending fact oriented modeling
languages. Our core contribution is that we show how extending fact ori-
ented modeling languages with the single concept of algebraic data types
leads to a natural and straightforward modeling of complex information
structures like unnamed collection types and higher order types.

1 Introduction

In this paper we consider modeling languages based on the fact-oriented paradigm
[1]. The most well known are ORM [2] with its successor ORM2 [3], NIAM [4],
FCO-IM [5], and PSM [6]. This group of closely related dialects we will call fact-
oriented modeling (FOM) languages.

FOM has proven to be a powerful approach; yet for some information struc-
tures easier or more intuitive modeling facilities could be available. For instance
types being types themselves (categorization types), unnamed collection types,
and the crossing of levels/metalevels are difficult to model [7]. In [8] various mod-
eling problems are addressed, like the identification of Dutch Cabinets, which
we present in Section 4.

Throughout the above and related publications there is an on-going, but less
structured and less explicit discussion about the necessity to introduce new mod-
eling concepts. For instance, PSM extends the basic FOM expressive facilities
with concepts like Set and Sequence to model unnamed sets.

In this paper, we take part in both discussions yet from a different angle: we
treat FOM languages from the perspective of programming languages theory,
and especially one of its sub-disciplines, type theory. Programming language
theory makes a distinction between expressiveness being conceptually essential
and expressiveness being convenient. Type theory provides the formal basis for
the design, analysis and study of type systems. Type systems offer many powerful
possibilities for modeling data structures.

Our aim is to demonstrate that achievements of programming languages the-
ory can fruitfully be used for designing and extending FOM languages. As our
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core contribution we show in the Sections 3 and 4 that extending the essential
expressiveness of FOM languages with the single concept of algebraic data types
allows a natural and straightforward modeling of the aforementioned information
structures and many others too.

We conclude with a brief sketch of some of the expected benefits and the
research questions arising when FOM languages are extended following the pro-
gramming languages approach.

2 Achievements of Programming Language Theory

In this subsection we give a short summary of the approach commonly accepted
for the (formal) design of programming languages [9] and we introduce algebraic
data types as well.

2.1 Formal Design of a Language

The expressive possibilities of languages are layered, as illustrated in Figure 1.
The basis of formal languages is a computational model. Examples of computa-
tional models are the Turing machine, the lambda calculus, the relational algebra
and Petri nets. The aim of a computational model is to establish a mathematical
foundation for computations possible in a language. A computational model is
a mathematical model and commonly has a simple and clear semantics.

With the computational model the essen-
tial computational power of the language is
defined: every computation possible in the
language has to be expressible in the com-
putational model too.

Compulalional
madz]

Core

On this mathematical foundation a core i
language is defined. The big difference be- Standard
tween a computational model and a language i
is that the latter is meant to define programs Libraris, design

pullems

in and that it can be executed on a suit-
able platform. Compared to the computa-
tional model, a core language does not have Fig. 1. Layering

more computational power, only more con-

venience. It offers additional constructs to support programming, for instance
module structures. Every construct in the core language has either a direct coun-
terpart in the computational model, or can be translated to it.

The core language is often extended with all kinds of syntactic constructs for
convenient programming. An example is the (Java and C construct) i++ which
is used for expressing a loop counter. This syntactically extended language is the
standard language programmers work with. It is geared towards practicability
and usability.

Most often a plethora of facilities enabling further ease of programming is
available, like libraries, design patterns etc. All these facilities have in common
that they are basically programs using the language defined by the lower layers.
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Examples of languages defined this way are SQL (based on the relational
algebra), workflow languages like YAWL [10] (based on Extended Workflow Nets
which are again based on Petri nets), functional programming languages like
Haskell [11] and Clean [12] (based on term rewriting systems which are again
based on the lambda calculus) and the .NET framework [13].

It might be clear that no sharp distinction between the several layers can be
made. Computational models are often layered themselves. Furthermore, some
expressive feature of a language might be found either in the core language, in
the standard language, or in libraries.

2.2 Algebraic Data Types

We briefly introduce algebraic data types. In the next section we will show how
algebraic data types can be part of FOM models. An algebraic data type is a
language construct known from the functional programming languages field. It
can be regarded as a grammar with which new types can be defined. We explain
this by a well-known example, the List data type:

:: List a = Cons a (List a) | Nil

For the notation we adopt the notation used in the functional programming
language Clean. The : : is a keyword indicating the beginning of a type definition.
The definition should be read as the type List (holding elements of any type
a) is either (indicated by the symbol |) the Cons of an element of type a and a
List or Nil (the empty list). Square brackets [] are often used as a shorthand
notation for lists. Examples of lists can be found in Table 1.

Table 1. Example lists

Example list Shorthand Which list?
notation
Nil (1 the empty list
Cons 1 (Cons 2 Nil) [1,2] the list consisting of the integers 1 and 2
Cons 3.14 Nil [3.14] the list consisting of the real 3.14

This List data type is recursive: the constructor Cons holds sub-values of the
type List. It is also polymorphic: a List can hold values of any type.

In algebraic data types there is a difference between types and terms. List
Int is a type and the list Cons 1 (Cons 2 Nil) is a term.

Type systems and hence algebraic data types are commonly specified by gram-
mars. In Figure 2 we give a grammar for the definition of an algebraic type using
EBNF notation. This grammar is taken from [12]; we will use it also in the next
sections. {q}+ means one or more appearances of q. Terminals are denoted in
capitals, non-terminals in lower case. The underlined symbols are terminals as
well, to make a distinction between similar symbols of the grammar itself. Note
that the grammar also describes algebraic data types that are not well-formed.
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One of the (many) well-formedness requirements is that a type variable used in
the right hand side should be defined in the left hand side of the definition too.

3 Extending Fact-Oriented Modeling Languages

In this section we will demonstrate how, using the approach described in Sec-
tion 2, FOM languages can be extended. Distinguishing between fundamental
expressiveness and convenient expressiveness is applicable to FOM languages as
well. There is however a difference with programming languages: FOM is not
primarily meant to write programs in and is not expected to be executed (yet).

algebraicTypeDef = :: typelLhs = constructorDef {| constructorDef}
typeLhs = typeConstructorName {typeVariable}

constructorDef = constructorName {type}

type = typeVariable | TypeConstructorName | (type) | basicType
basicType = Int | Real | Char | Bool | String
typeConstructorName :== String

typeVariable :== String

Fig. 2. Grammar describing algebraic data types

3.1 A Grammar for Basic FOM Structures

As for the algebraic data types, we give in Figure 3 a grammar describing ba-
sic structures of fact oriented models. Our grammar describes what we consider
to be a core FOM language. We limit ourselves considerably: we only describe
a language for the structure of fact oriented models, not (yet) taking into ac-
count specialization and generalization, and leave out aspects like constraints as
well. These restrictions however do not influence the generality of our discussion.

model = {namedtype}+

namedtype = facttype | objecttype

facttype = (NAME identifier, FT {role}+)

objecttype = (NAME identifier, OBJ identifier)

role = (PB roleplayer)

roleplayer = labeltype | identifier // identifier must be existing name
labeltype = LB identifier

identifier :== String

Fig. 3. Grammar describing FOM structures

We describe the basic characteristic of FOM structures: their basis in facts.
Our grammar only provides for expressing fact types (in the grammar: FT), label
types (in the grammar: LB) and objectification (in the grammar: OBJ). Roles
are either played by (in the scheme: PB) label types or by items in the scheme
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that have a name (which is used to refer to them), the latter being either fact
types or object types. In the next subsection we will explain how other constructs
can be translated to the language defined by this grammar.

One of the well-formedness requirements for this grammar is that if a role
is played by an identifier, this identifier must be the elsewhere defined name of
a fact type or object type. Note furthermore that the grammar just produces
fact oriented models in a mechanical manner: the syntax of the language. Its
semantics have to be assigned separately. For FOM this is commonly done using
set theory, for instance in [14]. Following the layered scheme of Section 2.1, we
could designate set theory the computational model.

Example model. The same (well-formed) model defined by the grammar is
expressed textually in Figure 4 and diagrammatically in Figure 5.

(NAME ft1, FT (PB (LB 1b1))) o :,_1,:..\]
(NAME o1, OBJ £t1) /" “\/ L e

(NAME £t2, (PB ol) (PB ol)) \ ”
(NAME 02, OBJ £t2) ] ]
(P2 (camm "

(NAME £ft3, FT (PB 02) (PB 1b2))

Fig. 4. Example scheme as text Fig. 5. Example scheme as diagram

3.2 Mapping Non-basic Structures to Basic Structures

Our grammar defines a core language. FOM languages like FCO-IM, ORM and
PSM allow more constructs than our grammar defines; for instance ORM and
PSM have Objects which are not defined by our grammar. Following the layered
scheme we introduced in Section 2.1, we will now point out how some particular
constructs of these FOM languages can be mapped to the language defined by
our gramimar.

Mapping example 1. The structure of FCO-IM
schemes is very much like those defined by our
grammar. Each label and fact type in an FCO-IM | erieinl i

hpe " number : ;'fllsqll,cuc: '\_
scheme directly correspond to a similar label and D el N AT

fact type in our computational model. FCO-IM is /-*\*'-\IJJ‘I%\ \\ ;-
S

.

fully communication oriented and hence every fact
type (unary and higher) must be accompanied by
a sentence. Such a sentence can be mapped to
our language by objectifying the original fact type
and adding a fact type expressing the sentence, as
demonstrated in Figure 6. The fact type in the figure is to be read as " The fact
type (Fact type) has as (number) th sentence part (sentence part).”.

Fig. 6. Mapping of sentence

Mapping example 2. The ORM and ORM2 languages (and NIAM as well)
have Entity types. These are not directly defined by our grammar, but can be
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translated to objectified unary fact types. ORM objects are required to have an
identification, which is naturally accomplished this way.

Some constructs cannot be mapped to our core language:

Non-mapping example. PSM has the Set and Sequence type enabling the
modeling of unnamed collections. With the Set type a fact type like ” Trainer
(Name) trains team (Set of Player).” can be phrased. Such a structure funda-
mentally cannot be expressed in our core language.

The Set type is just one of the many examples of a collection type: a type en-
compassing a collection of members and having certain characteristics (like no
duplicates for Set and an order for Sequence). Collection types are analyzed in
[15].

FOM languages struggle with collection types, especially when they are un-
named. Many strategies to tackle this problem have been proposed, like introduc-
ing types for kinds of collections (in PSM), the extensional uniqueness constraint
[16] thus avoiding complex semantics, higher order logic [17], and avoiding the
problems at all by remodeling to a first-order scheme.

Our way to address this problem is by adding algebraic data types to the
fundamental expressiveness of FOM languages.

3.3 Adding Algebraic Types to Fact Oriented Models

Our core idea is to allow that in FOM schemes roles can be played by algebraic
data types as well. This we express by updating our grammar (see Figure 7).

roleplayer = labeltype | identifier | algebraictype
algebraictype = typeConstructorName roleplayer

Fig. 7. Updates to grammar for FOM structures

The definition of the algebraic data type itself is not part of the scheme, but
is to be given separately as a kind of program text.

A graphical notation for an algebraic data type has to be chosen. As yet, we
pick just one of the many diagrammatic possibilities: a rectangle with the name
of the type in it. Independent of which representation is chosen, somehow in the
scheme it should be referred to the algebraic data type.

Illustrating example. A ToDo list, identified by its name, holds a list of tasks,
identified by their names. Using the List type defined earlier we can phrase the
fact type ” The ToDo list (Name) holds tasks (List Task)”. This is illustrated in
Figure 8. A example fact is ” The ToDo list Urgent holds tasks [Finish research
proposal, Mark recent exams].”

The observant reader will notice that in fact types (algebraic) types are used,
whereas facts use terms.
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List a — —— . | --
e G o W e
(a) Just the alge- (b) Use in the scheme

braic data type

Fig. 8. Picturing algebraic data types

4 Modeling Examples

We now demonstrate with some examples how algebraic data types can be used
for easy and straightforward modeling of complex information structures.

Unnamed list. For a medical survey, (only) the sex and birth dates of chil-
dren of the involved families are recorded. Families are identified by a FamilyId
(a number). Conceptually, per family an unnamed list of combinations of sex
and birthdate is recorded. We define the following types:

:: ChildInfo = Info Sex Date
:: Sex = Male | Female
:: Date = D Year Month Day

Now the information recorded for a family is a List of ChildInfo, and for the
information structure we phrase the fact type: ” Family (FamilyId) has children’s
info (List ChildInfo).” Some example facts are: "Family 23987 has children’s
info /] and "Family 56342 has children’s info [Info Female (D 2001 12 5)].”
and ”Family 34231 has children’s info [Info Male (D 2002 3 25), Info Male (D
2002 3 25), Info Female (D 2003 11 16)].”, the last family having a male twin.

Identification of Dutch cabinets. The following example we borrow from
[8]. The authors artfully solve this problem and others too by using generaliza-
tion and by allowing null values in populations having a uniqueness constraint
as well.

In the Netherlands a cabinet is named after its Prime Minister. For instance
the Cabinet Den Uyl governed from 1973 to 1977. When a Prime Minister serves
more than one term, the corresponding cabinets are named I, II, ITI, etc. For
instance, the Cabinets Lubbers I, Lubbers IT and Lubbers III were three succes-
sive cabinets governing from 1982 to 1994. To model this information structure,
we define the following type:

:: CabinetName = OneTerm String | MoreTerms String RomanInt
: RomanInt = ...

We now can phrase the fact type ” The term of cabinet (CabinetName) started
in the year (Year).” Some example facts are: " The term of cabinet (OneTerm
Den Uyl) started in 1973.” and ”The term of cabinet (MoreTerms Lubbers I)
started in 1982.”.
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Set type. The well-known game of Quamsplash [5] is played by unnamed teams
consisting of players identified by their name. Teams play matches against each
other. To model this information structure, we define the algebraic data type:

:: Set a =E | S a (Set a) // E for Empty Set

Sets do not have duplicate members. Notice that such a property can not
expressed with an algebraic data type, but should be implemented by access
functions of the data type.

With the above Set type, and assuming that the type PlayerName is a string,
a match is described by the fact type ”(Set PlayerName) plays against (Set
PlayerName)”. An example fact is "Team Set Guido E plays against team
Set (Jan Pieter (Set Marko (Set Fazat E))).”, or using the shorthand notation
with curly brackets {} ?Team { Guido} plays against team {Jan Pieter, Marko,
Fazat}.”

Higher order types. We present an information structure that is very much
like the example in [7], which was again borrowed from [17].

ACME (A Company that Makes Everything) produces everything. Table 2
is a tiny part of the data available about ACME, presenting a list of its best
selling products and some of their attributes. The third column specifies the
colors in which a product is made by ACME. Some products can be enhanced
with options, given in the fourth column. For example, for the Portable hole is
made in two colors and optionally can be provided with an Explosive and/or a
Fence. The last column indicates what attributes of the product are up to the
costumer to be chosen. For instance, although the Mojo is manufactured in two
colors, the customer cannot choose: the color is a surprise upon receipt.

Notice that Table 2 only gives information about ACME products, not about
actual choices of customers.

Table 2. Best selling products of ACME

Prod. Product name Possible colors Options Customer chosen
101 Personal jetpack  {Green, Brown} - {Colors}
102 Inflatable submarine {Yellow} {Restroom} {Options}
701 Portable hole {Black, Grey} {Exploswe Fence} {Colors, Options}
1001 Mojo {Pink, Purple} {}

To elucidate the modeling problem, we quote from [7]: ”First, it is in non-first
normal form, allowing unnamed sets as entries (for instance Colors). (snip) Sec-
ondly, its final attribute (column) allows as entries unnamed sets whose instances
appear to be attributes themselves, thus crossing levels/metalevels.”

Using the standard FOM approach, this information structure either can be
treated directly but then higher order logic is needed, or it is to be transformed
to a first order scheme. Using algebraic data types, modeling can be done almost
straightforwardly, because both metalevels and levels are just types. We define
the following types (assuming that ColorName and OptionName are both strings):
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: Colors = Set ColorName
:: Options = Set OptionName
:: CustomerChoice = C Colors | O Options
:: CustomerChosen = Set CustumerChoice

Table 3 gives the fact types and example facts using the types defined above,
where furthermore no is a number and name is a string.

Table 3. Fact types and example facts

Fact type (using types) Example fact (using terms)

Product (no) has name (name). Product 1001 has name Mojo.

Product (no) has possible colors (Colors). Product 701 has possible colors {Black,
Grey}.

Product (no) has options (Options). Product 102 has options { Restroom}.

For product (no) may be chosen by cus- For product 101 may be chosen by cus-

tomer (CustomerChosen). tomer {C Colors}.

5 Reflection, Conclusion and Future Work

We showed how fact oriented models can be extended with algebraic data types,
using the approach from the programming languages field. Thus we obtain nat-
ural and straightforward modeling of complex information structures like un-
named collection types and higher order types.

By introducing algebraic data types, we move from set theory and first order
logic as formal foundation of FOM to type theory, the latter having its origins in
the Principia Mathematica by Russell and Whitehead [18]. Set theory and type
theory were both answers to paradoxes arising from naive set theory. Set theory
together with classical logic is the standard foundation of modern mathematics,
whereas type theory is one of the major pillars of computer science.

By regarding fact oriented models from the programming language perspective
(by regarding them as types), a wealth of results from decades of programming
language research might become applicable. We briefly mention the most inter-
esting research issues:

Abstraction. Type theory provides for mechanisms for the definition of many
more advanced types, like abstract data types and quantified types. Furthermore,
type systems offer tremendously powerful abstraction mechanisms, which are
one of the core features of functional programming languages. Abstraction is
a heavily desired feature for fact oriented models, as many authors previously
pointed out [19], [20], [21], [22].

Integration of functionality. With programming languages data structures
are defined (using types) as well as algorithms manipulating these data struc-
tures. By having types as basis for fact oriented modeling languages we can inte-
grate functionality very naturally into information models. An apparent example
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are abstract data types, which define a specification of a set of data and the set
of operations that are allowed on the data.

Implementation. With the definition of complex data types in fact oriented
models, problems with mapping them to a target platform (for example rela-
tional tables) arise. This is a major research subject. A promising starting point
is polytypic programming [23], using transformations working on types (models).
Research for mapping types to relational tables can be based on this technology,
together with the already existing orthogonal persistence of any type in files [24].

In our opinion it would be valuable to start a discussion in the fact oriented
modeling community whether and how FOM languages could be designed and
extended following the approach we sketched.
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Abstract. In the analysis phase of information systems development, it is im-
portant to have the conceptual schema validated by the business domain expert,
to ensure that the schema accurately models the relevant aspects of the business
domain. An effective way to facilitate this validation is to verbalize the schema
in language that is both unambiguous and easily understood by the domain
expert, who may be non-technical. Such verbalization has long been a major
aspect of the Object-Role Modeling (ORM) approach, and basic support for
verbalization exists in some ORM tools. Second generation ORM (ORM 2)
significantly extends the expressibility of ORM models (e.g. deontic modalities,
role value constraints, etc.). This paper discusses the automated support for ver-
balization of ORM 2 models provided by NORMA (Neumont ORM Architect),
an open-source software tool that facilitates entry, validation, and mapping of
ORM 2 models. NORMA supports verbalization patterns that go well beyond
previous verbalization work. The verbalization for individual elements in the
core ORM model is generated using an XSLT transform applied to an XML file
that succinctly identifies different verbalization patterns and describes how
phrases are combined to produce a readable verbalization. This paper discusses
the XML patterns used to describe ORM constraints and the tightly coupled fa-
cilities that enable end-users to easily adapt the verbalization phrases to cater
for different domain experts and native languages.

1 Introduction

To help ensure that a conceptual schema accurately models the universe of discourse,
the schema should be validated by a business domain expert. One effective way to fa-
cilitate this validation is to verbalize the schema in language that is both unambiguous
and easily understood by the domain expert, who may be non-technical. Various pro-
posals and tools exist to facilitate verbalization of business rules. The RuleSpeak
sentence templates [19] provide basic rule verbalization patterns, but their informal
nature obviates automatic transformation into executable code. The Object-oriented
Systems Analysis (OSA) model [6] supports high level, informal rules as well as for-
mal rules in a predicate calculus notation. Our approach instead uses a single lan-
guage that is both formal and conceptual, so that it can serve for communication and
validation with domain experts, as well as being executable. While its motivation is
similar to that of Common Logic Controlled English (CLCE) [20], its syntax is higher
level (e.g. pronouns are often used instead of variables), and it is designed for ease of
localization into different native languages.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 11811190, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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In industry, the most popular high level information modeling approaches are the
Entity-Relationship (ER) approach [5] and the Unified Modeling Language (UML)
[18], with dialects of Object-Role Modeling (ORM) [e.g. 2, 8] arguably being in third
place. The Barker ER approach [3] provides a discipline for relationship readings that
enables internal uniqueness and mandatory constraints to be verbalized. The NaLER
[1] approach extends this somewhat. However these approaches handle only a small
fragment of ORM constraints, are restricted to binary relationships, and are unsuited
to verbalizing fact instances. For textual expression of rules, UML advocates the use
of the Object Constraint Language (OCL) [21], but the syntax of this language is too
mathematical to enable reliable validation by non-technical business domain experts.

While many ORM languages exist for model specification, such as RIDL [16] and
LISA-D [15], few tools support automatic verbalization of ORM models. In the
1990s, one of the authors specified automated support for verbalization in ORM [7],
and later extended this for Microsoft’s ORM source model solution [14]. More re-
cently, we specified and implemented a substantially improved verbalization mecha-
nism for Neumont ORM Architect (NORMA) [17], an open-source tool for entering
second generation ORM (ORM 2) [10] models and transforming these to application
code. In addition to catering for new features in ORM 2, such as deontic modality,
role value and explicit subtyping constraints, we now support improved verbalization
in both positive and negative forms, including verbalization of the set-based nature of
spanning uniqueness constraints, and the absence of relevant constraints [9].

While preliminary versions of a few of our simpler verbalization patterns have ap-
peared in popular journals [e.g. 11], this paper is the first to discuss the detailed speci-
fication and implementation of the verbalization patterns. Section 2 provides a brief
overview of verbalization support in NORMA. Section 3 specifies some typical ver-
balization patterns. Section 4 details how the verbalization engine is implemented in
NORMA, including reasons for certain design decisions. Section 5 summarizes the
main results, suggests topics for further research, and lists references.

2 Overview of Verbalization in NORMA

Our verbalization language for ORM 2 was architected to meet five main design crite-
ria: expressibility, clarity, flexibility, localizability, and formality [9]. For expressibil-
ity reasons, both alethic and deontic modalities are supported [12]. Localization con-
cerns as well as support of natural verbalization for predicates of any arity dictated
use of mixfix predicates (e.g. ... introduced ... to ... on ...). For clarity and flexibility
reasons, constraint verbalizations may be presented in positive or negative form
(showing how to satisfy or violate the constraint), and may use relational or attribute
style (employing predicate readings or role names) or a mix of the two.

NORMA automatically verbalizes whatever part of the ORM model is currently
selected. As a simple example, Fig. 1 displays a NORMA screen shot showing the
automated verbalization in positive form of three fact types along with seven con-
straints (four alethic and three deontic). The mandatory and uniqueness constraints on
the top binary fact type in Fig. 1 are verbalized in positive form thus: Each Person was
born in exactly one Country.
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Fig. 1. Screenshot of positive verbalization in NORMA

The absence of a uniqueness constraint on the right-hand role is verbalized: It is
possible that more than one Person was bom in the same Country. Pressing the “—" button re-
displays the constraints in negative form: For each Person, it is impossible that that Person
was born in more than one Country; It is impossible that any Person was born in no Country.

The uniqueness constraint spanning both roles of the citizenship fact type specifies
both that the association is many:many, and that its population must be a set rather
than a bag of facts. These two aspects are verbalized separately: It is possible that more
than one Person is a citizen of the same Country and that the same Person is a citizen of more than
one Country; Each Person, Country combination occurs at most once in the population of Person is
a citizen of Country. The constraints discussed so far are alethic (they are logical or phy-
sical necessities and hence cannot be violated).

Deontic constraints (marked graphically with “0”) indicate rules that ought to be
obeyed but may possibly be violated. As a simple example of deontic verbalization,
the left deontic uniqueness constraint in Fig. 1 is verbalized in positive form thus: It is
obligatory that each Person is a husband of at most one Person. In negative form, we have: For
each Persony, it is forbidden that that Person is a husband of more than one Personz.

Forward hyphen binding treats the word before the hyphen as an adjective (e.g. a
uniqueness constraint on the first role of Person has first- GivenName verbalizes as “Each
Person has at most one first GivenName.”). As new features, NORMA also caters for re-
verse hyphen binding (e.g. Student has Preference -1 may be used instead of Student has
first- Preference) and predicates with front text (text before the first object placeholder).
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For example, the uniqueness constraint on the first role of the birth of Person occurred in
Country verbalizes: For each Person, the birth of that Person occurred in at most one Country.

NORMA also caters for constraint types that are new in ORM 2, such as value
constraints on roles (e.g. The possible values of Person.height(cm) are [20..270].) and value
constraints involving open, continuous ranges (e.g. The possible values of NegativeTem-
perature(Celsius) are at least -273.15 and below 0.).

3 Sample Verbalization Patterns

In specifying the verbalization patterns for ORM 2, great care was taken to cover all
possible cases. In this section, we illustrate the style of high level specification pro-
vided as input to developers. The actual specification documents are vast, and will be
released as technical reports, e.g. [13]. Here we include just a tiny fragment from the
specification for verbalization of inclusive-or (ior, i.e. disjunctive mandatory) con-
straints for the sub-case of unary and/or binary and/or n-ary predicates.

The positive, alethic relational pattern for the case where each constrained role
starts a predicate reading is shown in Fig. 2. The object types are not necessarily dis-
tinct. Each predicate R; has n; roles (n; = 0) following the role played by A. So the
predicates may all be of different arity (unary upwards), and the object types may or
may not be the same. We verbalize all the binaries before all the unaries. The deontic
version prepends “it is obligatory that” to the positive form.

+ve: Each A R, some 51, ... some 51 ,
or ..
R,some Bn, ... some Bn, .

—%' For each unary R, (1 < /< n), the disjunct ends at R..

Move the unaries to the end.

Fig. 2. Inclusive-or verbalization pattern when each constrained role starts a predicate reading

Examples: Each Partner became the husband of some Partner on some Date
or became the wife of some Partner on some Date.

It is obligatory that
each Vehicle was purchased from some BranchNr of some AutoRetailer or is rented.

If even one predicate in the previous case has front fext, the pattern in Fig. 3 (some
constrained roles do not start a predicate reading) is used instead. If any R; predicate
contains front text, this is included as part of the predicate reading. The positive, ale-
thic relational pattern is shown. The object types are not necessarily distinct. If A plays
more than one role in at least one of the R; predicates, we subscript its instances to dis-
tinguish them. Each predicate R; may have ni roles (ni 2 0) plus the role played by A.
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+ve: For each 4,
R, some 51, ... that A ... some 51 ,
or..
or R some 5, ... that A... some 51, .

—1 For each unary R, (1 < /< r), use the disjunct that A R,.

" Move the unaries to the end.

If A plays multiples roles in
a predicate, distinguish its
instances by subscripting.

Fig. 3. Ior verbalization pattern when some constrained roles don’t start a predicate reading

Examples: For each Partners,
on some Date that Partners became the husband of some Partnerz
or on some Date that Partner; became the wife of some Partner..

It is obligatory that for each Vehicle,
some BranchNr of some AutoRetailer sold that Vehicle
or that Vehicle is rented.

4 Implementation in NORMA

This section briefly outlines how verbalization support is implemented in NORMA.
Implementing a verbalization pattern needs care because the number of potential
variations is very high. A conservative estimate is that a full ORM verbalization im-
plementation coded by hand requires 10,000-15,000 lines of code, or about 6 person
months. Incremental maintenance costs would also be extremely high due to the size
of the code. To succeed both short term and long term, we decided to use a pattern-
driven generative approach to implement the code whenever possible.

The rules for verbalization of a constraint pattern are constant, but the actual text
used for different parts of the verbalization depends on environment-specific factors.

1. Although our reference implementation uses English, verbalization in other lan-
guages should incur only incremental implementation costs.

2. The same verbalization engine should be able to render different output formats.
NORMA'’s verbalization window will display html, but we may want different html
for a report view, and plain text in other views.

3. Personal verbalization preferences are also an environment factor. For example,
by default we do not show the implied “It is necessary that” before positive alethic
constraints. However, any skilled user should be able to choose to see the explicit
form, or rephrase it (e.g. “The following condition is necessary: 7).

4. A skilled user should be able to easily adapt the verbalization output to the cur-
rent target audience (e.g. replace the default deontic “it is obligatory that” with “It
ought to be that” or even a personalized ‘CompanyName policy requires that’).
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The goal of dynamic verbalization is to output verbalization that is easily validated
by the reader. Readers typically prefer verbalization in their native language. If the
reader wants a full report instead of individual diagram selections, then the same ver-
balization engine should be able to produce both a standalone printed report and a
website of mini-reports for each object type, fact type, and constraint.

Two approaches may be used to generate a verbalization phrase. Both combine
user-provided predicate text and object type names or instances with text particles
provided by the verbalization engine. The first approach uses concatenation, where
pieces of a phrase are constructed by combining particles in a specific order. The sec-
ond approach uses field replacement, where the particles specify the location and or-
der of the particles surrounding them. Let’s break down the verbalized phrase “Each
Person was born in some Country”” using both approaches.

To use concatenation to verbalize this phrase requires seven strings to be combined
in the correct order. Arbitrary predicate text requires arity+1 strings. In this case, the
three predicate strings are {"", " was bornin ", ""}. In addition to the predicate strings,
the user-provides the object type names {"Person", "Country"}. The verbalization en-
gine then provides the universal quantifier "each " and the existential quantifier "some
". The specified pattern (a simple mandatory constraint on a binary predicate where
the mandatory role begins a predicate reading) is now built as follows. Though not
shown here, each verbalization starts with a capital letter and ends in a period “.”.

"" + "each " + "Person" + " was born in " + "some " + "Country" + ""

In practice, generating formatted text is significantly more complicated because
each particle must include formatting specifications before and after the text, thus tri-
pling the number of text particles necessary to complete the phrase.

The field replacement approach uses numbered replacement fields. We’ll show
these in the format required for the .NET System.String.Format function, which uses
(regular expression) “\{\d+\}” to denote a zero-based replacement field in a format
string. For example, “{0}” in a format string is the placeholder for the first replace-
ment field. The Format function takes a format string as the first argument, followed
by arguments for the replacement fields. For our current phrase, the predicate text is
"{0} was born in {1}" and the quantifiers become "each {0}" and "some {0}". The
equation now looks like:

REPLACE("{0} was born in {1}", REPLACE("each {0}", "Person"), REPLACE("some
{0}", "Country"))

Note three immediate advantages to this approach. First, the model stores a single
predicate text with replacement fields instead of arity+1 strings. Second, adding for-
matting specifications to verbalization-provided quantifiers does not increase the
number of snippets or increase the algorithmic complexity. Third, order dependency
is eliminated: “each” may come before “Person” in English, but other languages may
have some quantifiers either after or around a given replacement field. Using the con-
catenation approach would require new code for each language or before/after specifi-
cation for every phrase. The replacement approach removes all ordering and formatting
considerations from the code, placing the onus for ordering on the snippets.

Using field replacement exclusively in the ORM?2 verbalization engine allows all
snippets to be specified as user-modifiable data. Concatenation is used only for list
generation and incorporates user-specified list separators. Using field replacements
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simplifies the verbalization engine and enables data-driven snippet sets to be specified
according to both language and user preferences. Snippets are considered dynamic
data; how they are combined is specified statically for each verbalized model element.

Given the decision to employ field replacement, the next step was to identify com-
ponents and determine which pieces should be generated and which ones hand coded.
Two primary factors weighed in this decision: First, how often is the code reused?
Code generation is generally cost effective only if the generator is applied to more
than one piece of data. Second, how complex is the mapping from the verbalization
specification to the generated code? The more complex the pattern, the more vital it is
to concisely represent that pattern as data, allowing the resulting verbalization imple-
mentation to be indirectly modified by changing the input data to the generator.

The implementation was eventually broken down into the following components:

1) The selection manager determines which elements are to be verbalized, applies
all phrase delimiters such as capitalization and punctuation of sentences, adds lines
between selected elements, and indents verbalization phrases for aggregated elements.
A good selection management routine allows individual elements to concentrate on
self-verbalizing without worrying about the context in which they are verbalized. Se-
lection management routines reference dynamic snippets for document header and
footer information, punctuation, and white space, but are otherwise hand coded. The
engine recognizes the [Verbalize interface implemented by individual elements.

2) The snippet manager determines which snippet variations are available on the
user’s machine. Snippets can be specified by the core model and any other extension
model (the core is not given preferential treatment). User-authored XML files provide
customization. The snippet manager presents the user with the available snippets (in
the options page), then validates and loads the files. The reference implementation of
each snippet set is coded into the application to protect the engine from rogue cus-
tomizations. The snippet manager is hand-coded, while the snippet set implementa-
tion is generated. XML for the reference snippet set is installed but never loaded.

The selection and snippet management components provide the necessary frame-
work for individual elements to verbalize themselves. From the selection manager
perspective, an element can be verbalized if it implements the IVerbalize interface.
This paper focuses on the XML patterns used to represent the complex patterns in the
verbalization specification. Individual element verbalization is difficult and involves
precise translation from specification to code. Representing the specification in XML
provides a formal, unambiguous representation of the expected verbalization in a
form that can be easily verified and modified. Given the XML, generating [Verbalize
interface implementations is an XSLT exercise that is beyond the scope of this paper.

Various XML constructs are needed to fully reflect the verbalization specification.
The Snippet element, referencing a snippet name, is the only obvious construct. The
number of children inside a Snippet tag corresponds to the number of replacement
fields expected. The XML schema then revolves around different ways to specify re-
placement fields, often recursively. The difficulty is to specify conditions to determine
which snippet combinations to use. Conditions come in many different forms.

1) Differences in modality (alethic or deontic) and sign (positive and negative ver-
balization) are primarily handled by providing different snippets with the same name.
Retrieving a snippet by {name, modality, sign} instead of just {name} takes care
of the largest variability in specifying which snippet to use. It is possible to specify
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radically different verbalizations for sign and modality, but the majority of the cases,
especially with modality, have the same pattern with minor variations in the snippet.
For the common case, no additional XML is required to switch modality and sign.

2) Differences in the shape of constraints. These differences revolve around the
number and arrangement of roles and are represented by the ConstrainedRoles tag.
Possible attributes of ConstrainedRoles include factArity (the number of roles in the
fact being constrained, used for internal uniqueness and simple mandatory con-
straints), factCount (the number of fact types being constrained), maxFactArity and
minFactArity (similar to factArity, but used for multi-fact constraints), and sign (set
to either positive or negative, to use different patterns on sign).

3) Differences in the availability of reading text for a given lead role or reading or-
der. ORM verbalization uses the most natural reading available, falling back on a
more complicated form if the optimal reading is not available. The ConditionalRead-
ing tag, occurring directly inside ConstrainedRoles, contains ReadingChoice tags,
each of which specifies a match attribute with reading conditions. Reading prece-
dence corresponds to the order of the ReadingChoice tags. The last ReadingChoice
tag can omit the match attribute, indicating the lowest priority fallback condition.

4) Once a pattern and reading are selected, decisions still need to be made based on
how a given role is used in the constraint. The most common classification is whether
a role in the FactType is included or excluded in the constraint. Additional classifica-
tions occur when roles are iterated (with the IlferateRoles tag). Inside an iteration, a
given role can be included (a constrained role), excluded (not a constrained role), pri-
mary (the current role in the set being iterated), and secondary (a role in the set being
iterated that is not the current role). Specifying sets of roles in this fashion gives us a
flexible, set-based algorithm that works for both single-role and multi-role sets.

The following sample, which is part of the MandatoryConstraint specification, il-
lustrates uses of these tags and conditions. <!-- Comments --> are in the XML.

< |- Specify the type of constraint. This will implement [Verbalize on the MandatoryConstraint class. -->
<Constraint type="MandatoryConstraint" patternGroup="SetConstraint">
<I-- Positive verbalization of a mandatory constraint on a unary fact type --><!-- Each AR -->
<ConstrainedRoles constraintArity="1" factArity="1" sign="positive">
<I-- ImpliedModalNecessityOperator: {0}’ (positive alethic), ‘it is obligatory that {0}’ (positive deontic) -->
<Snippet ref="ImpliedModalNecessityOperator'>
<I-- UniversalQuantifier is ‘each {0} -->
<Snippet ref="UniversalQuantifier'>
<I-- Fill the default predicate text replacement fields with the role player names -->
<Fact/></Snippet></Snippet></ConstrainedRoles>
<l-- A single-role simple mandatory constraint on a binary fact type --><!-- Each A R some B -->
<ConstrainedRoles constraintArity="1" factArity="2">
<l-- The pattern will change based on the available predicate text -->
<ConditionalReading>
<l-- A reading is available that begins with the constrained role -->
<ReadingChoice match="RequireLeadReading">
<Snippet ref="ImpliedModalNecessityOperator">
<I-- Populate the predicate text using the reading from the current context -->
<Fact readingChoice="Context">
<I-- Qualify all roles included in the constraint with the UniversalQuantifier ‘each {0}’ -->
<PredicateReplacement match="included">
<Snippet ref="UniversalQuantifier'/></PredicateReplacement>
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<I-- Qualify all remaining roles included in the constraint with the ExistentialQuantifier ‘some {0}’ -->
<PredicateReplacement>
<Snippet ref="ExistentialQuantifier'/>
</PredicateReplacement></Fact></Snippet></ReadingChoice>
<I-- The negative form of the snippets changes ‘each’ to ‘any’ and ‘some’ to ‘no’. Combining these two
snippet variations with the ImpliedModalNecessityOperator changes ‘Each A R some B’ to ‘It is impossible
that any A R no B’. Given that the pattern change is limited to the snippet variations only, there is no rea-
son to provide an alternate pattern for negative or deontic forms of the verbalization phrase -->

<I-- Move onto the fallback form (no lead reading is available) --><!-- For each A, some B S that A -->
<ReadingChoice>
</l—The ForEachCompactQuantifier snippet has two replacement fields on the same line -->
<Snippet ref="ForEachCompactQuantifier">
<I-- List all included roles. A listStyle is not needed here as the ConstrainedRoles conditions ensure there
will only be one item in the set. Otherwise, listStyle could be SimpleList. The hyphenBind attribute indi-
cates that any hyphen binding in the predicate text should also be applied when the roles are listed -->
<lterateRoles match="included" listStyle="null" hyphenBind="true"/>
<I-- The rest is similar to the previous case, except ‘each A’ becomes ‘that A’ -->
<Snippet ref="ImpliedModalNecessityOperator">
<Fact>
<PredicateReplacement match="included">
<Snippet ref="DefiniteArticle"'/></PredicateReplacement>
<PredicateReplacement>
<Snippet ref="ExistentialQuantifier"/>
</PredicateReplacement></Fact>
</Snippet></Snippet></ReadingChoice></ConditionalReading></ConstrainedRoles></Constraint>

This style of XML is used to verify that we have an exact match with the specifica-
tion, and forms the input to the code generator. There are other conditional constructs
that are not shown. For example, ConditionalSnippet allows us to use the same re-
placement fields while varying the snippets and ConditionalReplacement allows us to
use different replacement contents inside a single snippet. Additional conditional and
iteration constructs are being added as needed to formalize the verbalization require-
ments. Including standard code to verify error conditions that is generated with all
constraints, the sample XML above (~30 lines of data, comprising 2 of the 6 Con-
strainedRoles elements on MandatoryConstraint) produces ~350 lines of code. In
general, we’re getting at least a 1/10 ratio between XML and generated code. In addi-
tion to being able to easily verify the implementation against the spec, we also have
the advantage that a minor change in the code generator can produce widespread
changes in the code base. For example, ~50 lines of new XSLT and some new hand-
coded support functions added hyphen binding support to all constraint verbalizations.

5 Conclusion

This paper discussed the automated support for verbalization of ORM 2 models pro-
vided by the open source NORMA tool, which caters for verbalization patterns that
go well beyond previous verbalization work in ORM, and uses a generation process
based on application of XSLT transforms to an XML file that succinctly identifies dif-
ferent verbalization patterns and describes how phrases are combined to produce a
readable verbalization. At the time of writing, most ORM constraint patterns have
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been specified and implemented. Future work will extend the verbalization to cover
all aspects of ORM 2 models (schemas plus populations).
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Abstract. In the DOGMA ontology engineering approach ontology con-
struction starts from a (possibly very large) uninterpreted base of elemen-
tary fact types called lexons that are mined from linguistic descriptions
(be it from existing schemas, a text corpus or formulated by domain
experts). An ontological commitment to such ”lexon base” means se-
lecting/reusing from it a meaningful set of facts that approximates well
the intended conceptualization, followed by the addition of a set of con-
straints, or rules, to this subset. The commitment process is inspired by
the fact-based database modeling method NIAM/ORM2, which features
a recently updated, extensive graphical support. However, for encour-
aging lexon reuse by ontology engineers a more scalable way of visually
browsing a large Lexon Base is important. Existing techniques for similar
semantic networks rather focus on graphical distance between concepts
and not always consider the possibility that concepts might be (fact-) re-
lated to a large number of other concepts. In this paper we introduce an
alternative approach to browsing large fact-based diagrams in general,
which we apply to lexon base browsing and selecting for building onto-
logical commitments in particular. We show that specific characteristics
of DOGMA such as grouping by contexts and its "double articulation
principle”, viz. explicit separation between lexons and an application’s
commitment to them can increase the scalability of this approach. We
illustrate with a real-world case study.

1 Introduction

Ontology engineering methodologies use some combination of ontology engi-
neering processes. Equally important are powerful tools to support the knowl-
edge engineer in applying these methodologies. Our main focus in this paper
is how proper visualization can assist the engineer in his work. We do not dis-
cuss large-scale visualizations (e.g., a hyperbolic view), as we intend to research a
more directed browsing approach instead of a large-scale search (e.g., to discover
patterns on the entire data).

In the past years several tools supporting ontology building have been de-
veloped. An elaborate overview of such ontology tools can be found in several
sources [1,2,3,4].

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1191-1200, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Protégé [5] is an ontology development tool developed at Stanford Univer-
sity. The knowledge model supporting the tool is designed to use a frame-based
formalism, but is flexible enough to be easily transported to other knowledge
models [6]. In the Protégé project different visualization modules have been de-
veloped. The most active one is an integrated environment called Jambalaya [7],
which facilitates the construction and exploration of ontologies. Practically this
means an additional Jamabalaya tab is available for the user in the Protégé en-
vironment. The module uses a nested graph-based representation of hierarchical
structures, together with nested interchangeable views. It supports a range of
small to large-scale visualizations.

Variations of the spring embedder algorithm [8] are also widely used in tools.
Examples are Aldminister [9], the work of Mutton and Golbeck [10], the OIMod-
eller plug-in for the KAON server [11], and the visualization user interface in
OntoEdit [12]. The ontology is considered as a graph whose vertices represent
concepts and whose edges represent relationships. Vertices are positioned ran-
domly as their initial position. Each vertex is considered to cause a repulsive force
on the others, while edges represent an attracting force. When minimum energy
is reached, the visualization is complete. The advantage is that high-level struc-
ture can be detected. The disadvantage is that the number of iterations and the
initial positions can create a new representation on each call for a visualization.

Bosca, Bonino, and Pellegrino apply a hyperbolic view [13] in the OntoSphere
ontology visualization tool. This is very powerful for displaying very large scale
graphs.

In this paper, we discuss the T-Lex suite, which is a combination of tools we
created and added to the DOGMA Studio Workbench to support the DOGMA
approach on ontology engineering. We focus on visualization in the T-Lex suite,
as we will use this to elicit and apply lexons.

Section 2 gives a brief introduction to the DOGMA approach. In Sect. 3 we
propose the NORM tree, a visualization based on ORM. We illustrate how the
tool works in a small real-world case study in Sect. 4. We end with a conclusion
and possibilities for future work in Sect. 5.

2 DOGMA Framework

The DOGMA'! approach has some distinguishing characteristics such as its
groundings in the linguistic representations of knowledge, and the explicit sepa-
ration of conceptualization and axiomatization. The DOGMA approach is sup-
ported by DOGMA Server, an ontology library system, that already features
context-driven disambiguation of lexical labels into concept definitions [14].
DOGMA is an ontology approach and framework that is not restricted to a
particular representation language. An important characteristic that makes it
different from traditional ontology approaches is that it separates the specifi-
cation of the conceptualization (i.e. lexical representation of concepts and their

1 Acronym for Developing Ontology-Grounded Methods and Applications; A research
initiative of VUB STARLab.
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inter-relationships) from its axiomatization (i.e. semantic constraints). The goal
of this separation, referred to as the double articulation principle [15], is to en-
hance the potential for re-use and design scalability.

This principle corresponds to an orthodox model-theoretic approach to ontol-
ogy representation and development [15]. Consequently the DOGMA framework
consists of two layers: a lezon base (conceptualization) and a commitment layer
(axiomatization).

A lexon base holds (multiple) intuitive conceptualization(s) of a particular
domain. Each conceptualization is simplified to a “representation-less” set of
context-specific binary fact types called lexons. A lexon represents a plausi-
ble binary fact-type and is formally described as a 5-tuple (v, termy,role, co —
role, termg), where 7 is an abstract context identifier, lexically described by a
string in some natural language, and is used to group lexons that are logically
related to each other in the conceptualization of the domain.

Intuitively, a lexon may be read as: within the context -y, the term, (also
denoted as the header term) may have a relation with termso (also denoted as
the tail term) in which it plays a role, and conversely, in which terms plays a
corresponding co-role. Each (context, term)-pair then lexically identifies a unique
concept. A lexon base can hence be described as a set of plausible elementary
fact types that are considered as being true. Any specific (application-dependent)
interpretation is moved to a separate layer, i.e. the commitment layer.

The commitment layer mediates between the lexon base and its applications.
Each such ontological commitment defines a partial semantic account of an in-
tended conceptualization [16]. It consists of a finite set of axioms that specify
which lexons of the lexon base are interpreted and how they are visible in the
committing application, and (domain) rules that semantically constrain this in-
terpretation. Experience shows that it is much harder to reach an agreement
on domain rules than one on conceptualization [17]. E.g., the rule stating that
each patient is a person who suffers from at least one disease may hold in the
Universe of Discourse (UoD) of some application, but may be too strong in the
UoD of another application. A full formalization of DOGMA is found in [18,19].

3 NORM Trees

When an ontology engineer is confronted with a lexon base it is paramount that
the visual representation is both structured and scalable. Working his way through
a lexon base the engineer creates paths, which can be remembered and stored for
later use/reconstruction. This visualization process is highly interactive and en-
ables the engineer to hide or display information at will. These requirements will
allow the engineer (1) to browse easily through the vast amount of knowledge and
(2) to efficiently select paths with which he can construct commitments.

ORM [20] is excellent for visualizing whole schema containing complex struc-
tures in a scalable manner. If the schema grows too large for a proper overview,
it supports several abstraction mechanisms [21]. A potential downside is that it
is possible that cyclic graphs occur, which are unsuitable when looking for paths.
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Another consequence of cyclic graphs is the complexity for automatic layout al-
gorithms when there is a high number of objects in the schema. We propose
the NORM tree? to overcome these problems in visualization. It is based on the
abstraction mechanism of local context.

We claim that our method is structured and scalable. It allows us to create
paths intuitively and hides the complexity of the lexon base and the commit-
ments. However, we have to make some assumptions: (1) we know the starting
point which will be the root-term for our NORM tree, and (2) we have a general
idea of the terms we want in our commitment. The first assumption is to avoid
having to visualize the entire lexon base at once. Because a lexon base is meant
to contain a huge amount of lexons, we would need visualization that can display
everything and still provide a good overview. Such functionality is achieved in
other work, for instance by Pretorius [22] or using a hyperbolic view [13]. Our
focus is on a smaller amount of lexons (i.e., a single context). The second as-
sumption is related to the first, as it also depends on the user knowing where to
browse. Our target engineer is someone who knows for which domain or for which
application he is modeling. He can quickly locate the relevant context, and the
relevant terms inside that context that he needs. In another approach (e.g., for
an knowledge engineer who is exploring), the engineer could start from the high
complexity view (e.g., hyperbolic) and then focus on interesting patterns. Our
NORM tree representation would allow him to dig deeper into a certain pattern
without getting lost in irrelevant information (e.g., from another pattern).

A NORM tree is an undirected rooted tree. There is no meaning in being the
root of the tree, except for the fact that this is the term that the engineer started
with. Any term in a NORM tree can be the root. It is not the intention to show
the whole tree to the knowledge engineer. Rather we let the engineer traverse
the tree by expanding the parts he is interested in.

A variation on the NORM tree is the infinite NORM tree, where the tree
can be infinitely expanded. This is done by always adding the reverse lexon.?
We then add this reversed lexon to the current node. This creates duplicates,
that are identified by coloring them gray. We believe that this duplication helps
because it preserves the complete local context in a restricted area.

Consider a simplified example where the knowledge engineer is interested in
the person that is the owner of a chateau. He does not know what label is
given for this term, so he starts his search from the term "Wine’. He locates the
context "Wine Ontology’ in the lexon base and requests a (infinite) NORM tree
with "Wine’ as root term. Figure 1 illustrates this process. We can identify three
steps that the engineer followed; (1) the root-term "Wine’ is expanded and all its
immediate neighbours are displayed, (2) 'Chateau’ is expanded where the term
"Person’ becomes visible, and (3) "Person’ is expanded to see with which other
terms it is related.

2 NORM is a recursive acronym which stands for ’NORM Ontology Representation
Method”.

3 To reverse a lexon, we switch the head-term with the tail-term and we switch the
role and co-role.
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Person

Chateau Chateau

proguced by / produces

Person Person

Person

has /is of

produces / produced by

Person

drunk by / drinks

Fig. 1. Expansion of an Infinite NORM tree. The grayed-out parts of the tree indi-
cate the redundancies through reversing of lexons. On (3) a path is marked from the
currently selected term ’Person’, over 'Chateau’ ending in "Wine’.

3.1 Semantic Rules on NORM Trees

NORM trees are based on ORM, so it is logical to also adapt the same con-
straints [20]. Because of our NORM tree representation, it is not always triv-
ial to use a similar technique. We modified the representation for the external
uniqueness and total union constraints over multiple roles. We did this because
the same role or term can appear multiple times in our NORM tree. Adhering to
the same notation for all constraints in ORM would rapidly clutter the diagram.

In this paper we limit ourselves to the uniqueness (including identifier), to-
tal union (including mandatory) and value constraints. We denote constraints
that are applied to elements in the same lexon as internal constraints. Con-
straints that are applied to elements from different lexons, we refer to as external
constraints.

3.2 Internal Constraints

The representation for the internal constraints remains equal to that in ORM.
These constitute the internal uniqueness, mandatory and value constraints.
Figure 2 gives an example of these constraints.

3.3 External Constraints

For the external constraints we propose an alternate representation to the one
in ORM. We made this choice for two reasons. Firstly, a NORM tree has redun-
dancy in terms and roles, which would lead to cluttering in the regular ORM
notation. And secondly, not all roles may be visible that participate in a certain
constraint. This leaves two choices: (1) only draw the constraint when all roles
are visible, or (2) make all participating roles visible. The first choice would lead
to confusion and the second to a rapidly cluttered diagram. Therefor, we pro-
pose to use the same symbols for the constraints, but not to connect them to the
participating roles. Instead we use an index number to identify the constraints.
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T ) e

produced by / produces produced by / produces
@ @ {'black’, 'blue' 'red, 'rosé', 'white'}
e ) Yo
produced by / produces has /is of 'rosé",

‘white'y

Fig. 2. The internal constraints on a NORM tree, which are the same as for ORM.
Shown here are (a) the identifier constraint (internal uniqueness on one role), (b)
internal uniqueness on both roles, (¢) mandatory constraint and (d) the value constraint
on a term and on a role.

e1

==

lives at / is of

e1

—

has / is Of
Person

©1

--

drinks / drunk by .
© external uniqueness
©1
Chateau @ totality

owns / owned by

Fig. 3. The external constraints on a NORM tree. Here shown are the external unique-
ness and total union constraints.

In Fig. 3 we show an example of an external uniqueness constraint and total
union constraint. Here we indicate that a Person either needs to drink Wine, own
a Chateau or both. Additionally we indicate that the combination of Address
and Name is unique for a Person.

3.4 NORM Trees in DOGMA Studio

We have created two plugins in Eclipse* that form the T-Lex suite. The plugins
are part of the DOGMA Studio Workbench, which supports the DOGMA on-
tology engineering approach. By combining the plugins from this Workbench
(through Eclipse perspectives), different aspects of DOGMA are supported.
DOGMA uses double articulation, viz. there is a lexon base and commitment,
so we have two plugins: The T-Lex Browser for browsing the lexon base, and
the T-Lex Committer for creating and editing ontological commitments.

The T-Lex Browser provides a view on the lexon base. Using another plugin
from the Workbench, the user selects a term in a particular context. In the
Browser a NORM tree is created with the selected term as the root-term. This
tree contains all the lexons in the chosen context. A screenshot of the browser is
depicted in Fig. 4.

4 http://www.eclipse.org/
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A=! T-Lex Lexon Base Browser &3 ]
Year
sproduced in / contains
contains/
Grape Region onains
svinified from / vinifiesin slocated in / contains
Wine —_ll
A e B - -
sojwned by / owns sowned by / owns
Colour Wine
has/isof owns/isowned by
— ) <

Fig.4. A screenshot of the T-Lex Lexon Base Browser exploring 'Wine Ontology’
context in a lexon base

In order to construct an ontological commitment, the knowledge engineer
needs to select paths in the Browser. She starts by creating a new commitment
in the Committer. She then selects paths in the Browser and drags and drops
them onto this new commitment. Such a commitment can be created with lexons
from different contexts. Once the necessary paths of lexons have been added to
the Committer, semantic constraints can be applied on these paths. A screenshot
of the editor is depicted in Fig. 5.

For the Browser we use infinite NORM trees, as we allow the user all freedom
for browsing. By only showing lexons grouped in one context, we limit the size of
the tree. However, in the Committer we use ordinary NORM trees, because the
focus is not as much on browsing, but rather on editing and adding constraints.

Additionally the Committer is used for mapping the concepts in the commitment
to application symbols, such as tables and attributes in a relational database.
This is based on the work by Verheyden et al. on database mediation [23].

"Zf *T-Lex Commitment Editor &3 ’ =00
e 4
. Winery Person “
sowned by / owns sowned by / owns w
-
-
Y
Wine Year ™
= o

sproduced in / coniains
& |

Grape
svinified from / vinifiesin

Fig.5. A screenshot of the T-Lex Commitment Editor. Displayed is an example onto-
logical commitment.
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4 TIllustration

In this section we give a real-world example as a small illustration of our tool. In
the Bonatema [24] project the goal is to combine information from several data
sources in a flexible manner. This is achieved by using an ontology as a mediating
instrument. The ontology was created according to the DOGMA approach, i.e.
by first creating a set of lexons and then committing to these lexons.

The knowledge engineer used the T-Lex Browser to visualize the lexons in a
pleasant manner. While browsing, he added new lexons to complete the ontology.
Next, he selected appropriate paths from these lexons, and dragged them from
the T-Lex Browser to the T-Lex Committer.

The visual representation was so appealing and functional, that they decided
to add it to a test application for computational prioritization of candidate
disease genes, called Endeavour. In this application, they will use the NORM
tree to browse through the conceptual model, while data for the selected path is
shown, as well as relevant contextual information. This information is obtained
by displaying data that maps to neighbouring nodes of the selected term.

Since the NORM tree representation is reused by an application in the Bon-
atema project, we can say it is no longer an obscure feature of just the T-Lex
suite in DOGMA Studio. This shows it is a promising technique for managing
complexity of visualizing ontologies. Due to space limitations we refer to the
Bonatema project as an illustration [24].

5 Conclusion and Future Work

For directed browsing of a lexon base with small to medium sized sets of lexons
in a context, T-Lex performs very well. However, for large scale visualizations we
suggest different approaches such as found in Pretorius [22]. Also, other tools de-
scribed in the introduction provide interesting views for large scale visualization.
When we compare our approach to theirs, we can only conclude that our local
context based NORM tree is ideal for small to medium scale directed browsing.

DOGMA’s grouping by contexts and its ”double articulation principle”, which
is reflected in the T-Lex Browser and T-Lex Committer, increase the scalability
of our approach.

T-Lex offers nice functionality already, but more work can still be done. We
limit the Browser to only show NORM trees with lexons in the same context.
However a term can occur in multiple lexons in different contexts (possibly re-
ferring to different concepts). It could be interesting to browse across contexts in
the same NORM tree. Also, we should research limitations for such cross-context
browsing.

Currently the user selects the root-term and context from a list containing all
contexts and their terms. More intuitive ways can be implemented to find this
starting point. E.g., an option to search the terms in the lexon base, making
use of the semantic knowledge to suggest related terms. Another possibility is to
implement a large scale visualization plugin (possibly using a hyperbolic view) to
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provide an overview on the whole lexon base. Then, when the user has selected a
term, this term (and its context) is used to create the NORM tree in the T-Lex
Browser.

Only a limited set of constraints are available in the Committer. In the future
we would like to have all ORM constraints available. We will also research other
additional constraints (e.g., if-then-else condition).

By using an index to identify external constraints, we remove cluttering but
lose an easy overview of which lexons participate in a particular constraint. To
solve this we would present the user with the option to show the participating
lexons of a constraint. This could be done by graying out all the lexons on screen,
except for those participating in the selected constraint.
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Abstract. This paper proposes an extension to the Object-Role Modeling ap-
proach to support formal declaration of dynamic rules. Dynamic rules differ
from static rules by pertaining to properties of state transitions, rather than to
the states themselves. In this paper, application of dynamic rules is restricted to
so-called single-step transactions, with an old state (the input of the transaction)
and a new state (the direct result of that transaction). Such restricted rules are
easier to formulate (and enforce) than a constraint applying historically over all
possible states. In our approach, dynamic rules specify an elementary transac-
tion type indicating which kind of object or fact is being added, deleted or up-
dated, and (optionally) pre-conditions relevant to the transaction, followed by a
condition stating the properties of the new state, including the relation between
the new state and the old state. These dynamic rules are formulated in a syntax
designed to be easily validated by non-technical domain experts.

1 Introduction

Object-Role Modeling (ORM) is a fact-oriented approach for modeling, transforming,
and querying information in terms of the underlying facts of interest, where facts and
rules may be verbalized in language readily understandable by non-technical users of
the business domain. In contrast to Entity-Relationship (ER) modeling [4] and Uni-
fied Modeling Language (UML) class diagrams [18], ORM models are attribute-free,
treating all facts as relationships (unary, binary, ternary etc.). ORM includes proce-
dures for mapping to attribute-based structures, such as those of ER or UML. We use
the term “ORM” to include a number of closely related dialects, such as Natural lan-
guage Information Analysis Method (NIAM) [27] and Fully-Communication Ori-
ented Information Modeling (FCO-IM) [1]. For a basic introduction to ORM see [13],
for a thorough treatment see [8]. For a comparison of ORM with UML see [10].

Business rules include constraints and derivation rules. Static rules apply to each
state of the information system that models the business domain, and may be checked
by examining each state individually (e.g. each person was born on at most one date).
Dynamic rules reference at least two states, which may be either successive (e.g. no
employee may be demoted in rank) or separated by some period (e.g. invoices ought to
be paid within 30 days of being issued). While ORM provides richer graphic support
for static rules than ER or UML provide, ORM as yet cannot match UML’s support for
dynamic rules.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4278, pp. 1201 -1210, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Since the 1980s, many extensions to ORM have been proposed to model temporal
aspects and processes. The TOP model [7] allows fact types to be qualified by a tem-
poral dimension and granularity. TRIDL [3] includes time operators and action se-
mantics, but not dynamic constraints. LISA-D [16] supports basic updates. Task
structures and task transactions model various processes [15], with formal grounding
in process algebra. EVORM [22] formalizes first and second order evolution of in-
formation systems. Some explorations have been made to address reaction rules [e.g.
14], and some proposals suggest deriving activity models from ORM models ([23]).

Some fact-based approaches that share similarities with ORM have developed deep
support for modeling system dynamics. For example, the CRL language in TEM-
PORA enables various constraints, derivations and actions to be formulated on Entity-
Relationship-Time (ERT) models [24, 25], and the OSM method includes both
graphical and textual specification of state nets and object interactions [6].

Various attribute-based methods such as UML and some extensions of ER incorpo-
rate dynamic modeling via diagrams (e.g. UML state charts and activity diagrams).
For textual specification of dynamic rules, the most popular approach is the Object
Constraint Language (OCL) [19, 26], but the OCL syntax is often too mathematical
for validation by non-technical domain experts. Olivé suggests an extension to UML
to specify temporal constraints, but this is limited to rules about creation of objects
[20]. Substantial research has been carried out in providing logical formalizations for
dynamic rules, typically using temporal logics or Event-Condition-Action (ECA)
formalisms (e.g. de Brock [2], Lipeck [17], Chomicki [5], and Paton & Diaz [21]).
Many works also describe how to implement dynamic rules in software systems.

However, to our knowledge, no one has yet provided a purely declarative means to
formulate dynamic constraints in a textual syntax suitable for non-technical users.
This paper provides a first step towards such support for dynamic rules in ORM by
addressing single-step transactions, with an old state (the input of the transaction) and
a new state (resulting from that transaction). Our dynamic rules specify an elementary
transaction type indicating the kind of object or fact being added, deleted or updated,
and (optionally) pre-conditions relevant to the transaction, followed by a condition on
the new state, including its relation to the old state. These dynamic rules are formu-
lated in a syntax designed for easy validation by non-technical domain experts. Our
aim is to identify basic rule patterns rather than provide a complete, formal grammar.

The rest of this paper is structured as follows. Section 2 focuses on rules involving
updates to a single role in a functional binary fact type. Section 3 extends the exam-
ples of Section 2 to show how history can be added. Section 4 examines rules involv-
ing the addition of instances of non-functional fact types. Section 5 discusses a more
complex case involving derivation. Section 6 briefly discusses fact deletion. Section 7
summarizes the main results, suggests topics for further research, and lists references.

2 Updating Single-Valued Roles in a Functional Fact Type

Our first sub-case is a functional (n:1 or 1:1) binary fact type. Fig. 1 shows a func-
tional fact type in ORM 2 notation [11], where role names may be displayed in square
brackets and used to verbalize rules in attribute-style [9].
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has a salary of

Employee T 1 MoneyAmount

[salary]

Fig. 1. In each state, each employee has at most one salary

Suppose a dynamic constraint requires that salaries of employees must not de-
crease. We show two alternative expressions for this constraint, using the reserved
words old and new to refer to situations immediately before and after the transition.

(a) Context: Employee (b) For each Employee,
new salary >= old salary new salary >= old salary

Here the context of the constraint is the object type Employee, and the elementary
transaction updates the salary of the employee. The presence of the new and/or old
keywords signals that the prospective transaction is an update (rather than an addition
or deletion); and this all implies that the rule is applicable only when there is in fact
an "old" marital status (of the same student) to update. The constraint is violated if
and only if it evaluates to false (like SQL check-clauses). So if the employee had no
prior salary, the inequality evaluates to unknown and hence is not violated. In this
case we record only a “snapshot” of the current salary (i.e. no salary history) which
allows a simple constraint structure. A later example considers salary history.

Specification of Employee as the context is sufficient in this case because the fact
type is n:1. While the rule may be specified in relational style, using a predicate read-
ing, an attribute style formulation using a role name is often more convenient. Each
transaction is always considered to be isolated (serializable).

Constraints of this kind are fairly common in business systems. Generalizing from
the example above to any functional binary fact type of the form A R’s B, with B’s
role name p (denoting the property or “attribute” of A being constrained), we obtain
the constraint formulation pattern in Fig. 2, where © denotes the required relationship
between the values of the property p after and before the transition.

R R _ Context: A | Foreach A,
(2] newpoold

(Al [p]

Fig. 2. General pattern for updating a named, single-valued role on n:1 and 1:1 relationships

Our dynamic-constraint language should also be able to handle constraints that in-
volve a table of state-transitions. A simple example involves marital states:

From\ To | Single | Married | Widowed | Divorced
Single 0 1 0 0
Married 0 0 1 1
Widowed 0 1 0 0
Divorced 0 1 0 0

The matrix shows which updates to a given student's marital status are pos