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OTM 2006 General Co-chairs’ Message

Dear OnTheMove Participant or Reader of these Proceedings,

The General Chairs of OnTheMove 2006, Montpellier, France, are happy to ob-
serve that the conference series that was started in Irvine, California in 2002
and subsequently held in Catania, Sicily in 2003 and in Cyprus in 2004 and 2005
clearly continues to attract a growing representative selection of today’s world-
wide research on the scientific concepts underlying distributed, heterogeneous
and autonomous yet meaningfully collaborative computing, with the Internet
and the WWW as its prime epitomes.

Indeed, as such large, complex and networked intelligent information sys-
tems become the focus and norm for computing, it is clear that there is an acute
and increasing need to address and discuss in an integrated forum the implied
software and system issues as well as methodological, theoretical and applica-
tion issues. As we all know, e-mail, the Internet, and even video conferences
are not sufficient for effective and efficient scientific exchange. This is why the
OnTheMove (OTM) Federated Conferences series has been created to cover the
increasingly wide yet closely connected range of fundamental technologies such
as data and Web semantics, distributed objects, Web services, databases, infor-
mation systems, workflow, cooperation, ubiquity, interoperability, mobility, grid
and high-performance. OnTheMove aspires to be a primary scientific meeting
place where all aspects of the development of Internet- and Intranet-based sys-
tems in organizations and for e-business are discussed in a scientifically motivated
way. This fifth 2006 edition of the OTM Federated Conferences event therefore
again provided an opportunity for researchers and practitioners to understand
and publish these developments within their individual as well as within their
broader contexts.

The backbone ofOTM was originally formed by the co-locationof three related,
complementary and successful main conference series: DOA (Distributed Objects
and Applications, since 1999), covering the relevant infrastructure-enabling tech-
nologies, ODBASE (Ontologies, DataBases and Applications of SEmantics, since
2002) covering Web semantics, XML databases and ontologies, CoopIS (Coopera-
tive InformationSystems, since 1993) covering the applicationof these technologies
in an enterprise context through, for example, workflow systems and knowledge
management. For the 2006 edition, these were strengthened by a fourth confer-
ence, GADA (Grid computing, high-performAnce and Distributed Applications,
a successful workshop at OTM since 2004), covering the large-scale integration of
heterogeneous computing systems and data resources with the aim of providing a
global computing space. Each of these four conferences encourages researchers to
treat their respective topics within a framework that incorporates jointly (a) the-
ory , (b) conceptual design and development, and (c) applications, in particular
case studies and industrial solutions.
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Following and expanding the model created in 2003, we again solicited and
selected quality workshop proposals to complement the more “archival” nature
of the main conferences with research results in a number of selected and more
“avant garde” areas related to the general topic of distributed computing. For
instance, the so-called Semantic Web has given rise to several novel research
areas combining linguistics, information systems technology, and artificial intel-
ligence, such as the modeling of (legal) regulatory systems and the ubiquitous
nature of their usage. We were glad to see that several earlier successful work-
shops (notably WOSE, MIOS-INTEROP, AweSOMe, CAMS, SWWS, SeBGIS,
ORM) re-appeared in 2006 with a second, third or sometimes fourth edition,
and that not less than seven new workshops could be hosted and successfully
organized by their respective proposers: IS (International Workshop on Informa-
tion Security), COMINF (International Workshop on Community Informatics),
KSinBIT (International Workshop on Knowledge Systems in Bioinformatics),
MONET (International Workshop on MObile and NEtworking Technologies for
social applications), OnToContent (Ontology content and evaluation in Enter-
prise), PerSys (International Workshop on Pervasive Systems), and RDDS (In-
ternational Workshop on Reliability in Decentralized Distributed Systems). We
know that as before, their audiences will mutually productively mingle with
those of the main conferences, as is already visible from the overlap in authors!
The OTM organizers are especially grateful for the leadership and competence
of Pilar Herrero in managing this complex process into a success for the second
year in a row.

A special mention for 2006 is again due for the third and enlarged edition of
the highly attractive OnTheMove Academy (formerly called Doctoral Consor-
tium Workshop). Its 2006 Chairs, Antonia Albani, Gábor Nagypál and Johannes
Maria Zaha, three young and active researchers, further refined the original
set-up and interactive formula to bring PhD students together: they call them
to submit their research proposals for selection; the resulting submissions and
their approaches are presented by the students in front of a wider audience at
the conference, where they are then independently and extensively analyzed and
discussed in public by a panel of senior professors. This year these were Johann
Eder, Maria Orlowska, and of course Jan Dietz, the Dean of the OnTheMove
Academy, who provided guidance, support and help for the team. The successful
students are also awarded free access to all other parts of the OTM program,
and only pay a minimal fee for the Doctoral Symposium itself (in fact their at-
tendance is largely sponsored by the other participants!). The OTM organizers
expect to further expand the OnTheMove Academy in future editions of the
conferences and so draw an audience of young researchers into the OTM forum.

All four main conferences and the associated workshops share the distrib-
uted aspects of modern computing systems, and the resulting application-pull
created by the Internet and the so-called Semantic Web. For DOA 2006, the
primary emphasis was on the distributed object infrastructure; for ODBASE
2006, it became the knowledge bases and methods required for enabling the
use of formal semantics; for CoopIS 2006, the topic was the interaction of such
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technologies and methods with management issues, such as occur in networked
organizations, and for GADA 2006, the topic was the scalable integration of
heterogeneous computing systems and data resources with the aim of provid-
ing a global computing space. These subject areas naturally overlap and many
submissions in fact also treat an envisaged mutual impact among them. As for
the earlier editions, the organizers wanted to stimulate this cross-pollination
by a shared program of famous keynote speakers: this year we were proud to
announce Roberto Cencioni (European Commission), Alois Ferscha (Johannes
Kepler Universität), Daniel S. Katz (Louisiana State University and Jet Propul-
sion Laboratory), Frank Leymann (University of Stuttgart), and Marie-Christine
Rousset (University of Grenoble)! We also encouraged multiple event attendance
by providing all authors, also those of workshop papers, with free access or dis-
counts to one other conference or workshop of their choice.

We received a total of 361 submissions for the four main conferences and
an impressive 493 (compared to the 268 in 2005 and 170 in 2004!) submis-
sions for the workshops. Not only may we indeed again claim success in at-
tracting an increasingly representative volume of scientific papers, but such a
harvest of course allows the Program Committees to compose a higher quality
cross-section of current research in the areas covered by OTM. In fact, in spite
of the larger number of submissions, the Program Chairs of each of the three
main conferences decided to accept only approximately the same number of pa-
pers for presentation and publication as in 2003, 2004 and 2005 (i.e., average
one paper out of four submitted, not counting posters). For the workshops, the
acceptance rate varies but was much stricter than before, about one in two to
three, to less than one quarter for the IS (Information Security) international
workshop. Also for this reason, we separated the proceedings into two books with
their own titles, with the main proceedings in two volumes, and we are grate-
ful to Springer for their suggestions and collaboration in producing these books
and CDROMs. The reviewing process by the respective Program Committees as
usual was performed very professionally and each paper in the main conferences
was reviewed by at least three referees, with arbitrated e-mail discussions in the
case of strongly diverging evaluations. It may be worthwhile to emphasize that
it is an explicit OnTheMove policy that all conference Program Committees and
Chairs make their selections completely autonomously from the OTM organi-
zation itself. Continuing a costly but nice tradition, the OnTheMove Federated
Event organizers decided again to make all proceedings available to all partic-
ipants of conferences and workshops, independently of one’s registration to a
specific conference or workshop. Each participant also received a CDROM with
the full combined proceedings (conferences + workshops).

The General Chairs are once more especially grateful to all the many people
directly or indirectly involved in the setup of these federated conferences who
contributed to making it a success. Few people realize what a large number of
people have to be involved, and what a huge amount of work, and sometimes risk,
the organization of an event like OTM entails. Apart from the persons in the roles
mentioned above, we therefore in particular wish to thank our 12 main conference
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PC Co-chairs (GADA 2006: Pilar Herrero, Maŕıa S. Pérez, Domenico Talia, Al-
bert Zomaya; DOA 2006: Judith Bishop, Kurt Geihs; ODBASE 2006: Maurizio
Lenzerini, Erich Neuhold, V.S. Subrahmanian; CoopIS 2006: Mike Papazoglou,
Louiqa Raschid, Rainer Ruggaber) and our 36 workshop PC Co-chairs (Antonia
Albani, George Buchanan, Roy Campbell, Werner Ceusters, Elizabeth Chang,
Ernesto Damiani, Jan L.G. Dietz, Pascal Felber, Fernando Ferri, Mario Freire,
Daniel Grosu, Michael Gurstein, Maja Hadzic, Pilar Herrero, Terry Halpin, An-
nika Hinze, Skevos Evripidou, Mustafa Jarrar, Arek Kasprzyk, Gonzalo Méndez,
Aldo de Moor, Bart De Moor, Yves Moreau, Claude Ostyn, Andreas Persidis,
Maurizio Rafanelli, Marta Sabou, Vitor Santos, Simao Melo de Sousa, Katia
Sycara, Arianna D’Ulizia, Eiko Yoneki, Esteban Zimányi).

All, together with their many PC members, did a superb and professional
job in selecting the best papers from the large harvest of submissions.

We also heartily thank Zohra Bellahsene of LIRMM in Montpellier for the
considerable efforts in arranging the venue at their campus and coordinating
the substantial and varied local facilities needed for a multi-conference event
such as ours. And we must all also be grateful to Mohand-Said Hacid of the
University of Lyon for researching and securing the sponsoring arrangements, to
Gonzalo Méndez, our excellent Publicity Chair, to our extremely competent and
experienced Conference Secretariat and technical support staff Daniel Meers-
man, Ana-Cecilia Martinez Barbosa, and Jan Demey, and last but not least to
our hyperactive Publications Chair and loyal collaborator of many years, Kwong
Yuen Lai, this year bravely assisted by Peter Dimopoulos.

The General Chairs gratefully acknowledge the academic freedom, logistic
support and facilities they enjoy from their respective institutions, Vrije Univer-
siteit Brussel (VUB) and RMIT University, Melbourne, without which such an
enterprise would not be feasible.

We do hope that the results of this federated scientific enterprise contribute
to your research and your place in the scientific network... We look forward to
seeing you again at next year’s edition!

August 2006 Robert Meersman, Vrije Universiteit Brussel, Belgium
Zahir Tari, RMIT University, Australia
(General Co-chairs, OnTheMove 2006)
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The OTM (On The Move) Federated Workshops aim at complementing the more
“archival” nature of the OTM Federated Conferences with research results in a
number of selected and more “avant garde” areas related to the general topic of
distributed computing. In 2006, only 14 workshops were chosen after a rigourous
selection process by Pilar Herrero. The 2006 selected international conferences
were: AWeSOMe (International Workshop on Agents, Web Services and Ontolo-
gies Merging), CAMS (International Workshop on Context-Aware Mobile Sys-
tems), COMINF (International Workshop on Community Informatics), IS (In-
ternational Workshop on Information Security), KSinBIT (International Work-
shop on Knowledge Systems in Bioinformatics), MIOS+CIAO (International
Workshop on Inter-organizational Systems), MONET (International Workshop
on MObile and NEtworking Technologies for social applications), OnToContent
(International Workshop on Ontology content and evaluation in Enterprise),
ORM (International Workshop on Object-Role Modeling), PerSys (International
Workshop on Pervasive Systems), OTM Academy Doctoral Consortium, RDDS
(International Workshop on Reliability in Decentralized Distributed Systems),
SWWS (IFIP WG 2.12 and WG 12.4 International Workshop on Web Seman-
tics), and SeBGIS (International Workshop on Semantic-based Geographical In-
formation Systems).

OTM 2006 Federated Workshops are proudly supported by CNRS (Centre
National de la Researche Scientifique, France), the City of Montpellier (France),
Ecole Polytechnique Universitaire de Montepellier, Université de Montpellier II
(UM2), Laboratoire d’Informatique de Robotique et de Microélectronique de
Montpellier (LIRMM), RMIT University (School of Computer Science and In-
formation Technology), and Vrije Universiteit Brussel (Department of Computer
Science).

Executive Committee

OTM 2006 General Co-chairs: Robert Meersman (Vrije Universiteit
Brussel, Belgium), Zahir Tari (RMIT
University, Australia), and Pilar Herrero
(Universidad Politécnica de Madrid,
Spain).

AWeSOMe 2006 PC Co-chairs: Daniel Grosu (Wayne State University,
USA), Pilar Herrero (Universidad
Politécnica de Madrid, Spain), Gonzalo
Médez (Universidad Complutense de
Madrid, Spain), and Marta Sabou (The
Open University, UK).
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CAMS 2006 PC Co-chairs: Annika Hinze (University of Waikato, New
Zealand) and George Buchanan (Univer-
sity of Wales Swansea, UK).

COMINF 2006 PC Co-chairs: Aldo de Moor (Vrije Universiteit Brus-
sel, Belgium) and Michael Gurstein (Com-
munity Informatics Research Network,
Canada).

IS 2006 PC Co-chairs: Mário Freire (University of Beira Interior,
Portugal), Simão Melo de Sousa (Univer-
sity of Beira Interior, Portugal), and Vitor
Santos (Microsoft Lisbon, Portugal).

KSinBIT 2006 PC Co-chairs: MajaHadzic (CurtinUniversityofTechnol-
ogy, Australia), Bart De Moor (Katholieke
Universiteit Leuven, Belgium), Yves
Moreau (Katholieke Universiteit Leuven,
Belgium), and Arek Kasprzyk (European
Bioinformatics Institute, UK).

MIOS-CIAO 2006 PC Co-chairs: Antonia Albani (University of Augsburg,
Germany) and Jan L.G. Dietz (Delft Uni-
versity of Technology, Netherlands).

MONET 2006 PC Co-chairs: Fernando Ferri (National Research Coun-
cil, Italy), Maurizio Rafanelli (National
Research Council, Italy) and Arianna
D’Ulizia (National Research Council,
Italy).

OnToContent 2006 PC Co-chairs: Mustafa Jarrar (Vrije Universiteit Brus-
sel, Belgium), Claude Ostyn (IEEE-LTSC,
USA), Werner Ceusters (University of
Buffalo, USA), and Andreas Persidis (Bio-
vista, Greece).

ORM 2006 PC Co-chairs: Terry Halpin (Neumont University, USA)
and Robert Meersman (Vrije Universiteit
Brussel, Belgium).

PerSys 2006 PC Co-chairs: Skevos Evripidou (University of Cyprus,
Cyprus) and Roy Campbell (University of
Illinois at Urbana-Champaign, USA).

OTM 2006 Academy Doctoral
Consortium PC Co-chairs:

Jan Dietz, OTM Academy Dean (Tu
Delft, Netherlands), Antonia Albani
(University of Augsburg, Germany),
Gábor Nagypál (Forschungszentrum In-
formatik - FZI, Germany) and Johannes
Maria Zaha (Queensland University of
Technology, Australia).
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RDDS 2006 PC Co-chairs: Eiko Yoneki (University of Cambridge,
UK) and Pascal Felber (Université de
Neuchâtel, Switzerland).

SWWS 2006 PC Co-chairs: Katia Sycara (Carnegie Mellon Univer-
sity, USA), Elizabeth Chang (Curtin
University of Technology, Australia),
Ernesto Damiani (Milan University,
Italy), Mustafa Jarrar (Vrije Univer-
siteit Brussel, Belgium), and Tharam
Dillon (University of Technology Sydney,
Australia) .

SeBGIS 2006 PC Co-chair: Esteban Zimány (Université Libre de
Bruxelles, Belgium).

Publication Co-chairs: Kwong Yuen Lai (RMIT University) and
Peter Dimopoulos (RMIT University).

Local Organizing Chair: Zohra Bellahsene (University of Montpel-
lier II, France).

Publicity Chair: Gonzalo Méndez (Universidad Com-
plutense de Madrid, Spain).

Secretariat: Ana-CeciliaMartinezBarbosa, JanDemey,
and Daniel Meersman.
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José Luis Bosque
Juan A. Bot́ıa Blaya
Liliana Cabral
Isaac Chao
Adam Cheyer
Ian Dickinson
John Domingue
Antonio Garcia Dopico
Jorge Gómez
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André Zúquete

IS (Information Security) 2006 Additional Referees

Anyi Liu
Chao Yao
Filipe Caldeira
João Abrunhosa
Jorge Granjal
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Synthetizing RDF Query Answers from Multiple Documents . . . . . . . . . . . 12
Adrian Tanasescu, Mohand-Said Hacid

Establishing Agile Partnerships in Open Environments:
Extended Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

I.D. Stalker, M. Carpenter, N.D. Mehandjiev

Posters of the 2006 DOA (Distributed Objects
and Applications) International Conference

Distributed Adaptation Reasoning for a Mobility and Adaptation
Enabling Middleware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Nearchos Paspallis, George A. Papadopoulos

Scheduling of Composite Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Dmytro Dyachuk, Ralph Deters

Handling and Resolving Conflicts in Real Time Mobile Collaboration . . . . 21
Sandy Citro, Jim McGovern, Caspar Ryan



XXII Table of Contents – Part I

A Configurable Event Correlation Architecture for Adaptive J2EE
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Yan Liu, Ian Gorton, Khanh Vinh Le

Autonomous Deployment and Reconfiguration of Component-Based
Applications in Open Distributed Environments . . . . . . . . . . . . . . . . . . . . . . 26
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Lars Bröcker, Stefan Paal



Table of Contents – Part I XXIII

Mediation as Recommendation: An Approach to Design Mediators
for Object Catalogs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Daniela F. Brauner, Marco A. Casanova, Ruy L. Milidiú
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Pilar Herrero, José Luis Bosque, Manuel Salvadores,
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Thérèse Libourel



Table of Contents – Part II XLIII

IFIP WG 2.12 and WG 12.4 International Workshop
on Web Semantics (SWWS)

SWWS 2006 PC Co-chairs’ Message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1723

Security, Risk and Privacy for the Semantic Web

Reputation Ontology for Reputation Systems . . . . . . . . . . . . . . . . . . . . . . . . 1724
Elizabeth Chang, Farookh Khadeer Hussain, Tharam Dillon

Rule-Based Access Control for Social Networks . . . . . . . . . . . . . . . . . . . . . . 1734
Barbara Carminati, Elena Ferrari, Andrea Perego

An OWL Copyright Ontology for Semantic Digital Rights
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1745

Roberto Garćıa, Rosa Gil
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Arturo Ribagorda

A Fuzzy Approach to Risk Based Decision Making . . . . . . . . . . . . . . . . . . . 1765
Omar Khadeer Hussain, Elizabeth Chang, Farookh Khadeer Hussain,
Tharam S. Dillon

Semantic Web and Querying

Header Metadata Extraction from Semi-structured Documents Using
Template Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1776

Zewu Huang, Hai Jin, Pingpeng Yuan, Zongfen Han

Query Terms Abstraction Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1786
Stein L. Tomassen, Darijus Strasunskas

VQS - An Ontology-Based Query System for the SemanticLIFE
Digital Memory Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1796

Hanh Huu Hoang, Amin Andjomshoaa, A Min Tjoa

Ontologies

Software Design Process Ontology Development . . . . . . . . . . . . . . . . . . . . . . 1806
P. Wongthongtham, E. Chang, T. Dillon



XLIV Table of Contents – Part II

Ontology Views: A Theoretical Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . 1814
R. Rajugan, Elizabeth Chang, Tharam S. Dillon

OntoExtractor: A Fuzzy-Based Approach to Content
and Structure-Based Metadata Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 1825

Paolo Ceravolo, Ernesto Damiani, Marcello Leida, Marco Viviani

Applications of Semantic Web

Towards Semantic Interoperability of Protein Data Sources . . . . . . . . . . . . 1835
Amandeep S. Sidhu, Tharam S. Dillon, Elizabeth Chang

QP-T: Query Pattern-Based RDB-to-XML Translation . . . . . . . . . . . . . . . 1844
Jinhyung Kim, Dongwon Jeong, Yixin Jing, Doo-Kwon Baik

Concepts for the Semantic Web

A Study on the Use of Multicast Protocol Traffic Overload
for QCBT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1854

Won-Hyuck Choi, Young-Ho Song

Semantic Granularity for the Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . 1863
Riccardo Albertoni, Elena Camossi, Monica De Martino,
Franca Giannini, Marina Monti

Maximum Rooted Spanning Trees for the Web . . . . . . . . . . . . . . . . . . . . . . . 1873
Wookey Lee, Seungkil Lim

Workshop on Context Aware Mobile Systems
(CAMS)

CAMS 2006 PC Co-chairs’ Message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1883

Models of Context

An Investigation into a Universal Context Model to Support
Context-Aware Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1884

Jason Pascoe, Helena Rodrigues, César Ariza

A System for Context-Dependent User Modeling . . . . . . . . . . . . . . . . . . . . . 1894
Petteri Nurmi, Alfons Salden, Sian Lun Lau, Jukka Suomela,
Michael Sutterer, Jean Millerat, Miquel Martin, Eemil Lagerspetz,
Remco Poortinga

Granular Context in Collaborative Mobile Environments . . . . . . . . . . . . . . 1904
Christoph Dorn, Daniel Schall, Schahram Dustdar



Table of Contents – Part II XLV

Service Models

Context-Aware Services for Physical Hypermedia Applications . . . . . . . . . 1914
Gustavo Rossi, Silvia Gordillo, Cecilia Challiol, Andrés Fortier

QoS-Predictions Service: Infrastructural Support for Proactive
QoS- and Context-Aware Mobile Services (Position Paper) . . . . . . . . . . . . 1924

Katarzyna Wac, Aart van Halteren, Dimitri Konstantas

Data Handling

LiteMap: An Ontology Mapping Approach for Mobile Agents’
Context-Awareness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1934
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In recent years, organisations have been undergoing a thorough transformation 
towards highly flexible and agile collaborations. Organisations are required to 
dynamically create and manage collaborative business processes to grasp market 
opportunities. Different from conventional business processes, a collaborative 
business process involves multiple parties and their business processes [1]. Thus, 
complex instance correspondences may exist at both build time and run time. Here, 
we choose to characterise instance correspondences in terms of cardinality and 
correlations. Thereby, we can define and represent statical and dynamic correspond-
dence when modelling and executing a collaborative business process.  

Multiple workflow instantiation was discussed by Dumas and ter Hofstede [2], 
using UML activity diagrams. Later they extended their work to service interactions 
[3]. van der Aalst et al. [4] deployed coloured Petri nets to represent multiple 
workflow cases in workflow patterns, and implemented it in the YAWL system [5]. 
Zhou, Shi and Ye [6] also studied pattern based modelling for multiple instances of 
workflow activities. Guabtni and Charoy [7] extended the multiple instantiation 
patterns and classified multiple workflow instantiation into parallel and iterative 
instances. Yet, most of these research focus on interaction patterns, and sidestep the 
instance correspondence issue in collaborative business processes. WS-BPEL 
(previously BPEL4WS) [8] uses its own correlation set to combine workflow 
instances, which have same values on specified message fields. However, WS-BPEL 
defines a business process in terms of a pivot organisation, which results in the lack of 
interactions beyond neighbouring organisations.  

Aiming to address the instance correspondence issue, we propose a method to support 
instance correspondences from an organisation-oriented view. In our method, cardinality 
parameters are developed to characterise cardinality relationships between collaborating 
workflow processes at build time. The four bilateral cardinality relationships, viz., single-
to-single, single-to-many, many-to-single and many-to-many, are represented by a pair of 
unidirectional cardinality relationships, which can be either to-single or to-many. 
Thereby, the cardinality relationship between workflow processes participating in the 
same collaboration can be defined from the perspective of a given organisation. 
Workflow correlation denotes the semantic relation between workflow instances in the 
same business collaboration. Two or more workflow instances are directly correlated, 
                                                           
*  This work is partly supported by the Australian Research Council discovery project 

DP0557572. 
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when they “shake hands” during run time interactions. In addition, some participating 
instances may inherit pre-existing workflow correlations from their correlated instances 
during run time interactions. This correlation inheritance allows instance correspondence 
propagate as the collaboration proceeds. 

For precise representation, we formalise this method with extended coloured Petri 
nets, since a coloured Petri net can represent multiple process executions within one 
net. By doing so, the traditional Petri nets are extended with the proposed cardinality 
parameters and correlation structures. Besides, auxiliary places are imported to link 
several separate Petri nets together, and token-generatable transitions are used to 
indicate the tasks that can create new instances of a business process. Thereby, such 
an extended Petri net can simulate the behaviours of a self-driven and self-evolving 
business collaboration scenario. In this Petri net based approach, particular algorithms 
are given to describe how the individual workflow processes can be assembled into a 
collaborative business process. Furthermore, algorithms also illustrate how we specify 
workflow correlations and trace workflow correlations on the fly.  

Our research on instance correspondence in collaborative business processes 
establishes a foundation for advanced instance level applications, such as inter-
organisational workflow tracking [9] etc. Our future work is to combine this method 
with our existing relative workflow framework. This future work is expected to 
provide a comprehensive solution for collaborative business process applications. 
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Abstract. Healthcare applications have special needs that are not met
by current messaging and workflow systems. This paper presents a frame-
work which allows reliable audit of access to medical records, and also
provides privacy protection and logistical monitoring information for as-
sessing the effectiveness of medical automation. This is achieved by ex-
tending the messaging middleware semantics to support message moni-
toring tokens and privacy meta-data, together with distributed logging.
The same mechanisms provide support for Workflow Management Sys-
tem (WfMS) integration and workflow monitoring; the rich log structure
allows the actual workflow usage to be reconstructed as a Petri Net, with
greater accuracy than existing techniques. This enables workflow mining
and evolution without compromising the privacy of clinical data.

Introduction. Medical applications have complex, sometimes conflicting require-
ments which need support from their messaging middleware: (1) Audit of access
to confidential medical data, (2) Monitoring of component usage, (3) Access
control and protection of data privacy and (4) Protection against silent data
loss. They also need to support higher-level requirements: quality control of au-
tomatic processes (especially for clinical decisions), a high proportion of manual
decisions, and monitoring and accounting of clinical service provision.

These needs are not unique to clinical systems, but are often neglected in
business applications. In addition, healthcare systems have an underlying conflict
between audit and privacy, which is not well addressed by existing systems.

Architecture. We augment messages with meta-data to allow sophisticated analy-
sis of both local and distributed component interactions. This message meta-data
provides an important bridge between application processes and the underlying
middleware infrastructure. (For generality, we assume topic- or content-based
publish/subscribe messaging, which also covers local or remote procedure calls.)

In our model, ordinary messages are annotated with token meta-data, to track
information flow. Each component must send a special notification for each to-
ken it receives, describing its destination. Extra notifications are also created
automatically on receipt or publication of a tokenised message. Tokens are ei-
ther assigned automatically by the pub/sub system, or correspond to workflow
instances, and messages are assumed to have unique identities.
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Fig. 1. The message contract for subscribers and publishers of token meta-data

Fig. 1 illustrates this contract; (a) shows a subscriber receive a message with
a token, and fulfill its contract by sending notification of how it was processed.
The infrastructure also sends an auxiliary message confirming token receipt.
White envelopes show messages with token meta-data; grey envelopes are token
notification messages. In (b), a publisher emits a new tokenised message, and
the corresponding token notification message is sent automatically.

These individual TokenAction messages can be resequenced by matching to-
ken and message identities, to reconstruct the entire workflow as a Petri Net. This
enables richer workflow reconstruction than conventional process audit logs [1],
even in widely distributed systems with concurrent process execution. It also fa-
cilitates workflow cooperation, by enabling integration between messaging mid-
dleware and workflow management systems [2], and strategic software evolution.

Workflow token logging respects patient privacy, allowing rich monitoring
without unnecessarily revealing patient data, based only on token logs. Tokens
can also coexist with privacy meta-data, that can be enforced by pub/sub system
extensions. Finally, tokens can be embedded into XML data, or treated as linked
elements in their own right, e.g. in the healthcare XML schema HL7 version 3 [3].

Conclusion. This paper shows how messaging middleware and workflow systems
can be extended to support the conflicting goals of reliable audit and privacy
protection, especially in healthcare applications, by augmenting messages with
tokens and other meta-data. This enables more precise workflow reconstruction
than existing techniques based on process logs, especially in distributed applica-
tions. Monitoring these tokens enables computer systems to fulfil the technical
and clinical requirements of healthcare systems, while supporting large-scale dis-
tributed operation through clean integration with secure pub/sub messaging.
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Abstract. Process prioritization strategies, based on a probabilistic
temporal model, are applied to reduce the number of deadline violations
and the tardiness of workflows.

Process prioritization techniques are applied to optimize process criteria, like
may be the number of deadline violations or the tardiness (amount of lateness).
[1,5] already showed that deadline-oriented strategies to sort work-lists, like Ear-
liest Deadline First, are superior to FIFO or mere random selection strategies.
Nevertheless, these approaches do barely consider uncertainties, which arise dur-
ing process execution. They stem mainly from two aspects, undeterminable in
advance: the actual duration of a task, and decisions made at conditional split
points. This renders the calculation of exact temporal models at build time im-
possible; estimations, in the form of average values or interval representations,
must be applied. To incorporate these uncertainties in a build time-calculated
temporal model, we introduced a probabilistic approach. It aims at calculat-
ing temporal properties, like valid execution intervals, for each activity in the
process. Temporal properties are not represented as scalars or intervals, but as
time histograms, which are used to assess the current temporal status in a prob-
abilistic way, e.g. to forecast the probability of a future deadline violation, or
to predict the remaining execution time with a given certainty. Applied during
run time, this enables pro-active features like early detection and avoidance of
eventually arising deadline violations. For further details please refer to [3,2,4].

Based on this probabilistic model we introduce two new prioritization tech-
niques. Most Probable Deadline Violation (MPDV) sorts the work list of a work-
flow participant according to deadline violation probabilities. The more likely a
future deadline violation is the higher it will be ranked. This strategy aims at
keeping the number of instances which violate their deadline as low as possible.
Lowest Proportional Slack (LPS) sorts the work list according to available buffer
time, and aims at minimizing the tardiness of processes. Slack can (basically) be
consumed without risking a future deadline violation. Proportional slack sets the
available slack in relation to the rest execution time. LPS needs a probability as
input parameter – for the subsequent scenario LPS-70 (70%) proved to be ideal.

Figure 1 shows a workflow with a parallel block and two conditional blocks,
augmented with branching probabilities for conditional splits. Two groups of
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Fig. 1. Workflow Model with Resources and Simulation Results

participants are specified, along with allowed activity assignments. From the
workflow log, produced by prior simulation runs, we extracted probabilistic in-
formation (branching and durations). It was used to calculate the probabilistic
temporal model, which we applied at subsequent simulation runs. To generate
non-uniform workload peaks, we introduced artificial burst followed by pauses.
After each block of 25 started processes, with an inter-arrival frequency speci-
fied by an exponential distribution with mean 8, we inserted a random break,
specified as exponential distribution with mean 50. This scenario produces high
temporary work load peaks which result in long work lists (stalling behavior).
The deadline was set to 190. The average simulation results (100 runs with 1000
processes each) show the turnaround time (Øtat, min tat, max tat), the average
number of process instances that finished within the deadline (w/in DL), the
average number of process instances that violated the deadline (DL viol) and
the average tardiness percentage (Øtat).

Strategies, that are not deadline oriented produce, as expected, the highest
number of deadline violations along with a high tardiness percentage. In this
respect the non-probabilistic EDF-strategy performs better, excelled by MPDV,
which produces the least number of deadline violations, and LPS-70, which is
better suited to reduce the tardiness percentage.
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Abstract. We present an abstract view of information integration based
on a three dimensional (3D) space of Concepts, Data Models, and Do-
mains. In this view, the first dimension specifies the concepts (e.g., en-
tity sets, relations, classes, etc), the second dimension defines the data
model in which a concept is represented (e.g., relational, semi-structured,
object-oriented, etc), and the third dimension determines the concept
domain which relative to the universe of the model, uniquely identifies
the application domain. We also introduce three basic transformations,
called X-transform, Y-transform, and Z-transform. The queries posed to
the integrated level can be expressed on the basis of these basic queries.

1 Introduction

Information integration (II) has been the subject of numerous research in
Database and Artificial Intelligence, however, a main issue not yet solved is
the absence of a unified/generic model for information integration. This prob-
lem has resulted in “ad-hoc” designs and hence limited use algorithms in II. Our
goal in this study is to develop a model for information integration that serves
as a uniform and generic access to sources in the integrated framework.

Our approach is based on defining/using some basic transformations such that
query processing in a heterogeneous environment becomes (reduces to) query
processing in a single/homogeneous information source.

In our model, we exploit the idea of “Generic Model Management” [1,2], for
handling metadata related problems such as “schema matching”. Next, we in-
troduce the Conceptual Space and the three basic transformations in our model.

2 Unified Model, Conceptual Space, and Transformations

In standard relational data model, queries and query processing are based on
some assumptions on data model, schema of relations, unique names, and so on.

For our purpose and in our model, we try to relax some of these restrictions
including unique data model, unique name, and unique schema assumptions.
This would support query expression and processing, in a natural way, in the
presence of heterogeneous information sources in integration.
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Fig. 1 illustrates our proposed 3D view in which the X , Y , and Z axes
represent concepts, models, and (application) domain, respectively. A point
(Ci, Mj , Sk) in this space indicates that Ci is a concept represented in data
model Mj in domain Sk. We refer to the collection of these points as “Con-
ceptual Space.” The conceptual space corresponds to the conceptual level in
conventional relational databases where there is no Z axis (there is only one
domain) and there is no Y axis (data model is relational).

�Y (Data Model)

�
Z (Domain)

�
�

���
X (Concept)

�

DomainA

Fig. 1. Conceptual Space in the Proposed Model

In order to support query processing, we define three basic transformations,
X-transform, Y-transform, and Z-transform. Given a query we try to break it
down into a set of such basic transformations defined as follows.

An X-transform is a query over a domain S. In other words, an X-transform
corresponds to queries over the concepts of the same domain that have the same
data model. While a Y-transform converts data in a data model M1 to data
model M2, a Z-transform converts data in the form of a source schema to the
form of a target schema.

Applying Z-transforms on the set of concepts in a query in our conceptual
space unifies them into one integrated domain. Then applying Y-transforms
would transform concepts in different data models into a unified data model.
As a result, query processing becomes that of a single information system (i.e.
X-transform).

As for future work, we are studying among other important issues in inte-
gration, constraints at the integrated level, and also properties of different data
models in order to optimize the basic transformations.
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Abstract. Smart items technologies, like RFID and sensor networks, are
the next big step in business process automation. We are currently de-
veloping a dedicated Smart Items Infrastructure (SII) that supports the
development and deployment of distributed ubiquitous computing ap-
plications. Decomposing these applications into individual services and
deploying them at different devices poses new technical challenges. In
particular, we address service composition for heterogeneous device land-
scapes and mapping of service implementations to devices for execution.

1 Motivation

We are currently developing a dedicated Smart Items Infrastructure (SII) that
supports the development and deployment of possibly highly distributed ubiq-
uitous computing applications and enables embedding them into business appli-
cations [1]. Ubiquitous computing applications run in the form of cooperating
components or services on a variety of possibly heterogeneous devices to exploit
their computing capabilities. Examples for such devices are RFID tags, sensor
motes and embedded systems.

Our goal is to bridge the gap between high level enterprise services and low
level services that run on smart devices. In particular, services on smart items
must be combined and orchestrated to realize the desired enterprise services.
However, in the ubiquitous computing domain, decomposing applications into
individual services and deploying them at different devices poses new technical
challenges. One is that various different hardware platforms exist and resource
limitation makes hardware abstraction usually infeasible. Hence, a composition
model is required that can reflect heterogeneities on several system levels; in-
cluding lower communication layers. Another challenge is to efficiently identify
suitable devices for a given service in a resource-limited and dynamic system
landscape. These functions are supported in the Smart Items Infrastructure (SII)
we purpose.

2 Service Composition and Deployment with the SII

The SII contains modules to process data from smart items and for making them
available to external business applications like Supply Chain Management, Asset
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Tracking or Customer Relationship Management. Furthermore, modules for de-
veloping and maintaining smart items applications are provided. We divide the
SII into five conceptual layers as shown in figure 1. A more detailed discussion of
the components as well as the underlying system requirements and architectural
decisions can be found in [1].

Fig. 1. Smart Items Infrastructure

The SII supports a process to compose, verify and deploy smart items appli-
cations. Therefore we developed a composition model that is based on a generic
top-level ontology for describing communication issues. Service compositions are
described using a derived ontology that covers domain-specific communication
issues. Concepts and relations of the top-level ontology are used for generic rules
that define well-formedness, compatibility and application constraints. We im-
plemented a verification module that checks models of composite applications
against these rules.

Furthermore, we implemented a mapping module to find appropriate devices
for the service deployment. The module is based on a three tier architecture that
structures the system regarding application domains and device characteristics.
This allows for an efficient and scalable retrieval of devices profiles that fulfill the
requirements of a given service. The mapping procedure considers application
specific constraints and quality of service parameters. It is also used to remap
services if constraints are violated due to changes in the system landscape.
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Abstract. RDF is a recommended standard for describing knowledge
about resources over the Web. If we talk about querying RDF, we must
consider important aspects concerning Web querying: distributed infor-
mation and context oriented description of resources. In this paper we
propose a framework that provides better, more complete answering to
RDF queries than classical answering mechanisms. This framework pro-
vides a way to combine several RDF documents in order to compute a
more complete answer to a given query. The combination of RDF docu-
ments is performed under some conditions, leading to a safe combination.

1 Introduction

In a querying process, users search information about some resources without
knowing if one document alone can satisfy the query terms. Very often, sev-
eral RDF documents can contribute together to deliver an exact or approximate
answer. In this paper, we investigate an approach for answering queries using
several RDF documents when a single document can not provide a complete and
simple answer. Combining RDF documents brings out the issue of a possible con-
tradiction between them. In this paper, we define a measure that calculates a
similarity between two RDF documents and we present an algorithm for com-
bining several documents into a more complete answer to a given query.

2 Global Approach

2.1 Preliminary Steps

Before combining RDF documents, we introduce a preliminary phase that al-
lows to generate a contradiction matrix capturing the dissimilarity between doc-
uments. As a second preliminary phase, we compute an abstraction tree that
will avoid processing the query on the entire RDF documents database.

a. Similarity of RDF documents
Before query evaluation we build a similarity matrix that denotes which docu-
ments are compatible/combinable. To compute this matrix we use the following
similarity measure:

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 12–14, 2006.
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Sim(Di, Dj) =

⎧⎪⎨⎪⎩
0 if N(s)DiDj = 0
1 if N(s,p)DiDj = 0

N(s,p,o)DiDj

N(s,p)DiDj
otherwise

where N(s,p,o)DiDj is the number of triples that are identical or approximated as
equivalent in Di and Dj , and N(s,p)DiDj is the number of couples subject-predicate
that are identical or approximated as equivalent in Di and Dj.

b. Abstraction tree for query optimization
The tree is built by intersecting RDF documents into virtual nodes until no fur-
ther intersection is possible. Therefore, if a virtual node can answer a query triple
than all RDF documents that contributed in its computation will answer too.

2.2 Building Query Answers

Once the query is formulated, our approach follows several steps in order to
compute synthetic answers:

1. Decomposing the query into atomic goals. The formulated query is actually
decomposed in triples that will be treated separately.

2. Generating a document-goal matrix. This matrix contains boolean values
indicating which document provides an answer to which goal. For the com-
putation of this matrix we use the abstraction tree.

3. Ordering candidate answers. In order to choose the best partial answers
that are to be enriched with triples from other RDF documents, we use the
document-goal matrix previously calculated and order documents by the
number of goals they answer.

4. Combining RDF documents. We choose a document Db from the ordered list
of answers. Using the similarity matrix, we retain the documents that do not
contradict with Db and order them by the number of goals (not answered by
Db) they answer. Triples from a chosen document will enrich Db only if their
subject exists in (or is subsumed by a resource in) Db. This step is repeated
for each document to be enriched.

Calculate
similarity matrix

Build
abstraction tree

New document
in database

RDF
database

Query
Decompose query
into atomic goals

Build matrix

document goal
Order

candidate answers

a

b

1

2 3

Combine RDF documents
into better answers

4Calculate
similarity matrix

Build
abstraction tree

New document
in database

RDF
database

Query
Decompose query
into atomic goals

Build matrix

document goal
Order

candidate answers

a

b

1

2 3

Combine RDF documents
into better answers

4

Fig. 1. Phases of the query answering algorithm
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3 Conclusion

In this paper we presented an approach aimed at providing better, more complete
answers to queries over RDF documents by synthetizing several RDF documents.
We are currently working on the implementation of the algorithm.
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The increasingly complex and volatile nature of many contemporary markets means that
demands are often best satisfied through dynamic networks of collaborating enterprises.
Successful collaboration demands tight, flexible integration of business processes, how-
ever, this assumes that an appropriate team has been assembled. Traditionally, a top-
level service or goal is decomposed into component services or subgoals each of which
is then matched to a provider. This is a complex task and while automated tools exist,
supported especially by the notions of service discovery and traders, significant guid-
ance is typically sought from the user. This imposes a substantial burden of interaction
and considerable knowledge is demanded of a user to decompose to a level of detail
which allows for matching to known services. Problems arise if this is not the case
and open environments, such as the internet, present additional difficulties: if a user
is not up-to-date potential decompositions may be missed; new entrants into a market
may not be recognised; etc. Bottom-up approaches circumvent some of these difficul-
ties, but also come at a price. For example, where goal decompositions are available,
these are typically much more inefficient; if there is only a fixed number of processes
available within a system, the case of “no solution” may take considerable time to es-
tablish. Moreover, since many bottom-up approaches distribute control, the system is
vulnerable to malicious behaviour. Thus, a certain level of trust is required.

We present a novel synthesis of top-down and bottom-up techniques for
cross-organisational team formation which leverages the benefits of each while min-
imising their disadvantages. The work developed in the context of the EC-Funded
Project CrossWork (www.crosswork.info), which focuses upon distributed, cross-
organisational development processes in the automotive industry. We target so-called
Networks of Automotive Excellence (NoAEs). An NoAE provides a environment of au-
tomotive service providers and suppliers in which appropriate agile partnerships (teams)
can emerge to respond to a market opportunity as a single virtual entity. In this way
(members; subgroups of) the NoAE can compete with established Tier 1 suppliers for
orders from Original Equipment Manufacturers (OEMs), thus promoting a sustained
growth in one of the most competitive business sectors. The dynamic nature of the un-
derlying NoAE makes it a challenge to develop software systems which automate the
creation of such teams and cross-organisational workflow models. Indeed, this is con-
sidered an open research issue. In CrossWork, we have created an enabling infrastruc-
ture to realise (semi-)automatic team formation, (local) workflow formation and con-
figuration, and enactment of the resulting global workflow within NoAEs.

A team forms with the delivery of some specific product in mind: this is its goal.
The function of the team is to transform the current state, characterised by possibly
incomplete design information, a statement of raw materials, etc. into an attainment
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of this goal. Initially, this transformation is too abstract to match with actual services,
available expertise, and so forth. Thus, it needs to be elucidated. Information about the
physical product is used to identify combinations of subgoals which can be matched to
(known) services. These provide abstract processes through which the global goal can
be achieved. Team formation takes an abstract process, finds particular providers for
each service, identifies supporting services, e.g. logistics, and refines it into a concrete
process. Its primary activity is intelligent matchmaking.

The top-down approach assumes access to appropriate syntactic and semantic struc-
tures to allow goals to be rewritten to a level of detail which facilitates matching to ser-
vice providers. Naturally, this assumes knowledge of service providers or at least some
indirect access to these. An additional disadvantage is the possible need to make several
approaches to a number potential service providers owing to lack of information about
workloads and availability (cf. opportunism). To overcome some of these difficulties,
the top-down approach is complemented by a bottom-up approach which is inspired
by Blackboard Systems (BBSs), e.g. [3]. A BBS formalises the metaphor of a group
of experts communicating ideas using a blackboard. The flow of information between
blackboard and expert is bi-directional. In the bottom-up approach, a “noticeboard” is
created which summarises a business opportunity, including inter alia initial state and
desired final state. Interested and available parties contribute suggestions, leading to in-
termediate states which develop the intial state or the final state; and which themselves
can be developed by others. It is possible that a state may only be partly developed,
giving rise to branching. From these interactions a “global solution” is found and the
appropriate team emerges. A useful benefit is that the approach allows for a provider
to customise its processes, for example, if a particular opportunity is lucrative. A fuller
discussion of the approach can be found in [1] and [2].

For well-defined products, a dedicated top-down approach is usually appropriate.
Where novel products are being developed, a bottom-up approach is often the only op-
tion owing to a complete lack of semantics. There are occasions where a combined ap-
proach represents an exciting possibility. Consider, for concept design and early stages
of product development, even when a functional decomposition is possible, bottom-
up approaches can significantly enhance creativity and foster synergies which may be
otherwise missed. Moreover, where some suppliers provide more than one part of an
automotive system, a detailed decomposition can be redundant; and typically the ex-
act decomposition of the system is negotiated by the team members. To minimise the
shortcomings of each approach and maximise the benefits of each, we typically use a
top-down approach to obtain a high-level decomposition; each resulting subgoal is used
to create a noticeboard to drive a bottom-up approach through which the remainder of
the solution can emerge.
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Abstract. The prospect of adaptive, mobile applications provides both opportu-
nity and challenge to the application developers. Adaptive, mobile applications 
are designed to constantly adapt to the contextual conditions with the aim of op-
timizing the quality of their offered service. In this respect the MADAM project 
provides software engineers with reusable models, tools and runtime support for 
enabling adaptive behavior in their mobile applications. This paper presents an 
extension to the MADAM middleware architecture which enables distributed 
compositions. To this end, a new adaptation reasoning approach is described, 
which improves on the original one in two ways: it allows decentralized reason-
ing for selecting the most suitable adaptation and it supports distributed applica-
tion composition. Moreover, the proposed approach is argued to provide addi-
tional benefits such as robustness, agility and scalability. 

Adaptive, mobile and pervasive computing applications are designed to constantly 
adapt to their contextual conditions in an autonomous manner. The aim of the adapta-
tions is to optimize the quality of the service offered to the end users. This study 
builds on the results established by existing solutions [1, 2], and extends them to in-
troduce mechanisms for enabling distributed adaptation reasoning while at the same 
time maintaining attributes such as robustness, agility and scalability. 

Modern approaches define adaptive, component-based applications as collections 
of software components which can be configured according to a number of different 
compositions. Furthermore, technologies such as reflection and component orienta-
tion enable reasoning and possibly altering of their behavior. An important question 
though is how can the underlying middleware automatically reason about the context 
and select an optimal composition to adapt to. This question becomes further chal-
lenging as additional attributes such as robustness, agility and scalability are aimed. 

The proposed approach depends on composition plans which are defined at design 
time and which can be used to dynamically construct different variants of the applica-
tion. Individual variants are designed so that they offer certain advantages, such as for 
example better resource utilization for a particular context. Naturally, each variant is 
designed with the aim of maximizing the utility of the application for at least some 
points in the context space. While multiple options are possible for the realization of 
the adaptation reasoning, utility functions offer the important advantage of supporting 
adaptation reasoning of components which become available after deployment. 
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Utility functions can be used to compute the utility, i.e. a quantifiable measure of 
the quality of the service as it is experienced by the application users. In this respect, 
the overall objective of the middleware can be defined as the continuous evaluation, 
and selection of a composition which maximizes the utility. Any knowledgeable deci-
sion requires that the reasoning process is aware of the contextual information of all 
the parts involved. In distributed environments, this implies that the contextual infor-
mation of all participating hosts must be communicated to the host which performs 
the adaptation reasoning. 

The continuous computation of the utility values can be quite costly though, espe-
cially in frequently changing environments such as in mobile and pervasive comput-
ing settings. In this respect, two custom-tailored adaptation reasoning approaches are 
introduced: proactive and reactive adaptation reasoning. These two approaches differ 
in the timing of the adaptation reasoning and its required steps. Proactive reasoning 
requires that all context data is communicated as soon as it becomes available. Con-
trary to this, reactive adaptation reasoning defers the communication of such context 
data until they are actually needed. Additional (hybrid) approaches are also possible. 

Both options provide individual benefits which make them better choices, depend-
ing on the particular requirements of the application. For example, the proactive ap-
proach is more likely to achieve faster and more accurate decisions as more context 
data is available to the decision making process at any moment. In contrast, the reac-
tive approach is better in terms of resource consumption as the context data are com-
municated only when needed. The latter benefit becomes more important when the 
context changes more often than the rate at which the application is needed to adapt. 

Besides the benefits of the two individual adaptation reasoning approaches, it is ar-
gued that an implementation middleware can also benefit by using hybrid approaches, 
or by dynamically switching from one approach to the other on demand. Furthermore, 
it is argued that the use of utility functions in this approach not only enables proactive 
and reactive adaptation reasoning, but also enables the construction of distributed 
protocols which satisfy the robustness, agility, and scalability requirements. Robust-
ness is achieved by means of supporting applications to re-compute and failover to 
alternative, possibly centralized, compositions when a failure (e.g. network outage) 
prevents the originally selected adaptation. Additionally, the ability to re-compute and 
implement only a part of a composition greatly improves the agility of an application, 
especially in the case of the proactive approach. Finally, scalability is achieved as a 
means of the protocol support for distributed, decentralized computation of the utility 
functions and construction of compositions. 

References 

1. Floch, J., et al., Using Architecture Models for Runtime Adaptability, Software, IEEE, 
2006. Volume 23 (Number 2): p. 62-70. 

2. Paspallis, N. and G.A. Papadopoulos, An Approach for Developing Adaptive, Mobile Ap-
plications with Separation of Concerns, to appear in the 30th Annual International Com-
puter Software and Applications Conference (COMPSAC), Chicago, IL, USA, September 
16-21, 2006: IEEE. 



R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 19 – 20, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Scheduling of Composite Web Services  

Dmytro Dyachuk and Ralph Deters  

Department of Computer Science, University of Saskatchewan 
Saskatoon, Saskatchewan, S7N 5C9 Canada 

dmytro.dyachuk@usask.ca, deters@cs.usask.ca  

Abstract. Composite Web Services (CWS) aggregate multiple Web Services 
(WS) in one logical unit to accomplish a complex task (e.g. business process). 
This aggregation is achieved by defining a workflow that orchestrates the 
underlying Web Services in a manner consistent with the desired functionality. 
Since CWS can aggregate atomic WS and/or other CWS they foster the 
development of service layers and reuse of already existing functionality. An 
important issue in the deployment of services is their run-time performance 
under various loads. Due to the complex interactions of the underlying services, 
a CWS they can exhibit problematic and often difficult to predict behaviours in 
overload situations. 

This paper focuses on the use of request scheduling for improving CWS 
performance in overload situations. Different scheduling policies are 
investigated in regards to their effectiveness in helping with bulk arrivals. 

Keywords: Web Services, Composite Web Service, LWKR, SJF, Scheduling, 
Admission Control. 

Web Services are most often used to expose some already existing legacy functionality 
(e.g. transactional database).  For a service governed by the Processor Sharing 
scheduling policy (PS), an unexpected increase of the request arrival rate can lead to an 
overload and ultimately the thrashing effect [1]. Thrashing occurs either as a result of an 
overload of physical resources (resource contention) like a processor or memory or as a 
result of locking (data contention). Our experiments showed that the majority of Web 
Services are vulnerable to the thrashing effect. Thus an attempt to handle a large bulk of 
requests results in a significant performance decrease. Thrashing is particularly 
problematic in workflows, since the throughput of the flow in the network is equal to 
the throughput of the “slowest” intersection. Consequently thrashing of one service will 
therefore negatively impact the performance of the CWS. In this paper we propose 
applying scheduling policies such as Shortest Job First (SJF), and Least Work 
Remaining (LWKR) in combination with adaptive load control [1] to Web Services. 
Scheduling of CWS requests can be done on a system (workflow/CWS) or component 
(service) level. Adding scheduling and an admission control to an already existing 
service (e.g. WS, CWS) can be achieved by use of the proxy pattern. The proxy buffers 
all the excessive requests, thus prevents service from overload. In component-level 
scheduling a separate scheduler is placed in front of each service resulting in a multi-
step scheduling. For system level scheduling only one scheduler is needed and the 
scheduling is done on a CWS request admission phase.  
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Fig. 1. Throughput of the service governed by 
various scheduling policies 

Fig. 2. Response times of the service gover-
ned by various scheduling policies 

FIFO represents the use of admission control that uses a queue to buffer requests 
once the saturation point of the provider is reached. SJF uses a priority queue, 
prioritizing short jobs at the expense of larger ones. LWKR evaluates the total cost of 
all remaining sub-request and assigns the priorities according to the remaining work.  

Using the TPC-APP [3], a two-tier B2B application, as a benchmark we evaluated 
the performance gains of SJF (Shortest Job First) compared to pure admission control 
and standard PS for a single service. By introducing a proxy between a consumer and 
a provider, it is possible to achieve a transparent scheduling and admission control 
that leads to significant performance improvements in overload cases. In addition, the 
experimental evaluation showed that even in the absence of a priori knowledge, a SJF 
scheduler that uses observed runtime behaviour can lead to schedules that outperform 
FIFO and PS, making it an attractive approach for boosting Web Services 
performance. The results of the experimentation indicate that transparent scheduling 
can be applied to Web Services as an effective and easy to implement approach for 
boosting performance and avoiding service provider thrashing. LWKR improves the 
performance up to 68%, but requires placing a proxy in front of each component. 
Using Shortest Job First (SJF) and having just one scheduler for the workflow leads to 
a 7% drop in performance compared to LWKR. 
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1   Introduction 

Real time group editors allow two or more users at different locations to work on a 
shared document at the same time. In a mobile network environment with non-
deterministic communication latency, a replicated architecture is usually adopted for 
the storage of the shared document in order to provide high responsiveness. A conflict 
occurs when two or more users have different intentions for editing the same part of 
the replicated document. Conflict can be categorised into two types: exclusive and 
non-exclusive conflicts. An exclusive conflict occurs when the conflicting operations 
cannot be realised at the same time, and if serially executed, the effect of the later 
operation will override the earlier operation. In contrast, a non-exclusive conflict 
occurs when the conflicting operations can be realised at the same time and both 
operations can be applied to the target without one overriding the other.  

The approaches adopted by the existing algorithms to resolve conflicts can be 
categorised into: (1) locking approaches [1], (2) operational transformation 
approaches [2], and (3) multi-versioning approaches [3]. The locking approach is a 
conflict prevention approach rather than a conflict resolution approach, and it does not 
promote concurrency as only one person can modify an object at one time. The 
operational transformation approach is optimistic and is able to handle non-exclusive 
conflicts, but it cannot handle exclusive conflicts. The multi-versioning approach 
handles exclusive conflicts by creating different object versions with each version 
realising each conflicting intention. Xue et al. [4] combine multi-versioning, 
operational transformation, and post-locking to handle both types of conflict and to 
restrict the number of object versions. However, while post-locking simplifies the 
conflict resolution process by locking versions to protect them from further 
modification, it suffers from a partial intention problem insofar as conflicts could be 
better resolved if the conflicting intentions have been completely realised and thus 
every user can see the full intention of all other users. 

2   Contribution 

The authors have proposed a conflict management algorithm that aims to be suitable 
for mobile environments. The algorithm combines operational transformation and 
multi-versioning to handle exclusive and non-exclusive conflict, while respecting user 
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intention at the semantic level. While it is beyond the scope of a short paper to 
describe the algorithm at a high level of technical detail, the general structure and 
behaviour of the algorithm is given below. 

Firstly, for non-exclusive conflicts, operational transformation is used to transform 
one of the conflicting operations against the other to preserve both intentions. 
Secondly, for exclusive conflicts, the multi-versioning approach is used to preserve 
both intentions. Thirdly, the algorithm implements a variation of post-locking called 
delayed post-locking to address the partial-intention problem by allowing users to 
completely realise their intention without being interrupted by incoming conflicting 
operations. The delayed post-locking technique uses a lock called a user intention 
lock (UIL) to prevent any interruption from incoming operations allowing the user to 
fully realise his/her intention. Finally, the novel use of a conflict table is implemented 
to store all conflict information for the purpose of facilitating conflict resolution. 
Whenever a conflict occurs, the object in conflict is locked, the user is notified, and 
the operations causing the conflict are stored in a conflict table. Each entry in the 
Conflict Table represents the conflicting object version and each entry has an attribute 
to inform users whether or not the intention on the particular object version has been 
completely realised. This information allows users to make better conflict resolution 
decisions in terms of which document version should be accepted. A conflict is 
eventually resolved by selecting one Conflict Table entry to be the final version for 
that particular conflict. The proposed algorithm can be used with various conflict 
resolution strategies, whilst satisfying the following properties: it avoids the partial-
intention problem; it need not depend on a group leader or other pre-specified conflict 
resolution roles; the conflict can potentially be resolved without having to wait for all 
sites to receive all conflicting operations (dependent upon the chosen conflict 
resolution strategy); and finally, the algorithm provides better information to users so 
that they can resolve the conflict knowing the status of the conflict.  

Future work will involve integrating the proposed algorithm with consistency 
management, membership management and document partitioning algorithms to 
provide a comprehensive framework for real time mobile collaboration. Ongoing 
work will also look at alternative conflict resolution strategies, with particular 
emphasis on their effectiveness from a usability point of view, and their performance 
and impact on resource consumption within a mobile environment. 
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Abstract. Distributed applications that adapt as their environment changes are 
developed from self-managing, self-configuring and self-optimising behaviours. 
This requires constant monitoring of the state of the environment, and analysing 
multiple sources of events. Event correlation is the process of correlating 
monitored events from multiple sources for further analysis. It is essential that 
event correlation supports reliable event management with minimal delay. This 
paper describes the design and implementation of an event correlation 
architecture for adaptive J2EE applications. The architecture supports flexible 
configuration of event correlation in terms of the reliability and performance. 
This is especially useful in situations when multiple sources of events have 
different level of requirements for reliability and performance. We evaluate the 
performance overhead of this event correlation architecture and demonstrate its 
practical usage in a case study of an adaptive image server application. 

Keywords: Event correlation, adaptive, distributed application, message, 
middleware. 

1   Introduction 

Application servers provide a standardized service layer to support the development 
and deployment of distributed, server-side applications. However, such systems 
remain challenging to construct, as they operate in changing environments with 
variable user loads, resource levels and unpredictable system faults. Deciding on the 
‘best’ parameters settings is difficult, and administrators are forced to perform tuning 
and configuration through observation and experimentation every time an 
environmental change occurs. This results in on-going high administrative overheads 
and costs for managing the system. 

The solutions inspired by autonomic computing [1] are enabling application 
server technologies with the ability to adapt in response to functional and 
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environmental changes that occur after application deployment. This adaptation 
depends on constantly monitoring the systems and adjusting configuration 
parameters.  

Event correlation allows monitoring and filtering of events among components [2]. 
Event correlation plays a crucial role in reducing network traffic and computation 
time. Therefore correlation engines are core infrastructure components for 
constructing adaptive distributed server applications with J2EE. 

2   The Architecture for Configurable Event Correlation 

We propose an architecture solution shown in Figure 1 to implement configurable 
event correlation for J2EE-based applications with adaptation. We address the 
interoperability of this architecture for integration with different adaptive applications 
by utilizing the Common Base Event format. The internal structure of the ECE allows 
event correlation to be integrated with different actions. A unique feature of this 
architecture is that it enables the configuration of QoS to tune reliability and 
performance at the message level. This is achieved by introducing a message queue 
and proxy components that transparently interact with the underlying queuing 
technology. Our empirical evaluation is carried out in an adaptive image server 
application, which scales an image size and its resolution to reduce network overhead 
and increase performance. The results demonstrate that this architecture is extensible 
and lightweight with good performance and scalability. 

 

Fig. 1. The architecture of the configurable event correlation engine 

The current version of ECE only supports sequence-based event correlation. Our 
on-going work is extending ECE with other event correlation pattern. Another 
limitation of this architecture is that the event correlation is not integrated with 
advanced knowledge-based rule and policy management mechanisms used in 
autonomic computing systems. With the foundation of this event correlation 
architecture established, we are planning to further extend its capabilities in this 
direction.  
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Jérémy Dubus and Philippe Merle

INRIA Futurs, Jacquard project
Laboratoire d’Informatique Fondamentale de Lille - UMR CNRS 8022
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Abstract. In open distributed environments (ODEs), such as grid and
ubiquitous computing, deployment domains can not be statically identi-
fied as they dynamically evolve. Thus, ADLs are unadapted to describe
explicitly and exhaustively applications deployed and executed on ODEs.
We argue that concepts for managing evolution autonomously should al-
low architects to describe how their component-based applications must
evolve when the deployment domain evolves too. The contribution of
this paper is Dacar, a rule-based framework to address autonomous
evolution of software architectures in open distributed environments.

1 Problem Statement

Classically, distributed applications are deployed on computers interconnected
through a local network, where the deployment domain —i.e., the set of nodes
available to host application components is statically known. Nevertheless, in
ODEs, such as grid or ubiquitous computing, the list of available nodes evolves
dynamically. Distributed systems are built using the concept of architecture of
software components. These components are associated with the deployment do-
main. These assemblies are described using an Architecture Description Language
(ADL). Using ADLs to design applications in ODEs seems to be unadapted.
Associating software component instances with nodes to deploy a distributed
application in ODEs is impossible since the deployment domain is unknown
at design-time. Furthermore, at runtime, nodes that are hosting a part of the
application components can enter in or leave the deployment domain.

Our contribution is Dacar a framework that allows the designer to define
the abstract architecture (using an ADL), and to add rules to describe archi-
tectural evolutions. These rules define the adaptation policy —i.e., the set of
desired reconfigurations for the architecture depending on events likely to hap-
pen. The description and its relative adaptation policy are then transformed into
a running component-based autonomous system. This approach is inspired by
the autonomic computing paradigm [2].

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 26–27, 2006.

c© Springer-Verlag Berlin Heidelberg 2006



Autonomous Deployment and Reconfiguration 27

2 Contribution

The global architecture of Dacar represented on the figure is separated in three
parts. The reified architecture (“D&C” on the figure) is a dynamically modifiable
model based on OMG D&C [3]. This model is equivalent to an ADL description.

The execution domain encompasses the
runtime artifacts of the application as well
as the deployment domain. This domain is
dynamically reconfigurable in order to de-
ploy new runtime artifacts.

Finally, the reconfiguration rules are
Event-Condition-Action (ECA) rules [1].
They are triggered by events coming ei-
ther from the reified architecture or the
execution domain. The rules are respon-
sible of ensuring the causal link between
the reified architecture and the execution
domain. They are also responsible of the

high-level business self-adaptation policy of the application. There are two types
of events: endogenous events are sent from the reified architecture, and exogenous
ones are sent from the execution domain. Reconfiguration rules are classified into
three categories. Deployment Rules (DR) are triggered by an endogenous
event. They operate an execution domain-level reconfiguration of the concrete
architecture. DRs ensure that every relevant change in the reified architecture
is executed on the execution domain. Monitoring Rules (MR) are triggered
by an exogenous event. They operate a reified architecture-level reconfiguration.
MR aim to update the reified architecture in order to notify changes at the
execution domain level. Both MR and DR are independant of the application.
Architectural Rules (AR) are triggered by an endogenous event. They op-
erate a reified architecture-level reconfiguration. They provide a way to ensure
architectural properties dependant upon changes from the architecture itself.
AR are specific to the application. They represent the adaptation policy of the
application to be written by the administrator of the application.

Dacar is implemented with the Fractal component model and tested to de-
ploy autonomous CORBA component-based applications from OMG D&C de-
scriptions on top of the OpenCCM platform.
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Abstract. Peer-to-Peer computing has evolved over the last few years and is
applied to a rising number of applications. Following this development we
present a decentralised approach to dynamically select, load and integrate peer-
to-peer based services into a CORBA-compliant middleware. This is achieved
by extending and improving the mechanisms for dynamic service integration
of JXTA an open peer-to-peer infrastructure. At object level we build on the
fragmented object model provided by the AspectIX middleware to seamlessly
integrate and use peer-to-peer services instead of common CORBA client/server-
based implementations.

Common object-oriented middleware infrastructures provide mature support for
client/server programming but usually miss facilities to easily and seamlessly support
other interaction paradigms. We present a flexible approach to integrate peer-to-peer-
based services into a CORBA-compliant middleware at object level based on our
AspectIX middleware. This offers the possibility to replace client/sever interaction by
peer-to-peer communication without any client-side modification.

The integration of peer-to-peer services at object level is achieved by a modulari-
sation of the object reference (IOR) handling using a generic reference manager with
portable profile managers [2]. These profile managers encapsulate all tasks related to
reference handling, i.e., reference creation, reference marshalling and unmarshalling,
and type casting of representatives of remote objects. Currently, AspectIX provides
profile managers for standard CORBA and additionally offers support for the
fragmented object model [4] and other non-CORBA middleware platforms, like Jini
or Java RMI. In this work, we implemented a profile manager and specified an own
JXTA IOR profile for integrating the JXTA middleware [1] and its peer-to-peer services
based on the support for the fragmented object model.

A fragmented object might be composed of several fragments and could be
distributed over multiple machines. While a fragmented object offers a standard
object interface to the outside, it can exhibit an arbitrary architecture inside. The
fragmented object model provides maximal flexibility but might result in a higher
development effort especially for recurring demands like fault-tolerance or a peer-
to-peer-based internal communication. The integration of JXTA to support peer-to-
peer interaction eliminates this drawback as it comprises a fully-fledged middleware.
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However, the JXTA middleware cannot be compared to a standard object-based
middleware supporting the client/server paradigm. Instead, it misses the concept
of an object reference and an application-directed interface, but offers lower level
network-directed concepts like a service description specifying a network protocol and
an abstract communication endpoint to connect other services supporting the same
protocol. Thus, our JXTA IOR profile contains a metadata description called module
specification advertisement describing a JXTA service and its supported protocol. A
fragmented object can now internally consist of JXTA service instances interacting in
peer-to-peer fashion. By combining the fragmented object model and the JXTA service
concept we bridge the gap between a standard object-based client/server middleware
and the JXTA peer-to-peer infrastructure.

When coping with a fragmented object, the binding usually requires the dynamic
loading of code, as it is not feasible to install and load all code modules at every node of
the system. The reason is that these would only be used by some nodes and these may
even not be known in advance. Therefore, we recently proposed a dynamic loading
service that enables the dynamic loading of platform-specific code on demand [3].
In contrary to that work, we propose a generic and decentralised peer-to-peer-based
lookup, selection and loading process. This allows multiple parties to independently
provide implementations for a certain object. The current prototype extends existing
concepts of the JXTA platform to dynamically select and load code, based on
advertisements and extends those to provide a truly platform-independent support for
the dynamic loading of platform-specific code. Our architecture is composed by three
components: A decentralised implementation repository represented by a JXTA peer
group hosting metadata about all available objects and their implementations. A code
provider, which is run by every entity offering code, that is responsible for publishing
implementation-related advertisements via the implementation repository and sharing
the code. Finally, there is the dynamic loader, that builds the core of our prototype. It is
invoked by the JXTA profile manager during binding time of a JXTA-based fragmented
object to select and load a platform specific implementation.

Even though our current prototype enables the dynamic integration of peer-to-peer-
based services by a precise selection of platform-specific code, we currently assume
that an implementation is self-contained. We intent to investigate solutions to support
implementations that reference other implementations enabling more modularity.

References

1. Li Gong. JXTA: A network programming environment. IEEE Internet Computing, 5(3):88–
95, 2001.
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Abstract. The deployment of multi-tiered applications in large-scale environ-
ments remains a difficult task: the architecture of these applications is complex
and the target environment is heterogeneous, open and dynamic. In this paper, we
show how the component-based approach simplifies the design, the deployment
and the reconfiguration of a J2EE system. We propose an architecture description
language that allows specifying constraints on the resources needed by the com-
ponents and on their location, and a deployment solution that handles failures.

Introduction. J2EE application servers are complex service-oriented architectures.
They are generally deployed on clusters to improve their quality of service. A J2EE
cluster is composed of replicated Web and EJB tiers for load balancing and fault tol-
erance. A front-end load balancer dispatches the HTTP requests to the containers. In
large-scale environments, machines are highly distributed and heterogeneous in terms
of software and hardware configurations. Furthermore, these resources can be dynamic.
Therefore the resource allocation should be automated and the deployment process
should automatically take into account the dynamicity of the environment. We make
the assumption that the large-scale environment is structured in zones and that for each
zone are defined some known machines called zone managers whose role is to maintain
a list of the machines in the zone and to orchestrate the deployment process.

Deployment System. We adopt an architecture-based approach to manage the J2EE
system. We wrap system parts into explicitly bound components. The obtained system,
called JonasALaCarte, is based on the Fractal component model.

In large-scale environments, we cannot know in advance the target machine for each
component of the system. So, in order to specify the deployment of a J2EE system,
we have added to the Fractal architecture descriptor (that defines the architecture of
the system in terms of component definitions and component bindings) a deployment
descriptor, that contains, for each component, the description of the resources that the
target platform must satisfy, and references to component instances. The deployment
descriptor lists all the constraints that a hosting machine has to verify. Resource con-
straints allow hardware and software needs to be represented, and location constraints
make it possible to control the placement of a component when more than one host ap-
ply for its hosting. These constraints are solved thanks to our deployment process that
allows, additionally, the recovery from failures.
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Deployment Process. For each zone in the environment, a zone manager maintains
the list of the machines in the zone that may host the J2EE system components. This
zone manager is given the architecture and deployment descriptors by an administrator.
It then multicasts them to the zone nodes. Each node checks the compatibility of its
local resources with the resources required for each component. If it satisfies all the
resource constraints associated with a component, it sends to the manager its candida-
ture for the instantiation of this component. The manager receives several candidatures
and tries to compute a placement solution in function of the location constraints and
the candidatures. The manager updates the deployment descriptor with the new place-
ment information and broadcasts it to all the zone nodes. Each node that receives the
new deployment descriptor updates its own one and is thus informed of which compo-
nents it is authorized to instantiate and of the new location of the other components.
The final step consists in downloading necessary packages from well defined package
repositories whose location is defined in the deployment descriptor.

The steps described above define a propagative deployment, that is, necessary com-
ponents for running J2EE applications can be instantiated and started without waiting
for the deployment of all the components. As soon as a resource become available or a
machine offering new resources enters the network, candidatures for the installation of
the “not yet installed” components will make the deployment progress.

Some preliminary experiments we have conducted on a prototype implementation
show that the performance of the resource observation and the constraint solving remain
acceptable even for a large number of non trivial resource constraints.

Automatic Recovery from Failures. In the environment we target, resources can also
become unavailable, some parts of the J2EE system can be faulty and some machine
may fail. In this work, we consider silent failures. When a component does not respond
to a method call or a request within a timeout, the node detecting the failure sends to
the zone manager a message holding the identity of the component to redeploy. Then,
the zone manager updates the deployment descriptor by removing the location of the
component and broadcasts the new descriptor to all the machines connected in the zone.
This automates the redeployment of the faulty component since all the machines find
themselves back in the propagative deployment described above.

Specific actions are carried out in the case of the failure of replicated components
(eg EJB container and Web container services) or zone managers, exploiting group
communication and temporary storage of incoming requests.

Conclusion. The work described in this paper proposes a solution for the deployment
of enterprise systems in large-scale environments. Our main contribution consists in
the following points. First, the deployment system is resource-aware and the constraint
resolution is performed in a reasonable time. Second, the deployment task is simplified
since the administrator role is reduced to writing a deployment descriptor. All the de-
ployment process and the recovery from failures are automated. Finally, we maintain
the performability of the system since we maintain the structure described in the archi-
tecture descriptor by replacing each time a faulty component by another. This allows
assuring the continuity of Internet services and maintaining their quality of service.
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1 Introduction

Web applications are tightly coupled with the platforms that a particular service
provider intends to support and the execution scenario envisioned at the design
time. Consequently, the resulting applications do not adapt well to all clients
and runtime execution contexts. The goal of our research is to develop meth-
ods and software to support reconfigurable distributed applications which can
be customized to specific requirements. Thinking in terms of software product
line engineering [2], we need a product line for a given Web application, each
instance of which is for a specific execution platform and context. To achieve
such a product line, we have to satisfy two requirements: universal accessibility
and context-dependent component distribution.

2 Virtualization

We address both problems by using virtualization on execution platforms to
provide a uniform programming environment for objects. Specifically, we have
developed a virtual programming environment which hides the incompatibili-
ties in different platforms and models. The environment provides a high-level
abstraction: programmers no longer deal with pages, HTTP requests, cookies,
sessions, which are entities in specific models and platforms; instead, they fo-
cus on the building objects and their interaction, and specifying the application
logic. A Web application in the virtual environment represents a product line
characterized by its application logic, not a specific implementation which can
be deployed on a specific platform.

3 Separation of Concerns

Following the principle of separation of concerns, our virtual environment is
not only platform independent but also location agnostic: there is no notions
about object location and object movement. Nonetheless, such specifications are
required to build an executable Web application. We designed a specification
system including two parts: a specification language allowing developers write
object distribution schemes, and tools to help the framework implementation
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Fig. 1. System Architecture

execute the schemes. Combining an application with a specification, a Web ap-
plication customized to a specific execution context can be defined. Inspired
by the success of Web Style Sheets, our specification system is also based on
transformation: converting a composition of objects into another composition of
annotated objects. The annotation attributes are given by a specific execution
framework. For example, in a typical Web framework, the location of an object
may be a client or a server. Specifying object allocation can be achieved by
annotating each object’s with the desired attribute value. Sophisticated loading
policies can be specified in a similar way. We have developed an algorithm to
perform the transformation and proved its correctness.

4 Generative Approach

One approach to support virtualization over heterogeneous platforms is to de-
fine and build a middleware. This approach has the disadvantage of requiring
the deployment of new software systems and protocols, which is impractical for
the sheer scale of the Internet and the diversity of client platforms. Instead, we
adopt the paradigm of generative programming [1] to realize application execu-
tion: before deployment, the composing objects of a Web application undergo a
generative process to obey the annotations generated by the specification system.

To support these generated objects, a light-weight execution framework is
required, whose primary role is to facilitate object management across HTTP
channels. We implemented a Web execution framework composed of libraries
and runtime systems. Our experience suggests that it is feasible to facilitate
reconfigurable object distribution using a specification which controls object
allocation and regulates loading patterns.
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1   Coupling Metrics for Service-Oriented Designs 

Service-Oriented Computing (SOC) is emerging as a promising software development 
paradigm based on the concept of encapsulating application logic within independent, 
loosely coupled, stateless services that interact via messages using standard commu-
nication protocols. The design principles of SOC are yet to be well understood; there-
fore service-oriented systems are often developed in an ad-hoc fashion, with little 
support for validating the quality of the service-oriented (SO) design upon which such 
systems are based. As such, there is a need for mechanisms supporting the measure-
ment of internal structural quality attributes of SO designs (such as coupling and co-
hesion) in order to predict and enhance the quality of the final product.  

Although there is a large body of research and practice on metrics for software de-
veloped using traditional approaches such as Object-Oriented (OO) and Procedural 
development, such metrics are not immediately applicable to SO systems. This is due 
in large to the following three reasons: i) SOC is based on independent, platform 
agnostic services that exhibit high reuse due to low coupling (coupling through ser-
vice interfaces only); ii) Services can be implemented by elements belonging to vari-
ous development paradigms / languages; iii) SOC introduces an additional level of 
abstraction and encapsulation - a service. In SOC, operations are aggregated into 
elements (classes/procedures, etc.) that implement the functionality of a service as 
exposed through its service interface. 

As such, our current research is concerned with metrics for quantifying the struc-
tural coupling of design artefacts in service-oriented systems, where coupling is de-
fined as a measure of the extent to which interdependencies exist between software 
modules. To date, a suite of design level metrics, covering all of the structural cou-
pling aspects of a formal model of service-oriented design [4], has been derived and 
validated against the property-based software engineering measurement framework 
of Briand et al. [1]. These metrics are intended as early indicators/predictors of the 
quality characteristic of maintainability in service oriented systems, with the aim of 
enabling organisations to identify problems earlier in the software development life-
cycle. The metrics are based on axioms which the authors’ defined to establish  
connections between the coupling and maintainability of SO designs in terms of ana-
lysability, changeability, stability, and testability. The axioms are based on existing 
literature (e.g. [2]) and the authors’ experience with service-oriented development [3]. 
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There are ten axioms in total but due to space constraints only a single axiom and the 
definition of a single related metric are shown:  
Axiom 1: High incoming coupling from service implementation ele-

ments1 e1…en belonging to different services, to a given implementa-
tion element e of service s, will negatively influence change-
ability. This is because e1…en will be dependent upon the implementa-
tion characteristics of service s and thus the reuse of the external 
services containing these elements will be limited. 

In total, nineteen metrics were derived and classified into three types:  i) those directly 
supporting the axioms; ii) those included for coverage; and iii) those representing 
aggregations of the former two types of metrics. Below is an example metric based on 
the previously defined axiom 1. Note that the formal definition, motivation and vali-
dation of this metric have been omitted due to space limitations. 
 

Metric Name: Weighted Extra-Service Incoming Coupling of Element (WESICE) 
WESICE for a given service implementation element e of a particular service s is the 
weighted count of the number of system elements not belonging to the same service that 
couple to this element. To support the measurement process, a series of weights for different 
types of relationships defined in [4] was proposed based on the coupling effects described by 
the axioms. The weights are assigned in two consecutive steps. Firstly, the weights are as-
signed based on the types of elements involved in the communication. Secondly, the weights 
are assigned based on the locality and type of communication itself. 

2   Future Work 

The next step of this research involves empirical evaluation in order to test the axioms 
and quantify the effect of the metrics as predictors of maintainability. This testing will 
also facilitate the refinement of the metric weights. Following a successful outcome, 
ongoing work will involve the definition of metrics to measure complexity and cohe-
sion. Finally, in the long term view, tool support for the automated collection of met-
rics will also be developed.  
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Abstract. ODESeW allows developing ontology-based Web portals. We 
describe the functionalities offered by a specific deployment of the ODESeW 
application development platform, oriented to the management of EU R&D 
projects. As an example of this specific deployment, we focus on the project 
management functionalities currently provided for the EU KnowledgeWeb1 
Network of Excellence (NoE).  

1   Introduction 

One important aspect in EU R&D project management is the periodic generation of 
reports about its state. Project reporting requires inputs from every partner in the 
consortium. Project coordinators are normally responsible for the generation and 
submission of the consolidated information, which has to be globally consistent.  

We show how we ameliorate this problem by using the Semantic Web application 
development framework ODESeW (Semantic Web Portal based on WebODE) [1] to 
create a project portal that provides, among other functionalities, a set of project 
management functions. These functions are based on knowledge about project 
management and reporting that has been formalised by a set of ontologies.  

ODESeW offers developers a set of services and tools for developing Semantic 
Web applications and gives, by default, navigation and visualization models that 
allow visualizing, editing and navigating the content in a portal. Such models can be 
modified and extended easily, permitting developers to create specific visualization 
and navigation models. The technical details are provided in [1]. 

2   Periodic Progress Reports in ODESeW 

Here we focus on one specific deployment of ODESeW that is valid for setting up and 
maintaining the Web site of an R&D project, including the creation of periodic 
progress reports for EU R&D projects.  

                                                           
1 Work supported by EU IST NoE Knowledge Web. http://knowledgeweb.semanticweb.org/ 
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ODESeW includes a set of functionalities that help all members of the consortium, 
and particularly the coordinator, to generate and monitor management documents. On 
the one hand, it makes each partner be aware of the amount of information to be 
reported. On the other hand, it generates the activity and effort reports. 

ODESeW can manage different domain ontologies. To describe R&D projects, we 
have used five project description ontologies (documentation, event, organization, 
person, and project), a user-role ontology (for managing different user profiles within 
the project), and a project management ontology (for managing R&D projects). 

In the specific case study of Knowledge Web, the functionalities provided by the 
portal are divided according to the different users that can access it: 

Partner user. This user is responsible of inserting his/her organization information 
and the information of all the participants in the project from his/her organization. If 
the partner is a WP leader, he/she is also responsible to upload deliverables inside the 
portal. Besides, this user can insert concrete meetings, conferences, workshops, etc. 

Reporting users. the provided functionalities are oriented to guide the user through 
the different reports and the generation and submission of reports. The main tasks of 
this kind of user are: 

 Workpackage (WP) progress reports, for each WP that the user’s organization is 
leader of. This user must introduce the description of the progress done in a WP. 
Besides, the portal shows the user all the available deliverables that must be 
delivered in the current period report and all the delayed deliverables, so that the 
user can indicate their current status and the expected date of delivery. 

 Effort report for the organization to which the user belongs. The technical annex 
of a project specifies the amount of effort that must be spent by each partner in 
different WPs during the overall project. In the management report the effort 
spent by partners in the different WPs during the period report should be shown. 

Area managers. in this case, the functionalities are oriented to generate the area 
progress reports. In the context of Knowledge Web, WPs are organized in four areas: 
industrial, research, educational and management. In the activity report, area 
managers can include an overview about the general progress of the area. 

Managing director. The managing director is a person that belongs to the project 
coordinator organization. The provided functionalities are oriented to monitor the 
evolution of all reports, to generate the complete reports and generate others 
management report concerning only to the coordinator partner.  

Administrator. This user is in charge of creating new users, setting their read and 
write permissions and specifying which ontologies in the ontology server (WebODE) 
are being managed inside the portal. He/she is also allowed to change the ontologies 
inside the ontology server. Besides all administration issues, this user is in charge of 
including all the project definition information: WPs, deliverables, global efforts, etc. 

Reference 

1. López-Cima A, Corcho O, Gómez-Pérez A. 2006. A platform for the development of 
Semantic Web portals. In: Proceedings of the 6th International Conference on Web 
Engineering (ICWE2006). Stanford, July 2006. 



Heavyweight Ontology Engineering

Frédéric Fürst1 and Francky Trichet2

1 LARIA - Laboratoire de Recherche en Informatique d’Amiens
CNRS-FRE 2733 - University of Amiens

UPJV, 33 rue Saint Leu
80039 Amiens Cedex 01 - France

frederic.furst@u-picardie.fr
2 LINA - Laboratoire d’Informatique de Nantes Atlantique

CNRS-FRE 2729 - University of Nantes
2 rue de la Houssinière - BP 92208
44322 Nantes Cedex 03 - France

francky.trichet@univ-nantes.fr

Abstract. An heavyweight ontology is a lightweight ontology (i.e. an ontology
simply based on a hierarchy of concepts and a hierarchy of relations) enriched
with axioms used to fix the semantic interpretation of concepts and relations.
Such an ontology can be a domain ontology, an ontology of representation, an
ontology of PSM, etc. In our work, we argue in favor of using a graph-based
solution to deal with the different activities related to Heavyweight Ontology
Engineering, in particular ontology representation, ontology operationalisation,
ontology evaluation (i.e. verification and validation) and ontology matching. Our
approach consists in using the graph-based paradigm to represent all the com-
ponents of an heavyweight ontology (i.e. Concepts, Relations and Axioms) and
using graph homomorphism techniques to compare (at the conceptual level) the
core components of an heavyweight ontology: the Axioms. This explicit graph-
based representation of axioms coupled with reasoning capabilities based on
graphs homomorphism facilitates both (1) the definition of important notions for
Heavyweight Ontology Engineering such as Compatible/Incompatible Axioms or
Specialisation/Generalisation of Axioms and (2) the topological comparison of
axioms, which in our work is used to define a new approach of ontology match-
ing mainly based on axiom-based ontology morphisms.

Keywords: Heavyweight Ontology, Axioms, Graph-Based Techniques, Ontol-
ogy Matching, Ontology Evaluation, Conceptual Graphs.

1 Representing Heavyweight Ontologies with Conceptual Graphs

Axioms are the main building blocks for fixing the semantic interpretation of the
concepts and the relations of an ontology, and this is what differentiates lightweight
ontologies from heavyweight ontologies. Currently, there are not so many real-world
ontologies that make substantial use of axioms. However, as introduced by T. Berners-
Lee - "For the semantic web to function, computers must have access to structured
collections of information and sets of inference rules that they can use to conduct au-
tomated reasoning" - we think that the need to develop heavyweight ontologies will
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inevitably increase in an immediate future; this is also clearly demonstrated by the cur-
rent W3C standardization efforts for a Semantic Web Rule Language.

To represent heavyweight ontologies, we propose OCGL (Ontology Conceptual
Graphs Language) [2]. This modelling language is based on a graphical syntax inspired
from those of the Conceptual Graphs model (CGs). The Conceptual Graphs model, first
introduced by J. Sowa, is an operational knowledge representation model which belongs
to the field of semantic networks. Two approaches for reasoning with CGs can be distin-
guished: (1) considered CGs as a graphical interface for logics and reasoning with logic
and (2) considered CGs as a graph-based knowledge representation and reasoning for-
malism with its own reasoning capabilities. In our work, we adopt the second approach
by using the projection (a graph-theoretic operation corresponding to homomorphism)
as the main reasoning operator; projection is sound and complete w.r.t. deduction in
FOL. OCGL has been implemented in a tool called TooCom (a Tool to Operational-
ize an Ontology with the Conceptual Graph Model) [1], which is available under GNU
GPL license at http://sourceforge.net/projects/toocom/.

2 Reasoning on Heavyweight Ontologies with Conceptual Graphs

The explicit graph-based representation of axioms provided by OGCL coupled with
reasoning capabilities based on graphs homomorphism facilitates the topological com-
parison of axioms at the ontological level. This feature (ontology morphism founded
on graph-based knowledge representation and graph-based reasoning mechanisms) is
interesting for several activities related to Heavyweight Ontology Engineering such as
ontology matching or ontology evaluation.

In this context, we have defined (and implemented in TooCom) a new method for
ontology matching [3]. This method mainly relies on the use of the axiomatic level
of the ontologies to discover semantic analogies between concepts and relations. But
our graph-based approach is not limited to ontology matching. Indeed, to generalize
our principle of reasoning on heavyweight ontology with graph-based solutions, we
have formally defined (in the context of the CGs) the notions of Incompatible Axioms,
Compatible Axioms and Specialisation/Generalisation of Axioms. These notions can
be used for multiple activities related to Heavyweight Ontology Engineering such as
verification, validation, merging and evolution. We are currently using these notions to
implement new functionalities of TooCom.
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Abstract. A newspaper content management system has to deal with a very 
heterogeneous information space as the experience in the Diari Segre 
newspaper has shown us. The greatest problem is to harmonise the different 
ways the involved users (journalist, archivists…) structure the newspaper 
information space, i.e. news, topics, headlines, etc. Our approach is based on 
ontology and differentiated universes of discourse (UoD). Users interact with 
the system and, from this interaction, integration rules are derived. These rules 
are based on Description Logic ontological relations for subsumption and 
equivalence. They relate the different UoD and produce a shared 
conceptualisation of the newspaper information domain. 

1   Introduction 

From our experience in the newspaper content management systems domain1, it has 
been possible to develop an experience of Semantic Web technologies in a real setting 
in the Diari Segre [1]. The main contributions are:  

• An ontological framework for the newspaper domain [2]. 
• A semantic search and exploration user interface [3]. 

However, despite these achievements and as result of the experience acquired 
thereof, some aspects of this practical approach to a semantic newspapers have to be 
improved. Fundamentally, the main issue is the gaps among the different users’ 
conceptual models and the ontologies that try to formalise a shared conceptual model. 

Users of a newspaper system need to collect, to organise and to share lots of 
information about news. It is very difficult that different users classify a piece of news 
with the same topic, subject or keywords. This situation leads the users of the 
newspaper system to easily miss the needed information. The main problem with the 
Diari Segre newspapers content management system is the gap between journalists’ 
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keywords and the topics used by archivist for classification. This gap prevents 
journalist from finding the content they need during their daily work. Thus, it makes 
them asking archivists to locate content for them, which is an overhead for them. 

Altogether, this is a data integration problem caused by the interaction of different 
conceptual models. In order to overcome it, our approach is to formalise these 
conceptual models using ontologies. Once formalised, it is possible to employ 
computerised methods based on Description Logics in order to build up an integration 
service based on users’ interaction. 

2   Semantic Methodology for Data Integration 

[4] argues for the importance of interactive and iterative integration. They present a 
tool that helps such process by looking at the instances to guide the conflict resolution 
at the schema level. In our case, we do not aim at solving any conflict, by assuming 
that they exist due to the different points of view of users. Thus, this will be handled 
by making their different points of view explicit, i.e. those known instances, also 
known as Universe of Discourse (UoD). 

Regarding the criteria proposed in [5] to classify semantic integration approaches, 
ours would take the following values: 

− Who generates the mappings: Agents themselves 
− When define Agent-to-Agent mapping: Auto-generated at agent interaction time. 
− Topology: Mediated. 
− Degree of Agreement: Agree on subsumption/overlapping of Universes of 

Discourse (UoD). 

Therefore, we have introduced a new value for the degree of agreement, and our 
proposal does not fit in any of the five architectures proposed there. Those values 
given to this attribute in [5] are all based on the ontologies, while we do not assume 
any agreement on the ontologies being used, but on the instances known by each user. 
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1 Introduction and Motivation

An ontology is an explicit specification of a conceptualization[1]. Ontologies are
seen as important technique for semantic data processing, and in particular for
interoperability. As they represent knowledge about a certain evolving real world
domain the ontologies have to evolve as well. Knowledge about the changes is
mandatory to correctly interpret data or documents based on the semantics
defined in the ontology. Furthermore, the correct comparison of data and docu-
ments from different points in time, based on different versions of an ontology is
only possible if the differences between these versions are known.

Often, only the different versions of a changing ontology are available, but
the change history is missing. To help in this situation is the ambition of the
work presented here. In particular, we focus on the following problem: Given two
versions of an ontology we want to derive a series of change operations, which is
able to transform one version into the other and thus is an explicit representation
of changes between the two ontology versions. As ontologies can be represented
by graphs, we achieve this goal by means of graph comparison.

In [2] and [3] we presented a graph based approach for ontology versioning.
Incorporating changes in such a temporal ontology is easy if the changes are
known, but can be a very complex task, if the differences are unavailable. For
instance, ontology development often is a federated task where individual teams
work on different parts of the ontology. Integrating these parts without change
information can be very hard. In other situations, the differences may be known,
but tagging them for the versioning system is long lasting and error prone.

There are some other approaches for comparing ontologies. Among them On-
toview [4] and PromptDiff [5] are the best known ones.

2 Comparing Ontology Graphs

An ontology can be seen as a cyclic graph where the concepts are represented by
nodes and the relations between concepts are represented by typed edges. For
our approach we assume to have a rooted DAG (RDAG), i. e. a directed acyclic
graph with only one node not having any parents, thus we have to transform
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the ontology into such an RDAG. Such a transformation is always possible by
introducing so called slots, which represent edges that may create cycles in the
graph. On this RDAG, we define operations for inserting, removing and updating
nodes, edges and slots.

For comparing two ontology versions, each version is represented by one
RDAG. Then we apply our graph comparison algorithm, which delivers an edit
script consisting of a series of operations, which transform one graph into the
other. These operations represent the differences between the graphs and thus,
the differences between the two ontology versions.

Our graph comparison is based on the tree comparison of Chawathe et al.
[6] which we extended with renaming detection and the capability of comparing
RDAGs [7]. We assume that ontologies do not change very much between two
versions. The matching of concepts between versions is based on the fact that
a concept’s name often acts as key, thus duplicate names will seldomly occur
and names will not change very often. If there is a renaming, it will be detected
in a heuristic approach. After matching and renaming detection, the remaining
differences can be found with two additional graph traversals.

We did an evaluation of our approach on randomly generated data, which
showed surprisingly good results, both in terms of time and accuracy. Currently
we are working on an evaluation against real world ontologies.

3 Conclusions

Ontologies represent knowledge from real world domains. As the real world tends
to change, the ontologies also have to evolve. For incorporating such ontology
changes into a versioning system, the differences have to be known. In this poster
we outlined an approach for comparing two versions of an ontology by means of
graph comparison which gave promising results after the first evaluation.
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Abstract. News feeds using RDF Site Summary (RSS) are becoming
common-place for news providers on the Internet. Using a news aggre-
gator, users can stay informed about the topics they are interested in
without having to constantly check the actual web pages themselves.
This near instant availability of a plethora of news sources poses new
challenges: filtering and categorisation techniques are needed that adapt
to changing information needs of the users as well as to the changes oc-
curring in the topics reported on. This paper presents an approach to
filtering news feeds relevant to a set of interests using ad-hoc ontologies.
These filters are created from a small core-ontology describing topics of
articles the user is interested in.

1 Approach

Fig. 1 shows the workflow of our approach. As of yet, it is tuned to filtering news
items in German only. This is due to characteristics of German, especially the
abundance of compound-nouns. Step 1 collects the full texts of the articles from
the RSS feed files.

Step 2 performs some pre-processingon the texts. They are tokenised in a
per-sentence manner, stopwords are removed.This leaves only proper nouns and
words containing upper-case letters, while preserving the positions of the words
in the text. Finally, noun-chains are extracted, since these are deemed most
interesting for ontology creation.

Step 3 collects the user-preferences. These are entered in a simple manner
allowing the definition of classes, subclasses, properties, and instances. The goal
is not to accurately model a part of the world but to seed the automatic process
of ontology creation. The result of step 3 is a core-ontology formatted in an
ontology language.

Step 4 takes two inputs: the list of noun-chains, and the core-ontology. First
of all, the concepts of the ontology are checked for containment in the noun-
chains. The chain-parts containing a concept are entered into the ontology as
sub-classes of the concepts matched against whereas the whole chain is entered
as an instance of this new subclass.

Step 5 performs a deeper analysis on the newly-created instances. The analysis
focuses on the position of the subclass identifier in the word chain. This results
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Fig. 1. Workflow of the Filtering Mechanism

in a list of candidates for inclusion into the ontology as new concepts. These
are connected to the sub-classes they are derived from, so that their relationship
is expressed. If over time a pattern emerges behind the automatically created
relationships of concepts to a sub-class, the user can easily transform all of them
at once.

Step 6 checks for new candidates and repeats steps 4 and 5 if that is the case.
Step 7 represents the post-processing stage. There, the properties entered by

the user are evaluated and used to deduce categorisations aiding in transforming
the string-instances into typed instances.

Step 8 performs the final operation in which the news items are annotated
according to the ad-hoc ontology created by the prior steps. The news items are
subsequently forwarded to the user, given that they contain at least one of the
objects of the ontology.

2 Summary and Acknowledgments

We have conducted a couple of experiments using different core-ontologies and
different news feeds. The results are promising. One experiment took a core-
ontology comprised of 9 nodes as well as a document base of 400 articles. The
resulting ontology had 428 nodes, 200 of which were instances. Of these 84.5%
had been correctly categorised. This shows the feasibility of the approach with
regard to the filtering of Internet news.

Our filtering system is able to quickly create topical filters, which reduce the
amounts of incoming articles for the users and also perform some basic tagging
on the articles they pass on.

This work is part of the project WIKINGER (see www.wikinger-escience.
de), funded by the German Federal Ministry of Education and Research.
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Abstract. A catalog holds information about a set of objects, typically 
classified using terms taken from a given thesaurus. Mediated access to a 
collection of catalogs over the same domain therefore requires some strategy to 
deal with multiple thesauri, which represent different classifications for the 
same domain. This paper proposes an approach using online mapping rate 
estimations to define weighted relationships between terms of distinct thesauri. 
The mediator then uses such relationships to remap keyword-based queries to 
the different catalogs. Moreover, query answers provide valuable feedback to 
adjust the relationship weights, thereby improving the mediator accuracy. 

1   Introduction 

A catalog is a database that stores information about a set of objects, classified using 
terms taken from a given object type thesaurus. The design of a mediator for a 
collection of catalogs therefore requires aligning distinct object type thesauri, which is 
the central question we address in this paper. 

We address this question by designing an online mapping rate estimator that 
gradually creates weighted relationships between terms of distinct thesauri by post-
processing result sets returned by user queries. Briefly, given two catalogs, CA and CB, 
with thesauri TA and TB, if a query returns an object c from CA classified as ta∈ TA and, 
again, c from CB, but classified as tb∈ TB, then c establishes some evidence that tb 

maps into ta. Note that this strategy depends on the assumption that the mediator can 
recognize when data from different catalogs represent the same object or not. For 
instance, in e-commerce applications the mediator may use the manufacture’s part 
numbers, if both catalogs store such information. Likewise, the mediator may use the 
object’s spatial location in geographic information applications to try to deduce that 
two objects are indeed the same. The mediator then operates based on the online 
generation of evidences, and not on precisely defined thesauri alignments, which are 
very difficult to define a priori. 
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2   Estimating Relationships Between Terms of Two Thesauri 

For simplicity, we assume that we have just two catalogs, CA and CB, storing objects 
from the same domain, classified using thesauri TA and TB , respectively. Also, we will 
be interest in mapping terms from TA into TB. However, the discussion can be 
generalized to bi-directional mappings and to more than two catalogs. 

We say that entries ca∈CA and cb∈CB are equivalent, denoted  ca  cb, when they 
represent the same (real-world) object. The exact procedure that computes instance 
equivalence depends on the application.  

A user section is a pair of queries QA over CA and QB over CB, submitted through 
the mediator. We assume that a user section contains queries that try to retrieve 
objects from CA and CB that are similarly classified. After the training process, the 
mediator will be able to recommend how to query CB based on the terms used to 
query CA. 

Let ta∈TA and tb∈TB in what follows. The mediator maintains P(ta, tb), the mapping 
rate estimator for ta and tb, which estimates the frequency that the term ta maps to the 
term tb. The mediator computes P(ta, tb) as follows.  

The mediator stores n(ta, tb), the sum of the all occurrences of pairs of objects 
ca∈CA and cb∈CB such that: (1) ca  cb; (2) the types of ca and cb are ta and tb, 
respectively; (3) ca and cb were observed in a previous user section. The mediator also 
stores n(ta), the sum of the all occurrences of objects ca∈CA such that: (1) the type of 
ca is ta; (2) ca was observed in a previous user section.  

The mediator post-processes the result sets a new user section and computes  
)t,t(n baΔ  and )t(n aΔ , defined exactly as n(ta, tb) and n(ta), except that the objects 

are those in the result sets of the new user section. Then, the mediator recomputes 
P(ta,tb) as follows:   
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where 
 

α  is a coefficient that takes values from the set {0.01, 0.1, 0, 1, 10, 100}, 
calibrated during the model validation process 

BT

1=ψ  is a smoothing coefficient assumed as the inverse of the size of the 
thesaurus of the second term. 

   

Note that the above equation is symmetric in ta and tb and can be easily adapted to 
compute estimations for the frequency that the terms in TB map into terms in TA.  

To validate and test the estimation model, we used the ADL Gazetteer 
(http://www.alexandria.ucsb.edu/gazetteer) and the GEOnet Names Server (http:// 
gnswww.nga.mil/geonames/GNS). We stored data from both gazetteers locally and 
partitioned the data into a tune set and a test set. We applied the 6-fold cross-
validation technique to calibrate the model parameters. As a result, we obtained 26 
pairs of terms from TA to TB aligned with mapping rate greater then 0.4, with accuracy 
of 89.7% and recall 81.3%. From TB to TA, we obtained 44 pairs of terms aligned with 
accuracy of 93.6% and recall of 95.7%. 
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Nowadays, ontologies are more and more used in several research and application
domains, in particular e-commerce, e-business and the Semantic Web. Several
tools for managing ontology data and ontology-based data (also called individ-
uals or ontology class instances) are available. Usually, ontology-based data ma-
nipulated by these tools are stored in the main memory. Thus, for applications
that manipulate a large amount of ontology-based data, it is difficult to ensure
an acceptable performance. So, there is a real need for storing ontology-based
data in database schemas to get benefit of the capabilities offered by DBMSs
(query performance, data storage, transaction management, etc.). We call this
kind of databases Ontology-Based Databases (OBDBs).

Over the last five years, two main OBDB structures for storing ontology and
ontology-based data were proposed [1]. In the single table approach, the descrip-
tion of classes, properties and their instances are described by means of triples
(subject, predicate, object) stored in a single table, called the vertical table. In
the dual scheme approach, ontologies are described by specific schemas, depend-
ing upon the ontology model, but instances are stored either as set of triples
in a single vertical table, or in a set of unary and binary tables, with one table
per class, representing the identifiers of its instances, and one table per prop-
erty, representing the pairs (instance identifiers, property value), this structure
is known as the decomposition model. Unfortunately, all these approaches are
poorly adapted when ontology-based data contains a large number of instances
described by many properties values. In this case, any query requires a large num-
ber of join operations. This kind of ontology-based data is largely used in sev-
eral application domains, particularly in e-commerce and e-engineering (which
are our two main application domains). We have proposed a new architecture
of OBDB, called OntoDB (Ontology Data Base). In this paper, we present the
main characteristics of our approach, and the results of the benchmark used to
compare our new structure with the existing structures. This benchmark uses a
real ISO-standardized ontology for electronic commerce.

1 Overview of the OntoDB Model

Our approach requires that ontology-based data fulfil three requirements: (1)
each property is defined in the context of a class that specifies its domain of
application, and it is associated with a range, (2) all the classes to which an in-
stance belong have exactly one minimal class for the subsumption relationship,
this class is the instance base class and (3) only properties that are applicable for
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its base class may be used for describing an instance. Note that these require-
ments are fulfilled in a number of cases including e-commerce data. Then the
OntoDB model consists of four parts [2]. The ontology and meta-schema parts
are used for storing respectively ontologies data, and ontology models within a
reflexive meta-model. The meta-data part is the usual database catalogue that
describes the table structure of the three other parts. Finally, the data part is
used for storing ontology-based data. Unlike in classical approaches, in OntoDB
ontology class instances are stored using a table per class approach. It consists in
associating a table to each ontology class. Columns of this table represent those
rigid properties of the class that are associated with a value for at least one of
its instance. Property values of each instance are represented in the same row.

2 Benchmarking OBDB Models

Our benchmark is based on a real ontology standardized as IEC 61360-4. This
ontology describes the various kinds of electronic components together with their
characteristic properties. It is composed of 190 classes with a total of 1026 prop-
erties. We have generated automatically various sets of ontology-based data by
varying the number of instances per classes and the number of properties values
per instance. The size of test data falls within the range 0.3 GB-4 GB. Our test
was based in three kinds of queries: (1) targeted class queries, where the user
is supposed to know the root class of the subsumption tree to be queried; (2)
non targeted class queries, where the user does not know what kind of ontol-
ogy class she is looking for, and (3) insertion and update queries. Details of all
our tests and results are presented in [3]. For queries (1) and (3), our table per
class approach outperforms the two classical approaches as soon as more that
one property value is requested. As a rule, the ratio is bigger than 10. The only
case where the decomposition model is better than our approach is for the non
targeted class queries when the user requests a very small number of property
values. We note that this kind of queries nearly never happens in our application
domain. Engineers always knows what they are looking for before searching for
property values.

Our conclusion is that the OntoDB approaches outperforms all the classical
approaches for processing in particular e-commerce data.
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Abstract. Usually, online games cannot adapt to the dynamic change of popula-
tion. In this paper, we propose a new dynamic load balancing approach for 
online games using predefined area information. To control dynamic change of 
population, it divides or merges fields considering the surveyed load based on 
predefined area information. By the simple modification to this information, we 
can easily control problems that come from changes of map data, changes of re-
sources’ status, or changes of user’s behavior pattern. 

1   Predefined Scenario Information Enabled Online Game 

Several concepts [2] [3] [4] and partitioning algorithms [5] have been proposed to 
limit the number of neighboring avatars. But usually, they cannot survive from dy-
namic change of population and they don’t consider the special relationships between 
neighbored areas. Each area has different properties, which are related to neighbored 
areas’ properties and have different power, to decoy players.  

We design a new dynamic load balancing approach using predefined area informa-
tion which consists of Fields, Cell Groups, and Cells. Field is an area which is con-
trolled by single game server. And a field consists of several cell groups. The system 
tries to divide or merge fields based on the load of its cell groups. A cell group is 
defined as a set of cells considering relationships between neighbored areas. Cell 
group is the smallest unit for partition and incorporation. Cell is the minimum unit to 
define cell group and different number of cells can be used to define cell group. Pre-
defined area information has tree-like hierarchical structure. The coverage of a parent 
node A  is same to that of union of its children. After partition of a field, new fields 
are subsets of this field. 

2   Dynamic Load Balancing Using Predefined Area Information 

The proposed system is follows traditional architectures based on networked servers. 
Balancing server is the only new component. It surveys loads of each field servers, 
checks if the surveyed load is affordable, and tries to divide or merge fields. 

To control dynamic change of population, the balancing server monitors the sur-
veyed load. If the surveyed load of a field exceeds the high limit, it chooses two sub-
sets within all subsets of this field. Each subset is a set of cell groups. On the contrary, 
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if the load of a field not reached the low limit, the merge process works using dividing 
history. From the experimental results, our approach achieves about 23~67% lower 
loads for each field server. By the simple modification to this predefined area infor-
mation, we can easily manage problems that come from changes of map data, changes 
of resources’ status, or changes of user’s behavior pattern. 

Overheads, which are not appeared in the static management, may be produced by 
the monitoring process and the partitioning process. Usually in online games, the load 
of each field server is monitored in real-time and is used in other analysis process. 
The balancing server’s intervention between monitoring and recording process is the 
only difference and its overhead is very trivial. The overhead produced by the parti-
tioning process may include the synchronization of avatar, map data loading for 
newly divided or merged field, and rerouting of client and daemon server to new 
field. The synchronization of PC information is basic in online games and the only 
one more pass is added in the proposed system. And because the map data is static, 
each field server can have the entire map and must have different active area. Usually, 
the rerouting of client and daemon server to new field is the same process as the re-
routing by avatar’s migration. The only difference from the migration process is the 
number of PC and it can be improved by the improvement of the architecture or the 
migration algorithm. 

3   Conclusions 

In this paper, a dynamic load balancing approach for online games using predefined 
area information is proposed. To control dynamic change of population, it divides or 
merges fields based on predefined area information. From the experimental results, 
our approach achieves about 23~67% lower loads for each field server. By the simple 
modification to this predefined area information, we can easily manage dynamic 
change of population. 
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Objectives

Within grid environments, as the number of remote operations increases, the
latencies for these operations become a dominant factor for application perfor-
mance. Bulk operations represent one potential methodology to reduce latencies
for large numbers of similar operations. However, the identification of bulks can
pose a non-trivial exercise for application developers, often implying changes in
the remote API, and hence direct code modifications to the application.

In this work, we identified those properties an API must possess to provide
for transparent bulk optimizations, allowing a latency hiding approach which
does not require code changes on application level, and without complicating
the remote API itself. We have developed a prototype implementation (within
the SAGA1 C++ reference implementation effort), and present performance
measurements for bulks of remote file copy operations.

API Properties for Bulk Optimization

Three requirements which, when met, allow for bulk optimizations in remote API
implementations without changing the API are: explicit asynchronicity, implicit
concurrency information, and inspectability of asyncronous calls.

Explicit Asynchronicity: The main problem of transparent support for bulk
optimization is to identify those asynchronous operations which can be collectec-
tively executed as bulks: APIs must have explicit expressions for asynchronous
operations.

Implicit Concurrency Information: Only those asynchronous operations
which have no dependencies from each other can be collected in bulks: con-
currency information of the asynchronous operations must be available, either
explicitly or implicitly2.

Inspectability of Asynchronous Operations: To form a bulk operation, the
operations to be clustered must be semantically similar (e.g., they must all be
1 Simple API for Grid Applications.
2 Asynchronous operations are considered concurrent if the applications behaviour is

not altered when the execution order for these operations is changed.
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read operations on the same file). Thus, semantic information must be available
to the API implementation.

Properties of the SAGA API

The Simple API for Grid Applications, SAGA [1], is an standardization effort
within the Open Grid Forum (OGF), which strives to enable applications to
make use of grid programming paradigms. The support of bulk operations is an
explicit design objective for the SAGA API.

In SAGA, a saga::task instance represents an asynchronous procedure. Mul-
tiple tasks can be collectively controlled in a task container. According to the
above requirements, bulk optimizations can be transparently implemented within
SAGA:

– tasks are an explicit expression of asynchronous operations on API level;
– tasks in a task container are, by definition, concurrent;
– tasks contain the complete semantics of the asynchronous operation.

The existence of task containers in the SAGA specification provides the means
to identify independent tasks, and to optimize their execution.

Results
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Fig. 1. Benchmark results: direct middleware
vs. SAGA initiated bulk operations

We implemented generic bulk op-
timizations for the SAGA C++
reference implementation, with-
out introducing any changes to
the SAGA API. The bulk opti-
mization is applied to all oper-
ations, but is only effective if it
is supported by the middleware –
otherwise it falls back to normal
one-by-one execution.

Our results confirm that bulk
operations perform better than
serial execution [3]. However, the
implementation adds up to a 14%
overhead for transparent bulk
detection.

Figure 1 shows the elapsed wall time for a 3rd party file transfer of (1 . . . 500)
files (1 MByte each) with the GridLab File Service [2], both for direct invocation
of the service, and for indirect invocation via the SAGA call stack: task analysis,
bulk creation, adaptor invocation, and service invocation. The used LAN was
not isolated, and shows random traffic.
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Abstract. We propose an efficient search scheme based on a self-organizing 
hierarchical ring structure in unstructured peer-to-peer systems. Our solution 
maintains a consistent super-peer ratio and makes the peers with relatively high 
capacities super-peers in dynamic environments. The benchmarking results 
show that the proposed algorithm outperforms the static algorithm that has the 
fixed number of rendezvous peers such as JXTA. 

In hierarchical unstructured peer-to-peer networks utilizing peers’ heterogeneity, 
super-peers with larger capacity form a super-peer network and serve their neighbors 
by storing the peers’ advertisements and forwarding the queries from their neighbors 
through flooding, random walk, or routing using DHT. While using DHT in 
rendezvous network makes the search in JXTA faster, there is no control mechanism 
of the number of super-peers when the network size is changed or the peers’ 
capacities are skewed in JXTA.  

Our solution provides an efficient P2P search algorithm based on a self-organizing 
hierarchical ring that maintains a consistent super-peer ratio in dynamic environment 
and keeps the peers with relatively high capacities as super-peers. This consists of 
four algorithms, agent population and distribution control algorithm, peer selection 
algorithm, query routing algorithm, and the Gossip algorithm.   

First, all peers collect the capacity information of neighboring peers via mobile 
agents. In order to reduce the excessive overhead by agents and collect sufficient 
information under dynamic peer-to-peer network, we should control the agent 
population appropriately. When an agent arrives at a peer, it computes the elapsed 
time, t, since the last agent arrived at the peer. If t is less than a termination 
threshold , the agent terminates itself. But if t is greater than a cloning threshold , a 
new agent is generated with probability  and migrated to another peer as well as the 
previous one. The probabilistic cloning decision prohibit the excessive agent 
generation. If t is between  and , the agent is migrated another peer based on the 
migration strategy. Under our migration strategy, each agent is likely to select the 
neighbor peers with the larger inter-arrival time of agents and smaller number of 
degree as a migration destination.  

Second, based on the capacity information of other peers collected by agents, each 
peer estimates the average capacity of the whole system. The peer whose capacity is  
                                                           
* This work was supported by the Brain Korea 21 project in 2006. 
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times greater than the average increases its own counting variable, where  is 
determined by the ratio of super-peers. Otherwise, the peer decreases its counting 
variable. Using two thresholds for promotion and demotion, each super-peer decides 
to demote or not, and each leaf-peer decides to promote or not at every iteration.  

Third, unlike other hierarchical systems where peers directly reach super-peers, in 
order for peers to publish advertisements or send query requests through super-peers, 
each peer first have to look for any super-peer via random walk. When a super-peer is 
found, it directs the request to a destination super-peer using hash table. But if the 
super-peer that should store the requested advertisement does not store the 
advertisement, it forwards the request to its super-peer neighbors next to it on the 
super-peer view until the TTL is expired or find the super-peer that stores the 
advertisement. We call this process the super-peer walk. 

Last but not least, the super-peers in our system utilize the gossip algorithm [1] as 
a membership protocol to maintain loosely-consistent super-peer view. When the 
number of super-peers attending the gossip is N, at least log(N) + c of super peers will 
be fanout. Therefore, each super-peer generates gossip messages for the log(N) + c  
peers among the  peer view, and then sends them to log(N) + c of randomly chosen 
super-peers. On receiving gossip messages, the super-peers update their peer view 
with the peer view information inside the messages.  

Using an event-driven simulator, we compared the performance of our self-
organizing ring algorithm with that of JXTA when the size of the system is gradually 
increased. As we can see from Fig.1 (a), the number of success messages of our 
approach is larger than that of JXTA. This indicates that the peer view synchronizing 
protocol manages to handle the churn situation of super-peers in our approach. 
Moreover, Fig.1 (b) shows that the average search time of success messages in our 
approach is better than that in the JXTA. The search time depends largely on not only 
the traverse hop count but also the peers’ capacity. The self-organizing super-peer 
ring algorithm allows the peers with higher capacity to be promoted as super-peers 
and causes the peers with lower capacity to be demoted as non-super-peers 
continuously. As a result of that, our approach can handle more messages faster than 
the JXTA system with fixed member of super peers. For the overhead, our approach 
has more overhead messages than JXTA system due to the additional messages 
related to agents and the membership protocols as shown in Fig. 1 (c). 

 

Fig. 1. (a) Number of Success Messages (b) Average Search Time (c) Overhead 

Reference 

1. Ganesh, A.J., Kermarrec A.M., Massoulie, L.: Peer-to-Peer Membership Management for 
Gossip-Based Protocols. IEEE Transactions on Computers (2003)



AWeSOMe 2006 PC Co-chairs’ Message

The Second International Workshop on Agents, Web Services and Ontologies
Merging (AWeSOMe 2006) is held in conjunction with the OnTheMove Feder-
ated Conferences (OTM 2006) in Montpellier, France, October 29, 2006. AWe-
SOMe is an interdisciplinary workshop focusing on research and applications
combining Web services, ontologies and agents leading to the development of an
intelligent service Web.

Web services are a rapidly expanding approach to building distributed soft-
ware systems across networks such as the Internet. A Web service is an opera-
tion typically addressed via a URI, declaratively described using widely accepted
standards, and accessed via platform-independent XML-based messages.

Emerging ontologies are being used to construct semantically rich service de-
scriptions. Techniques for planning, composing, editing, reasoning about and
analyzing these descriptions are being investigated and deployed to resolve se-
mantic interoperability between services within scalable, open environments.

Agents and multi-agent systems can benefit from this combination, and can
be used for Web service discovery, use and composition. In addition, Web ser-
vices and multi-agent systems bear certain similarities, such as a component-like
behavior, that can help to make their development much easier.

The Program Committee members did an excellent job in selecting the papers.
All submitted papers underwent a thorough review process with each paper
having at least two out of 26 submissions for the presentation at the workshop.

We would like to thank the members of the Program Committee who gave
their time and energy to ensure the high quality of the technical program. We
extend many thanks to our invited speaker, Barry Norton, for the generous
sharing of his expertise. We are grateful to the OTM 2006 organizers for their
support and encouragement. Especially, we would like to thank the OTM 2006
Chairs, Robert Meersman and Zahir Tari.

We acknowledge the efforts of the authors of selected papers for their contri-
butions to the new and exciting interdisciplinary area covered by the workshop.

August 2006 Daniel Grosu, Wayne State University, USA
Pilar Herrero, Universidad Politécnica de Madrid, Spain

Gonzalo Médez, Universidad Complutense de Madrid, Spain
Marta Sabou, The Open University, UK

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, p. 57, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



3-Level Service Composition and Cashew:
A Model for Orchestration and Choreography

in Semantic Web Services

Barry Norton and Carlos Pedrinaci

Knowledge Media Institute, Centre for Research in Computing,
Open University, Milton Keynes, UK

{b.j.norton, c.pedrinaci}@open.ac.uk

Abstract. There are two types of behavioural model in the WSMO
semantic description of services: an orchestration and a choreography,
together called the interface. While an orchestration defines a service’s
behaviour as a composition of existing parts, a choreography is intended
to document the conversation of messages exchanged with a single client.
In this paper we present a three-level model for behavioural descriptions,
and how the Cashew workflow model fits into this, building on existing
work in, and establishing connections with, semantic web services, work-
flow, and software engineering design.

1 Introduction

Cashew is an ontological model for workflow-oriented descriptions of semantic
web service interfaces, descended from an earlier generalised representation of
the OWL-S process model [10], called CASheW-S [22]. The definition of Cashew
has extended, from this previous work, to accomodate WSMO [8] in three ways:

– whereas previously only orchestrations were described in workflow terms,
with primitive choreographies being implicitly described via automata, now
choreographies are also given a high-level description;

– whereas previously the ‘unit of composition’ was an operation on a service,
now orchestrations compose goals, and choreographies compose operations;

– whereas previously dataflow connections were simple, specifying only perfor-
mance outputs as sources and performance inputs as targets, now these are
specified as types of WSMO mediators.

As well as this alliance with WSMO, the redesign of Cashew has attempted
to build stronger links with two other communities. Firstly, the workflow control
forms used have been re-examined in the context of ‘workflow patterns’, where
the aim is to standardise the vocabulary for workflow in business process man-
agement [26]. Secondly, for the visual representation of workflow models we have
looked at UML, which aims at a standard language for software design [17]. We
consider all of these as background work in the following section, propose our
language in Section 2, consider its representation in UML in Section 3 and then
conclude and consider future work in Section 4.
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1.1 OWL-S

The process model in OWL-S is an algebra of workflows, called processes, where
the atomic processes are grounded to operations on web services. Although this
has been called ‘service composition’, we have previously pointed out [20] that
this is really a model of ‘operation composition’, i .e. a composite process is used
to define a single operation, not a general service with multiple operations, and
within that definition, the attachment to services of operations is not considered.

The gap between services and operations widens further when we consider
statefulness of interaction in the service interface. When we allow that there is
a ‘protocol’ governing the order of use of operations of a service in any given
session, it becomes important that we consider the notions of service and session,
and also that we give a semantic model to this protocol.

It is for these reasons that we consider that the OWL-S process model is only
a useful model for orchestrations formed over stateless services, but we shall see
that it is deficient when we must deal with services with protocols.

1.2 WSMO

The fragment of the WSMO meta-model [8] we deal with is represented, as a
UML class diagram, in Figure 1. The central concepts, duly shown centrally, are
‘web service’, ‘mediator’ and ‘goal’.

Fig. 1. (Partial) WSMO Meta-model

An instance of ‘web service’ is the basis for a semantic description of a web
service, divided into two parts: the ‘capability’, not shown or considered in this
paper, contains the functional description of the service; and the ‘interface’,
which contains behavioural descriptions.
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Following the connections from interface, we see that each instance here can
contain an orchestration and/or a choreography. We also see that the description
of a goal may contain interfaces, so that goals are more than simply first class
representations of what have been called ‘service templates’, i .e. only functional
descriptions of service requirements, following the initial publication of OWL-S.

So far in WSMO, the formal basis of orchestration and choreography in the
form of abstract state machines (ASM s) [2] has been prescribed. Thereafter use
of ASM choreographies to define the protocol that a client must use in order to
consume a service has been defined [9] and exemplified [11]. The use of ASMs
for orchestration is less developed [7].

Even the restricted two-party view on the definition of choreography that
WSMO takes1 is open to refinement. The DIP project2 has proposed [15] that
the distinction that the IRS [4], one of two DIP implementations of the WSMO
model, makes between service- and client-choreographies [5] should be formalised
in WSMO. The first difference between the two is the viewpoint: in a ser-
vice choreography, the service documents which communications are offered to
clients; in a client choreography, the client documents which communications
they offer and accept in return. Although to some degree orthogonal, the sec-
ond difference is that a client choreography will be finite and contain only those
communications intended to achieve some goal, whereas the service choreography
will document all allowed interactions with the service, which may be infinite.

The latter form, which DIP calls service choreography, is what is documented
in the Amazon Case Study [11], and shows an infinite behavioural model where
the client can interact with the Amazon service by searching at any point, and
interleave this with logging in, logging out and making purchases. An example
of a client choreography might connect a goal ‘buy the most recent edition of
book x by author y’ to this service via the refined conversation consisting of
search, followed by log-in, purchase and log-out. Due to this goal-orientation
of client choreographies, the meta-model in this paper will suggest, as detailed
in Section 2, that client choreographies are actually choreographies attached to
wg-mediators, a specialisation of mediators that, as shown in Figure 1, are used
to attach goals to services.

The meta-model proposed in this paper will also follow IRS, in turn following
the literature in problem-solving methods, in insisting that the choreographies
of goals are always ‘one-shot’, i .e. that in expressing the desire to achieve a goal,
a user does not have to worry about ‘control flow’, or complex interaction, and
merely present some inputs and waits for an output. We will also follow the IRS
in viewing orchestrations as a composition of goals, i .e. the units of composition
in an orchestration will be abstracted to this level, and goal-based invocation
will be used to match these goals to service at run-time, which may involve the
use of discovery. In this way, the use of several operations of the same service can
be abstracted into a goal that may then be considered atomic for composition.

1 Which can be contrasted with the multi-party viewpoint of W3C [13], but also seen
as a projection on this.

2 http://dip.semanticweb.org
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1.3 Workflow Patterns

‘Workflow Patterns’ are the result of a long-running project to formalise the
possible variations between workflow systems, and provide a common vocabulary
to compare these [26]. It is telling that, when presented3, one of the examples
given of hidden differences between workflow systems in the early days was the
distinction between, in workflow patterns terms, ‘XOR’ and ‘Deferred Choice’. In
general terms, when asked whether their systems supported a choice operator,
vendors would answer ‘yes’. On the other hand, given the vocabulary to ask
whether systems supported choices resolved internally by the engine and choices
resolved externally by the outcome of component tasks, the answer was too
often only ‘yes’ one or the other, rather than both. In fact, this very example
is another reason for the deficiency of OWL-S in the presence of choreography,
since deferred choice is not supported by OWL-S. We shall show the extension
to, and use of, this form of choice operator in the Cashew model.

1.4 UML

The UML is an ongoing effort by the Object Management Group 4, standardised
by ISO [17], to provide a language for software engineering design via diagrams
describing both the static and dynamic characteristics of software artifacts. Of
particular relevance are Activity Diagrams which, it has been suggested, are
expressive enough to represent visually many of the Workflow Patterns [6] [27].

2 The Cashew Model

An extended ‘3-level’ WSMO meta-model, as proposed in the DIP project, is
diagrammed in Figure 2. As sketched above, the concepts of both orchestration
and choreography are abstracted, so that ASMs form just one way to represent
these. The upper two levels represent a high-level view on these behavioural
models, one oriented towards first-class workflow features and another towards
diagramming for human inspection. In the DIP project these levels are filled by
the Cashew workflow language and by UML Activity Diagrams. These are not
the only possibilities, however, and in Section 4 we discuss others.

The lower half of the diagram documents a proposed extension to WSMO
that has already been abstracted out from the DIP work and proposed to the
working group [21]. The notion of ‘Performance’, due to OWL-S, allows us to
hierarchically compose workflows from performances of workflows, so that each
defined workflow can be reused in other contexts than where it was defined, and
each instance is given a different identifier in context.

The details of the Activity Diagram meta-model — called ‘ADO’, the Activity
Diagram Ontology — are not reproduced here; the reader is directed to the
annex [12] of the relevant DIP deliverables.
3 Wil van der Aalst’s ‘Life After BPEL?’, presented as keynote at WS-FM’05.
4 http://www.omg.org/technology/documents/formal/uml.htm
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Fig. 2. Extended WSMO Meta-model
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Fig. 3. Cashew Workflow Meta-model

The details of the Cashew workflow meta-model, extending the new concept
Workflow, are diagrammed in Figure 3. The workflow operators are divided into
three types: ‘Sequential’ depends on an ordered list of performances; ‘Concurrent’
— called ‘Split-Join’ in OWL-S — and Interleaved — called ‘Any-Order’ in
OWL-S, and renamed as a shortened form of the Workflow Pattern ‘Interleaved
Parallel Routing’ — both rely on an unordered set of performances; choices
abstract over once-off choices and loops over exactly two performances.

The subset of operators to which ‘Internal Choice’ is a superconcept repre-
sent exactly those in OWL-S — with ‘If-Then-Else’ renamed after the Workflow
Pattern ‘XOR’ — but substituting the WMSO concept ‘Axiom’ for the condi-
tion that the engine will evaluate to resolve the choice. In the case of ‘XOR’ the
condition will only be evaluated once to chose between the left and right perfor-
mance; in the case of ‘While’ and ‘Until’, after the left performance is evaluated,
which will happen without evaluating the condition in the first instance with
‘Until’, the condition will be evaluated again.

In our previous semantics for OWL-S [22], we paid careful attention to the
‘Any-Order’ operator, elided in other semantics [1]. In the informal semantics
published in the specification [10] it is stated that only one performance at a
time will be executed, and that the performance to be executed at run-time
will depend on availability of input data, since component performances may
communicate to supply one another with data. This data-driven characteristic is
in contrast to the control-driven ‘flow’ processes, due to WSFL [19], in BPEL [16].

In the spirit of this data-driven approach, since this happens to coincide with
our own previous work [23], we offered an alternative semantics for ‘Choose-
One’, where a non-deterministic choice would be made only between the ‘ready’
branches, i .e. those whose input has been provided. In the case that all branches



64 B. Norton and C. Pedrinaci

are ready, this is an equivalent non-deterministic choice. In the case that dif-
ferent outputs can be produced, e.g. by the invocation of an operation — not
considered in OWL-S, but expected in WSMO — this allows the choice to be
resolved externally between subsequent performances depending on the differ-
ent messages. Furthermore, given the extension to explicit message receipts from
the client, having extended the types of performance, this becomes the ‘classical’
deferred choice workflow pattern, which we therefore claim to generalise on, and
name our operator after. We extend this ‘external choice’ to be able to decide
also loops, as shown in the remaining concepts shown in Figure 3.

3 Representing Cashew in UML

The alliance with workflow patterns allows a standard mapping from most parts
of Cashew directly into UML Activity Diagrams [27]. Rather than detail the
whole translation here, we concentrate on the distinction between XOR and
Deferred Choice discussed in the previous section.

For a XOR-type workflow between performances V and W, with axiom a, the
resulting diagram fragment is as shown in Figure 4. A performance of this work-
flow would connect in control flow at the ‘decision node’ (the upper diamond),
and connect it out at the ‘merge node’ (the lower diamond). It is an important
part of the translation that each stage defines these two points uniquely, in order
to be composable.

Fig. 4. XOR in UML Fig. 5. Deferred Choice in UML

The Deferred Choice-type workflow between performances V and W is shown
in Figure 5. Although this starts concurrently — the incoming control flow con-
nects to the ‘split node’ (the horizontal bar) — there is within an ‘interrupting
region’ (the dashed box) and each ‘interupting edge’ preempts the other.

This can be contrasted with the representation of a performance of a concur-
rent workflow over performances W1 .. Wn, shown in Figure 6, where there is
no interruptable region and the outgoing control flow resynchronises on a ‘join
node’, rather than the ‘merge node’ in Figure 5, so every thread must complete.
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Fig. 6. Concurrent in UML

Fig. 7. Receive in UML

Fig. 8. Send in UML

In order to diagram the performance of sequential workflows, we simply create
a control flow arrow between the representation of each successive performance,
with the incoming control flow connecting to the first, and out-going to the last.

In order to define loops we allow the control flow to connect back to the ‘left’
performance via a ‘merge node’, after either a ‘decision node’ or an interuptable
region in the form of Figures 4 and 5 respectively.

In order to easily define dataflow, each send and receive performance is asso-
ciated with an ‘action’ with ‘pins’ to show the unpacked version of each message,
as shown in Figures 8 and 7. In this way, dataflow can be represented by con-
necting pins together with edges that UML calls ‘object flow edges’. In fact, in
WSMO terms, the dataflow edges represent mediators, as proposed in [3], and it
is up to the mediators to specify the relationship between the message and the
part needed, in the capability of their associated mediation goal or service, but
this is a diagrammatic convenience.

4 Conclusions and Further Work

In this paper we have shown a three-level representation of behavioural models
and how this is compatible with WSMO. We have shown how Cashew and the
UML can be fitted into this model, allowing a relationship to be established with
many existing communities. Finally, we have sketched how translation from a
Cashew workflow model to an Activity Diagram model can be carried out.

The key advantages of the three-level model are the ability to deal with ser-
vices with complex choreographies within orchestrations, and also to abstract
from the details of sessions with these services in a goal-oriented fashion. The
key advantages of Cashew are the ability to express the two kinds of choreogra-
phy necessary to do this, including the distinction between internal and external
choices which our example has shown is core to the WSMO notion of choreog-
raphy, and the ability to communicate with the practitioners and tools of other
communities, via the alliance with workflow patterns and UML diagrams.

Existing implementation involves an interpreter for Cashew in the IRS [4], and
an on-going implementation of translation from Cashew to UML and a (partial)
reverse-translation. Future work involves implementation of translations from
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Cashew and Activity Diagrams to Abstract State Machines, and implementation
of an orchestration engine based on Abstract State Machines in WSMX [18], the
open-source reference implementation for WSMO.

Further on-going work involves the creation of an extended WSML grammar
in which interfaces can be expressed in both Activity Diagrams and Cashew, as
well as ASMs, and the proposal of further parts of the three-level model, with
these concrete instances, to the WSMO/WSML Working Groups5.

Within the SUPER project6 the intention is to find a synergy between busi-
ness process management and semantic web services. Early results in this project
suggest that a three-level model, where an upper diagram-oriented representa-
tion is based on event-driven process chains (EPCs) [25], a middle level on a
‘semanticised BPEL’ and the bottom-layer on SWS-oriented representation may
be useful. It is hoped that the three-level model here can be extended to express
this in WSMO-compatible terms
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Abstract. Real-time animation of virtual humans, capable of interacting 
realistically with others, requires a sophisticated architecture for the integration 
of different elements. A more flexible architecture for intelligent virtual agents 
emphasizing on the learning process should be designed to fulfil these 
requirements. In this paper we present an open and flexible architecture, IVAL, 
that has being designed to accomplish the requested necessities. IVAL is based 
on the Web Service principles, as well as on the fundaments of the Open Agent 
Architecture (OAA) and it intends to accomplish determined objectives through 
the cooperation with other agents that inhabit the environment. One of the main 
purposes is to introduce a realistic learning process based on the interaction 
with the environment as similar as possible to humans been doing. This paper 
also presents a set of languages, based on the standard Extensible Markup 
Language (XML), that have been designed to get a more appropriate 
representation of all the required information elements. 

Keywords: Intelligent virtual agent, learning, Web Service, XML. 

1   Motivation and Related Work 

A new emerging research line in the area of intelligent agents combines previous 
experiences in reasoning, planning and learning systems, with the experimental 
programming in the Virtual Reality Modeling Language (VRML). This has induced 
the development of Intelligent Virtual Agents (IVA), intelligent agents that can 
observe, decide and react in virtual environments. 

Even though this field is being hardly demanded, presently there is not any 
architecture that could satisfy all groups of functionalities that users expect to get 
from an IVA in general. In this sense, there are two possible ways to implement the 
IVA: 1) define an own architecture, or 2) use an existing one. Both options require 
additional investigation efforts and could result in limitations or changes in the initial 
development approach. 

In the same order of ideas, one of the processes that help in achieving the 
objectives previously indicated is the apprenticeship [1]. Learning plays a 
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fundamental role in many of the human activities since human learns from their 
experience, not only their achievements but also their errors [2].  In this way, if a 
specialized architecture in intelligent virtual agents needs to be defined, it is important 
to pay attention to the learning topic, which includes all an agent has to learn, how it 
should learn it and how knowledge should be handled.   

There have been several works that have exploited the idea of open and flexible 
architectures. Martin et al [3] explain the structure and elements for the construction 
of systems based on agents using OAA1 (Open Agent Architecture), in which various 
agents help each other under the premise of requiring and/or providing services based 
on their capabilities.  In this approach, each agent that participates in the system 
defines and publishes a group of capabilities through ICL (Inter-agent 
Communication Language), also defined in OAA.  In addition, one facilitator 
maintains a base of knowledge that registers the capabilities of the group of agents 
and uses this knowledge to help service applicants and suppliers. 

In [4] the authors consider an open architecture for intelligent agents. They refer to 
the incorporation of new agents when new appropriate methods to the area in which 
their architecture was focused are developed. In the same way, De Antonio et al [5] 
show an architecture for the development of intelligent agents based on a set of 
cooperative software agents. The idea of using agents to structure the architecture of 
the intelligent agent is exploited here.   

On the other hand, there have been also other important works that have correlated 
a conceptual relation between the theories of web services and software agents. In 
order to describe the available services for one agent, specifically BDI agents, 
Dickinson et al [6] identify the importance for each agent to have meta-data for this 
purpose. 

Motivated on this previous works, IVAL, an open and flexible IVA architecture is 
presented in this paper, describing some of the elements that conform this architecture 
as well as giving a special consideration to the learning topic. IVAL is one of the first 
results of the research work that is being carried out at the Universidad Nacional 
Experimental de Guayana (Venezuela) in close collaboration with the Universidad 
Politécnica de Madrid (Spain). In order to support the characteristic of an open 
architecture, XML2 (Extensible Markup Language), due to its simplicity and 
flexibility, is used as the base for the representation of all the information items 
necessary to cover the IVA functionalities. 

2   Designing the Open and Flexible Multi Agent System 

The designed architecture, named IVAL (Open and Flexible Architecture based on 
the IVA Learning Process) has been inspired in the concept of SOA (Service-Oriented 
Architecture) and the fundaments of OAA. SOA is extensively used at present for the 
design of development models of Internet systems, being the Web Services 
technology3 one of the most important.  The Web services and the software agents 
share a motivation in searching mayor flexibility and adaptability for the information 
                                                           
1 http://www.ai.sri.com/oaa/ 
2 http://www.w3.org/XML/ 
3 http://www.w3.org/2002/ws/ 
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systems; that is why it is natural to consider a conceptual relation between these two 
technologies [6]. 

On the other hand, OAA defines a framework for the construction of distributed 
software systems.  Its theoretical bases, that describe the structure and necessary 
elements to configure a cooperation environment among agents, has been useful in 
contributing with ideas related to the concept of flexible and open architectures, in 
which agents can be easily incorporated into, or unincorporated from, the system. 

In this sense, IVAL is an architecture based on a group of agents that cooperate 
together to achieve the specific objectives of the IVA.  Each one of these agents is 
specialized in a particular service associated with some abilities: deliberate, react, 
socialize, interact with the environment, learn, and others.  These agents are divided 
into one Agent of Control (AC) and several Agents of Service (AS). 

 

 

Fig. 1. Internal structure of the AC 

The AC is the main piece of the IVAL architecture.  Its main function is to 
structure itself with all the abilities that, as a group, offer not only the same AC but 
also all the AS with which it interacts with.  This allows this IVA to be seen, from 
outside, by the remainder IVA’s that surround it, like an agent equipped with all these 
abilities.  Additionally, the AC is the key element to make this architecture extensible. 
In order to comply with these functions, the AC will have (see Fig. 1): 

• A knowledge base responsible of structuring: the IVA objectives; its planning; the 
current abilities provided by the AS with which is interacting, and the knowledge 
learned through the corresponding AS. 

• The following functional modules: 
o Communication module: it takes care to handle not only the socket of connection 

but also the communication protocol with the AS. 
o Planning module: it contains the algorithm that allows the IVA to execute its 

action plans of for the objectives achievement. 
o Learning module: it contains the set of learning basic algorithms of the IVA; it 

integrates the learning with the corresponding AS for this ability. 
o Interaction module: it handles the basic interaction of the IVA with the 

environment. 
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o Central module: it synchronizes the execution of the remainder modules and 
allows the interaction of the SM with the remainder agents.  

The AC functions can be summarized as follow: have a basic interaction with the 
environment, establish the final objectives of the IVA and prepare the plan to satisfy 
these objectives, communicate themselves with the AS, verify that the AS perform 
their tasks, synthesize the information received from the AS, and, manage learning 
with the specialized AS in this ability. 

The UML collaboration diagram illustrated in Fig. 2 can be reviewed in order to 
describe in more detail the relation among the elements that conform the structure of 
the AC. The labeling links do not represent a specific order and are interpreted as 
follow: 1- receiving incentive from the environment; 2- updating the SM; 3- learning; 
4- updating knowledge; 5- communicating to AS (with learning abilities); 6- receiving 
answer from the AS; 7- obtaining knowledge related to the plans and objectives; 8- 
updating results; 9- reporting results; 10- arranging the performance, and 11- acting. 

 

 : Environment

 : Interaction Module  : Central 
Module

 : Learning Module

 : Planning Module

 : Communication 
Module

 : Knowledge Base

1: 

11: 

2: 

10: 

3: 

5: 
9: 6: 

4: 

7: 

8: 

 

Fig. 2. Collaboration diagram among AC elements 

The main function of the AS, on the other hand, is to cover the ability that has been 
conferred to them, in addition to keep communicating their results with the AC.  They 
can be elaborated following architectures of agents already known, specialized in 
satisfying specific abilities.  Based on the Belief-Desire-Intention (BDI) architecture 
[7] an approach of an AS has certain similarity with the AC with some particular 
differences.  It has a knowledge base with the following information elements: the 
objectives of the agent (from the service), the plans for the achievement of these 
objectives, specialized knowledge required according to the agent ability, and the 
variables and internal states. To incorporate the AS into the IVAL architecture, the 
AS has to implement the communication mechanisms with the AC, as a minimum.  

The AS can be added / removed from the agent system originating an increase / 
decrease of the IVA abilities.  Each agent handles its own knowledge base and / or 
particular memory necessary to comply with its own specific objectives. These AS do 
not have direct interaction with the environment unless they are related to specialized 
services associated with typical functionalities of interface with the environment: 
sound management, images processing, natural language processing, etc. The same 
service can be given for various agents, which permits to reinforce the IVA ability 
associated with this service.  Any possible inconsistencies shall be resolve by the AC. 
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The way in which an AS is incorporated into the IVA structure follows the same 
idea considered in the Web Services with the publication of the services.  As in the 
case of a WSDL (Web Service Description Language) document, that describes the 
content of a Web Service, IVAL-SADL (Service Agent Description Language for 
IVAL), based on the XML language, has been developed in this work, as a subgroup 
of the labels or descriptive elements defined by DAML4 (DARPA Agent Markup 
Language) and AML5 (Agent Markup Language). 

The IVAL-SADL of an agent contains three levels of information: basic 
information related to the implementation, such as the version and author, in the first 
level; the set of abilities that the agent implements, in the second level; and the set of 
service or protocol commands to which the agent can respond in the third level.   

The communication between the AS and AC is carried out by flows of information 
in XML format, in the same way as SOAP (Simple Object Access Protocol) is used in 
Web Service systems. A server/client TCP/IP communication channel is opened 
between an AS and the AC via sockets. The AC is listening continuously the channel 
to allow the AS to be connected.  The first thing AS do when it is connected is to send 
the corresponding IVAL-SADL document that describes its abilities. The AC updates 
its knowledge base with the list of the current abilities of the IVA. 

In order to achieve this, IVAL-VACL (Virtual Agent Communication Language 
for IVAL) language has been designed, based on the defined standard in the XML 
version of FIPA-ACL (Foundation for Intelligent Physical Agents-Agent 
Communication Language). Some labels described in the works of Choi et al [8] and 
Makatchev et al [9] were also considered. 

This new architecture contains a memory area shared among all the agents (SM – 
Shared Memory), which it is located in a space, preferably in the same location where 
the AC resides in. All agents shall know the location of this memory to be able to 
access to it. This SM is formed by XML based documents that represent and store the 
description of the environment, the beliefs of the IVA, the conclusions and results of 
the agents called services, and the variables and internal states. 

As a complement of the IVAL architecture, the following section describes the 
way in which the learning process is carried out. 

3   The IVAL Learning Process 

As it has been mentioned previously, the IVAL basic architecture is equipped with 
learning elementary abilities, thanks to the corresponding module in the AC structure 
(Fig. 1).  One of the fundamental functions of this module is to maintain the 
component training of the AC knowledge base. Since learning is one of the abilities or 
specializations that can be associated with an AS, the other function of this module is 
related to the coordination of possible AS with learning abilities existing in the 
architecture. The AS defined to cover this ability are informed, through the AC, about 
everything that happens in the SM of the IVA as well as everything that happens in 
the rest of the environment when the remainder agents complete any task or satisfy 
any of their objectives. 

                                                           
4 http://www.daml.org/ 
5 http://www.bingooo.com/images/BINGOOO_syntax_1_1-engl.pdf 
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The knowledge base learned from the IVA is initially empty.  As the IVA is acting 
based on received stimuli, the relation between what it is saw, heard, touched, smelled 
or tasted and the given answer is represented and stored. Any stimulus consists of a 
pair <data, type> that represents the information coming from the environment 
whether it is by the interaction module of the AC or by any AS with the environment 
interaction ability. The reaction of the IVA consists in series of executed services and 
their corresponding results. In this sense, a rule of knowledge between the stimulus 
(the condition) and the set of services after the stimulus reception (the consequence) 
can be written. In order to represent this experience, a XML based document is 
writing using the new language IVAL-KBEL (Knowledge Base Experience Language 
for IVAL). 

For each new stimulus, the AC looks for an adequate answer, whether it is with its 
internal modules or with the support of the AS. Simultaneously, the AC consults to 
the learning module if there is any experience with the present state or stimulus. In 
this case, all the services associated with the stimulus in the knowledge rule stored 
into the knowledge base, and with the adequate results, are called in the same way 
they are called the first time when the same stimulus was received. If another different 
service is called by the user, the information is considered to reinforce or give 
feedback of the knowledge according to what it was learned. The relationship 
between one stimulus and the executed services, that is to say the knowledge rule, 
finishes when a new stimulus comes. 

The IVAL knowledge base is then a set of knowledge rules based on the 
relationship <stimulus, action>, being the action represented by the executed services 
in the IVAL context. So the stimulus reception as the execution of the services 
depends on the AS connected or integrated to the IVAL in the actual moment. Due to 
the open and extensible characteristics of IVAL, it is not possible to repeat the same 
scenario in response to the same stimulus. Without considering what AS is connected 
or not to the IVAL, all the experience is considered and stored in the knowledge base. 

4   Implementation and Evaluation 

This section describes the way in which IVAL was implemented and evaluated in a 
scenario of interaction with the environment. In this sense, a C# class library was 
developed in order to implement the concepts related to IVAL. This library contains 
classes for the definition of each AC module, the SM, and each one of the necessary 
XML documents. Fig. 3 shows the UML class diagram associated with the C# library. 

For evaluation purposes, each IVA has been developed to not only interact with the 
environment through, at least, one of its five senses, but also learn from its acting. 
Each sense’s capability to interact with its surroundings is carried out by 
corresponding specialized AS services. In this sense, the ASSound agent has been 
implemented, based on the SADL document (Fig.4), to manage the sound (listening 
and talking). In the same way, the ASTouch, ASSmell, ASSee and ASTaste agents 
have been implemented for the corresponding senses and skills. Another agent, 
ASFace, has also been implemented to represent a set of face’s expressions like 
happiness, sadness, fear and timidity. 
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Fig. 3. Class diagram of the IVAL C# library 

 

<?xml version="1.0" encoding="ISO-8859-15"?> 
<IVAL-SADL:Agent name="ASSound" type="environment"  
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:noNamespaceSchemaLocation="IVAL-SADL.xsd" xmlns:IVAL-SADL="http://www.Ival.org"> 
  <IVAL-SADL:Basic> 
   <IVAL-SADL:Version>1.0</IVAL-SADL:Version> 
   <IVAL-SADL:Author>Mauricio Paletta</IVAL-SADL:Author> 
   <IVAL-SADL:Author_url></IVAL-SADL:Author_url> 
   <IVAL-SADL:Author_email>mpaletta@uneg.edu.ve</IVAL-SADL:Author_email> 
  </IVAL-SADL:Basic> 
  <IVAL-SADL:Abilities quantity="1"> 
   <IVAL-SADL:Ability>Handle the sound</IVAL-SADL:Ability> 
  </IVAL-SADL:Abilities> 
  <IVAL-SADL:Services quantity="3"> 
   <IVAL-SADL:Service name="BeginToListen"> 
    <IVAL-SADL:Result type="bool"/> 
   </IVAL-SADL:Service> 
   <IVAL-SADL:Service name="EndToListen"> 
    <IVAL-SADL:Result type="none"/> 
   </IVAL-SADL:Service> 
   <IVAL-SADL:Service name="ToTalk"> 
    <IVAL-SADL:Parameter name="Phrase" type="string"/> 
    <IVAL-SADL:Result type="bool"/> 
   </IVAL-SADL:Service> 
  </IVAL-SADL:Services> 
</IVAL-SADL:Agent> 

Fig. 4. The IVAL-SADL document of the ASSound agent 

The evaluation was carried out with an IVA endowed with the IVAL internal 
architecture and the incorporation of six AS. The IVAL basic architecture and the AS 
are independent applications with a simple interface that simulates the interaction 
with the environment.  

Different scenarios of interaction between the IVA and the environment (composed 
by the user and others IVA), as well as the corresponding services were raised for 
evaluation purposes. Among all these possible scenarios, one of them could be, for 
example, an application designed for military training in which the soldiers could be 
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trained to be faced to dangerous situations. This could be represented in the IVAL 
context as follows: 

1. Thinking in a situation in which a soldier, who is alone in a mission, listens a 
noise close to a thicket, and decides to inspect what the source of this noise is; this 
could be represented in the IVAL as the ASSound agent informing to the AC 
using an IVAL-VACL message about the stimulus <“noise”, “listened”>. This is 
possible because the ASSound is an AS with the ability to interact with the 
environment.  

2. The soldier faces another soldier and he is not sure if it is allay or enemy. This is, 
the AC receives the stimulus and looks for experience associated with this 
stimulus. As the knowledge base is initially empty, a logger message of “I don’t 
know what to do” is given. As a consequence, IVAL user should intervene and the 
IVAL learning process learns what to do when the same stimulus is received again 
in the future. Steps 3 to 7 summarize this process. 

3. As the situation is not secure and the soldier doesn't feel save, he decides to keep 
quiet, using his visual perceptual stimulus as a part of  his strategy to go unnoticed 
in this unfortunate situation; therefore, the AC interaction calls to the  “ToSee()” 
service associated to the ASSee agent instead of using the ASSound to talk . To do 
this, a corresponding IVAL-VACL message (Fig. 5) is sent from the AC to this 
AS. 

4. Due the fact that the soldier could have or not the ability to capture visual 
stimulus, the possession of this ability is represented by the ASSee agent. In this 
sense, when the ASSee executes the service received in the message, it sends to 
the AC another similar message with the corresponding result that indicates 
whether was or not possible to execute the service. It is important to mention that 
once the AC receives a message from any AS with the results associated with the 
services previously called, the AC updates the shared memory into the 
corresponding “Results” component, and the knowledge rule associated with the 
actual stimulus.  

5. If there are not problems with the soldier’s vision and since he is close to a thicket, 
the ASSee agent sends to the AC the stimulus <“thicket”, “seen”> as a 
consequence of the “ToSee()” execution. 

6. At this point, it is time the soldier learns what have happened until now after 
receiving the previously stimulus and before deciding what to do with this new 
stimulus. In this case, the AC receives the new stimulus and, before repeating the 
step 1 again, it updates the knowledge base with the knowledge rule associated 
with the previously stimulus. An example of how the knowledge base is stored at 
this moment, using the IVAL-KBEL language, is illustrated in Fig. 6. 

7. Since the IVA soldier doesn’t know what to do with this new stimulus, the IVAL 
user intervenes again indicating him to go to the thicket and see again. The IVAL 
learning process continues in the next steps. 

8. Using his visual perceptual stimulus again, the soldier sees an unknown soldier 
hidden in the thicket, so, the next stimulus the AC received from the ASSee agent 
is <“unknown soldier”, “seen”>. 

9. Based on the fact that, in the real situation, reviewing the face expression of the 
other person could help soldier to take the appropriate decision, in response to the 
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stimulus described previously, the AC is then commanded to see the unknown 
soldier’s face expression via the ASSee agent.  

10. Imaging that the person face expresses fear, the soldier decides then to be friendly 
and ask him/her to remain calm. In this case, the received stimulus is <“fear 
expression”, “seen”>, and the reaction to this stimulus is to call the ASSound 
service “ToTalk(“you remain calm”)”, the ASFace service “ToSet(“friendly”)” 
and the ASSee service “ToSee()” again. 

11. After that, the soldier sees that the face expression of the unknown soldier changes 
to a friendly expression allowing him to conclude that the situation is now under 
control. In this case, the stimulus received by the AC is now <“friendly 
expression”, “seen”> for which the IVA is intended to react suitably. 

 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<IVAL-VACL:Message sender="IVAL Military Training"  
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
 xsi:noNamespaceSchemaLocation="IVAL-VACL.xsd" xmlns:IVAL-VACL="http://www.Ival.org"> 
 <IVAL-VACL:Service> 
  <IVAL-VACL:Name>ToSee</IVAL-VACL:Name> 
  <IVAL-VACL:Result>none</IVAL-VACL:Result> 
 </IVAL-VACL:Service> 
</IVAL-VACL:Message> 

Fig. 5. An example of one IVAL-VACL message sent from the AC to ASSound agent 

<?xml version="1.0"?> 
<IVAL-KBEL:Knowledge xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  
 xsi:noNamespaceSchemaLocation="IVAL-KBEL.xsd" xmlns:IVAL-KBEL="http://www.Ival.org"> 
 <IVAL-KBEL:Experience> 
  <IVAL-KBEL:Stimulus source="listened"> 
   <IVAL-KBEL:Data>Noise</IVAL-KBEL:Data> 
  </IVAL-KBEL:Stimulus> 
  <IVAL-KBEL:Service name="ToSee"> 
   <IVAL-KBEL:Result>true</IVAL-KBEL:Result> 
  </IVAL-KBEL:Service> 
 </IVAL-KBEL:Experience> 
</IVAL-KBEL:Knowledge> 

Fig. 6. IVAL knowledge base example 

5   Conclusions and Ongoing Research Work 

Through this work, it was empathized the importance of using the concepts of SOA 
and OAA to define the IVAL specifications and how the relation between agent and 
service has helped to facilitate these concepts.  

Even though IVAL was originally designed for an IVA, it could be applied to other 
kind of software/intelligent agents such as a mobile agent or an agent advisor, since it 
basically focuses on the interaction with the environment and the learning process. 

As the communication between the service agents and the control agent is through 
the TCP/IP protocol, the service agents and the control agent could be located in 
different physical spaces, and the cooperation between them could still be possible. 

A set of XML based languages have been defined in order to represent and manage 
the information associated with the environment, as well as the description of the 
service agents, the communication between the service agents and the control agent, 
and the agent control related knowledge. 
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Based on the evaluation of the model, it was found that specialized agents could be 
integrated to the IVA systems in order to manage specific abilities, in the same way as 
humans could have or not particular abilities. On the other hand, the evaluation also 
demonstrated that IVAL learns from the experience of the interaction with the 
environment starting with an empty knowledge base, in the same way as humans start 
learning since they are born. 

Once the library and the correct integration between the AC and the AS has been 
evaluated in simple scenarios, the next step will be to integrate this library in more 
complex systems and virtual environments in order to produce real applications 
related to IVA’s. The knowledge rule will also be modified in order to incorporate an 
acceptance value of any service associated with the stimulus. This will permit IVA to 
learn what it is good to do or not in response to any received stimulus. 
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Abstract. In this paper, we present a new extension and reinterpretation of one 
of the most successful models of awareness in Computer Supported 
Cooperative Work (CSCW), called the Spatial Model of Interaction (SMI), 
which manage awareness of interaction through a set of key concepts, to 
manage task delivery in collaborative distributed systems. This model , called 
AMBLE (Awareness Model for Balancing the Load in Collaborative Grid 
Environments), also applies some theoretical principles of multi-agents systems 
to create a collaborative environment that can be able to provide an 
autonomous, efficient and independent management of resources available in a 
Grid. This model has been implemented using web services and some 
experimental results carried out over and real and heterogeneous grid are 
presented with the end of emphasizing the performance speedup of the system 
using the AMBLE model. 

1   Introduction 

Grid computing intends to share heterogeneous resources in dynamic environments. 
The complexity of achieving this goal is caused by several factors, being the existence 
of different virtual organizations, the dynamism of the underlying architecture and the 
heterogeneity of the involved resources some of the most challenging aspects.  

With the aim of providing better capabilities on a grid, it is essential to use a 
resource manager, which will take the decision about the allocation of processes to 
the resources of the system. The resource management includes other tasks, such as 
resources discovery, resources registration and monitoring. As expected results, the 
resource manager should achieve load balancing within the grid. Equilibrating the 
amount of work assigned to each node in a grid is a complex problem, even more than 
for other kinds of parallel systems. In [8], authors apply reinforcement learning to 
adaptive load balancing for allocating resources in a grid in an efficient way. In [4], a 
communication-based load balancing algorithm, named Comet, is shown.  
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On the other hand the multi-agent systems offer promising features to resource 
managers. The reactivity, proactivity and autonomy, as essential properties of agents, 
can help in the complex task of managing resources in dynamic and changing 
environments. Additionally, the cooperation among agents allows load balancing 
mechanisms to be performed and efficiently deployed on a grid. In [3], an agent-based 
grid management infrastructure together with a task scheduler is performed for local 
grid load balancing. Four different negotiation models are studied in [11] for agent-
based load balancing and grid computing. The interaction between grids and agents 
challenges has been clearly defined by Foster et al in [7]. As example of the 
successful combination of grid and agents, a real grid system has been built by means 
of mobile agent technology, SMAGrid, Strong-Mobile Agent-Based Grid [12].  

In this paper, we present a new extension and reinterpretation of the Spatial Model 
of Interaction (SMI), an abstract awareness model designed to manage awareness of 
interaction, in cooperative applications. A new reinterptetation of this model, and its 
key concepts, in the context of an asynchronous collaboration in grid environments is 
developed in this paper. This reinterpretation, open and flexible enough, merges all 
the OGSA [6] features with theoretical principles of multi-agents systems, to create a 
collaborative and cooperative grid environment. Following one of the main OGSA 
characteristics, the use of open, standard and public interfaces, we have implemented 
AMBLE as a web service specification, WS-AMBLE. This specification provides an 
open interface having the ability of managing different levels of awareness, allowing 
different Virtual Organizations to share computational resources based on open 
protocols and interfaces. As far as we know, none of the last WS specifications offers 
functionalities useful enough as to create awareness models that could be able to 
manage task balancing delivery in collaborative grid environments. 

2   AMBLE: Reinterpreting the Key Awareness Concepts 

The Spatial Model of Interaction, defined for application to any Computer Supported 
Cooperative Work (CSCW) system where a spatial metric can be identified [2]. The 
model itself defines some key concepts such as:  

* Aura: Sub-space which effectively bounds the presence of an object within a 
given medium and which acts as an enabler of potential interaction [5].  

* Focus: It delimits the observing object's interest.  
* Nimbus: It represents the observed object's projection 
* Awareness:  It quantifies the degree, nature or quality of interaction between 

two objects. For a simple discrete model of focus and nimbus, there are three 
possible classifications of awareness values when two objects are negotiating 
[9]: Full awareness, Peripheral awareness and No awareness. 

Let’s consider a system containing a set of nodes {ni} and a task T that requires a set 
of processes to be solved in the system. Each of these processes necessitates some 
specifics requirements, being ri the set of requirements associated to the process pi, 
and therefore each of the processes will be identified by the tuple (pi, ri) and T could 
be described as =

i
} )ir,i{(pT The AMBLE model, proposes an awareness infrastructure 
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based on these concepts capable of managing the load management of grid 
environments. This model reinterprets the SMI key concepts as follow: 

Focus: It can is interpreted as the subset of the space on which the user has focused 
his attention with the aim of interacting with. Regarding tasks, and given a node ni in 
the system requiring the execution of a given task (T), the focus of this node would 
contain, at least, the subset of nodes that are composing the Virtual Organization 
(VO) in which this node is involved 

Nimbus: It is defined as a tuple (Nimbus=( NimbusState ,NimbusSpace)) containing 
information about: (a) the load of the system in a given time (NimbusState); (b) the 
subset of the space in which a given node projects its presence (NimbusSpace). As for 
the NimbusState, this concept will depend on the processor characteristics as well as 
on the load of the system in a given time (see section 4).  

Awareness of Interaction (AwareInt): This concept will quantify the degree, nature or 
quality of asynchronous interaction between distributed resources. Following the 
awareness classification introduced by Greenhalgh in [9], this awareness could be 
Full, Peripheral or Null.  

FulljninAwareInt =),( )(})in({ jnNimbusinFocusjn ∈∧∈
 

Peripheral aware of interaction if 

PeripheralnnAwareInt ji =),( )(})in({

)(})in({

jnNimbusinFocusjn

or

jnNimbusinFocusjn

∈∧∉

∉∧∈

 
The AMBLE model is more than a reinterpretation of the SMI, it extends the SMI 

to introduce some new concepts such us: 

Interactive Pool: This function returns the set of nodes { nj }interacting with the ni 

node in a given moment. Given a System and given a task T to be executed in the 
node ni 

Task Resolution: This function determines if there is a service (si) in the node ni, being 
NimbusState(ni)/=Null, such  that could be useful to execute the task T (or at least one 
of its processes). 

)},{(

Re}{

spTn

TaskTaskNodesolution:Tasksn

ii

i
ii

→×

→×=
 

Where s is the “score” to execute pi in ni node, being its value within the range [0, ): 
0 if the node ni fulfils the all the minimum requirements to execute the process pi; the 
higher is the surplus over these requirements and it will be the value of this score. 

Collaborative Organization: This function will take into account the set of nodes 
determined by the Interactive Pool function and will return those nodes of the System 
in which it is more suitable to execute the task T. This selection will be made by 
means of the TaskResolution function. 



 A Collaborative Awareness Specification to Cover Load Balancing Delivery 81 

3   Load Balancing Algorithm in AMBLE 

In this section we will introduce the load balancing algorithm as it has been 
introduced in the AMBLE awareness model, and how it will be applied to our 
distributed and collaborative multi-agent architecture in grid environments  

 

State Measurement Rule: This local rule will be in charge of getting information 
about the computational capabilities of the node in the system. This information, 
quantified by a load index, provides aware of the NimbusState of the node. This 
dynamic index should be periodically and frequently measured, and should be a good 
estimation of a node computing capabilities. The choice of a load index has a huge 
impact on load balancing efficiency [10]. In this paper the load index is evaluated 
based on two parameters: 

• Node computational power (P), which depends on the node computational 
architecture, and takes into account CPU, memory and I/O features. It is a 
static parameter. 

• The CPU assignment which is defined as the percentage of CPU time that 
would be available to a newly created task, on a specific node. It will be 
working as a dynamic parameter. 

The NimbusState of the node will be determined by the load index and it will depend 
on the node capacity at a given time. This state determines if the node could execute 
more (local or remotes) tasks. Its possible values would be: 

* Maximum: The load index is low and therefore this infrautilized node will 
execute all the local tasks, accepting all new remote execution requests coming 
from other nodes. 

* Medium: The load index has an intermediate value and therefore the node will 
execute all the local tasks, interfering in load balancing operations only if there 
are not other nodes whose NimbuState would be Maximun in the system. 

* Null: The load index has a high value and therefore the node is overload.  
 

Information Exchange Rule: This policy should keep the information coherence of 
the global state of the system, without overloading the network with an excessive 
number of unnecessary messages. An optimum information exchange rule for the 
AMBLE model should be based on events [1]. This rule only collects information 
when a change in the NiImbus (in the NimbusState or in the NimbusSpace) of the 
nodes is made. The node that has modified its nimbus will be in charge of notifying 
this modification to the rest of the nodes in the system, avoiding thus synchronisation 
points. The information that every node has about the NimbusState of the rest of the 
nodes is updated while the node receives information messages from the others.  
 

Load Balancing Operation: Once the node has made the decision of starting a new 
load balancing operation, this operation will be divided in another three different 
rules, presented in the following sections.  

Localization Rule: It has to determine which nodes are involved in the 
CollaborativeOrganization of the node ni. In order to make it possible, firstly, the 
AMBLE model will need to determine the awareness of interaction of this node with 
those nodes inside its focus. Those nodes whose awareness of interaction with ni was 
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Full will be part of the Interactive Pool of ni to solve the task T, and from that pre-
selection the TaskResolution method will determine those nodes that are suitable to 
solve efficiently the task in the environment. 

Selection and Distribution Rule: This algorithm joins selection and distribution 
rules because it determines which nodes will be in charge of executing each of the 
processes making up the T task. The proposed algorithm takes into account the 
NimbusState of each of the nodes as well as the TaskResolution to solve any of the 
T’s processes. The goal of this algorithm is to find the more equilibrate assignment of 
processes to computational nodes, based on a set of heuristics. Firstly, a complete 
distribution is made taking into account all the processes making up the T task as well 
as all the computational nodes implicated in the CollaborativeOrganization. If, in this 
first turn, it would be possible to assign all the process the algorithm would have 
finished. Otherwise, it would be necessary to calculate, again, the NimbusState of the 
nodes belonging to the CollaborativeOrganization, repeating the complete process 
again.  

4   AMBLE Evaluation Architecture 

As it is possible to appreciate in the Figure 1 the middleware architecture of load 
balancing model has been separated in three different parts: 

• SMI-Engine (Spatial Model of Interaction Engine): This is the main core of the 
architecture and contains those components that implement all the logic of the SMI 
and the load balancing algorithms explained in section 6. This engine is made up 
by the following modules: 
• Benchmark Agent: This agent based on the Linpack benchmark [16], maintains 

a performance measure of the node which could be evaluated from the Load 
Balancer.  

• Global State Agent: This agent compiles all the information related to the two 
main concepts of the AMBLE, providing information about those nodes that are 
available in the system. 

• Load Balancer Agent: This module implements the logic for the load-balancing 
operation and makes the final decision of which node will execute each process. 

• Execution framework: This interface contains the modules dependent on the 
operating system (OS) to access to the process management APIs. 

• SO Native Process Management: It depends on the OS and uses those 
functionalities that the APIs of this OS offer to supply the to process execution.  

• SO Native Monitoring Module: This module also depends on the OS and uses 
those functionalities that the APIs of this OS offer to monitor the state of the 
computer. 

• AMBLE-Service: Web service [13, 14] interface that provides those methods 
necessaries to establish the communication between nodes through SOAP [15] 
messages. The operations deployed in this service are: 
• registerVisibility: When a node detects a new resource inside its focus, it 

invokes this operation. Moreover, if the observer node is also inside the 
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observed NimbusSpace, it would be included in the awareness of interaction 
record with a value equal to Full. 

• nimbusChangeCallback: This operation receives the changes that a specific 
node has on its NimbusState.  

• requestTask: This method is invoked by a client requiring the execution of the T 
task composed by n processes. 

• taskResolution: This method is invoked by a node requiring “offers/scores” for 
the processes associated to a specific task. 

• performTask: This method is invoked to order the process execution once the 
process has been assigned to a particular node. 

• monitorExec: This operation is used to monitor the state of execution of a 
process in an identifiable node. 

 

 

Fig. 1. The Load Balancing Model: Middleware Architecture 

In Figure 2 it is possible to appreciate the sequence of operations unleashed inside 
a node after having received the registerVisibility message from another one: 

1. The first step is to corroborate if the node that invokes the operation 
registerVisibility is inside its NimbusSpace. 

2.  If the remote node is inside its NimbusSpace, (enableReg=true), the remote node 
will add it to its awareness of interaction record with a value equal to Full, and the 
origin node will return its NimbusState. This execution branch determines that both 
nodes could collaborate, if needed, to carry out a load-balancing operation. 

3. However, if the remote node is not inside its NimbusSpace, it will return a rejected 
message. The remote node will include the origin node in its awareness of 
interaction record with a value equal to Peripherical. This awareness could be 
change to Full if the NimbusSpace is modified. 

Having a look at the Figure 3 it is possible to appreciate the sequence of steps to carry 
out a load-balancing operation: 

1. The node receives a message from the grid client containing the composition of 
processes to be executed. 

2. Before starting the load-balancing operation, it will calculate the Interactive Pool. 
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Fig. 2. General interaction diagram: AwareInt=Full and AwareInt=Peripherical 

 

Fig. 3. General interaction diagram: Load-Balancing operation 

3. The origin node asks to each of the nodes in the interactive pool (concurrently and 
through SOAP messages) for the score of each of the process of the T task. 

4. The origin node will set this information in a list, and this list will be the input for 
the resolveLoadBalance function which implements the final selection heuristic 
and returns the assignment of the processes to the nodes. 

5. For each of these assignments the origin node will send an execution  message to 
the node. Even although the remote node could reject the execution of the process  
(its NimbusState would change to Null), having therefore the possibility of 
accepting the process execution. If later, the executionId assigned is 
NOT_ASSIGNED and the process will be assigned in the next round. 

6. If any of the processes has not assignment, the SMI Engine will repeat the previous 
algorithm increasing the aura to catch those nodes that are located to a distance 
higher. This loop will be repeated until there are not more nodes in the system and, 
if later, those processes that have not been assigned will pass to the queue. 
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5   WS-AMBLE Architecture 

WS-AMBLE provides an open interface to manage different levels of awareness, 
allowing different Virtual Organizations to share computational resources based on 
open protocols and interfaces. As far as we know, none of the last WS specifications 
offers functionalities useful enough as to create awareness models and none of the last 
WS specifications offers specific functionalities to manage task balancing delivery in 
collaborative grid environments, as WS-AMBLE. By means of WS-AMBLE, it will 
be possible to create new architectures oriented toward services. In Fig. 4 it is 
possible to appreciate the different levels of functionality offered by each of WS-
AMBLE components: 

1. WS-Addressing: It allows a transport mechanism to address services and 
messages (W3C standard) 

2. WS- Resource Framework: This specification, evolution of the OGSI 
specification, has been recently standardised by OASIS consortium. It promotes an 
Standard way of deploying resources and how to consult about them. 

3. WS-Notification and WS-Topic: Jointly, they provide the facility to establish 
mechanisms based on the model of interaction, publication and subscription. 

 

Fig. 4. WS-AMBLE Architecture 

WS-AMBLE uses Standard mechanisms based on WS to interact with other 
resources. These mechanisms are supplied by the recently standardised WS-Resource 
Framework specification. On the other hand, the communication model, founded on 
publication/subscription, is based on the WS-N / WS-Topic specification. WS-N 
supplies the mechanism to subscribe two resource management nodes, in an AMBLE-
grid environment, to the NimbusSpace as well as to the NimbusSpace. 

6   AMBLE Experimental Results 

The tests presented in this section have been evaluated in a real and heterogeneous 
services oriented grid environment. The system heterogeneity is reflected in the 
architecture of the computational nodes as well as in the OS. The grid infrastructure 
was made up for 20 nodes with the following characteristics: 8 of them were Intel 
Centrino P4 1.5 GHZ with 0.5 GB of memory ( “Type A”), 11 of them were Intel P4 
3.0 GHz (B) with 1GB of memory (“Type B”) and one Intel Xeon 3.6 GHz (C) with 
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4GB of memory (“Type C”). In order to carry out the model evaluation we have 
selected a set of CPU-intensive tests based in iterations over the Linpack benchmark 
[16]. Three different scenarios were used to make this evaluation. In each of these 
scenarios, there is a task T, composed of 20 processes, and a node N that receives the 
T execution request. Each of these scenarios also presents 4 different tests; each of 
them differs to the others in the size of the processes. The table 1 presents the 
response times, in seconds, for each of the tests executed in the different grid nodes.  

 
Table 1.  Response time 

 Type A Type  B Type C
Test 1 4,95 3,86 3,48 
Test 2 24,02 19,20 17,80 
Test 3 47,00 38,72 34,97 
Test 4 232,93 192,30 175,03 

Scenario A: The node N has full awareness of interaction with the rest of the nodes 
making up the grid, and therefore this node throws a load balancing operation to carry 
out the task execution taking into account all the nodes composing the grid. Table 2 
presents the total response times of the system using the AMBLE implementation as 
well as the speedup of the AMBLE model related to each of the types of nodes. 

Table 2. Global communication overhead and speedup related to the types nodes for scenario A 
 

Amble Communication 
overhead 

Speed up 
vs A 

Speed up 
vs B 

Speed up vs 
C 

5,9 5,65 0,84 0,65 0,59 
6,964 5,76 3,45 2,76 2,56 
8,233 5,88 5,71 4,70 4,25 
17,69 5,92 13,17 10,87 9,89 

Scenario B: This scenario raises the non ideal situation in which all the nodes in the 
grid are been infrautilised, but they are located in different auras. The node N has 10 
more nodes inside its aura with a distance equal to 1 and the nine remaining in 
another aura with a distance equal to 2. The table 3 presents the speedup of the 
AMBLE model related to the local execution on each of the types of nodes as well as 
the communication overhead. 

Table 3. Global communication overhead and speedup related to the types nodes for scenario B 

Amble Communication 
overhead 

Speed up 
vs A 

Speed up vs 
B 

Speed up vs 
C 

6,54 6,29 0,76 0,59 0,53 
7,45 6,25 3,22 2,58 2,39 
9,906 7,56 4,74 3,91 3,53 
19,28 7,51     12,08 9,97 9,07 
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Scenario C: In the last scenario all the nodes in the grid are infrautilised but they are 
located in different auras. The grid client requests the execution of one task in the 
node N. This node has 10 more nodes inside its aura (aura1) and the nine remaining in 
another aura (aura2). However, in this situation half of the nodes that are inside the 
aura1 reject the execution of the processes assigned. Then, the load balancing 
algorithm increases the aura2 and therefore the other 9 remaining nodes could accept 
any of the processes that are looking for a location. The task delivery process is done 
among the nodes located in the aura2. While this distribution is been done, some of 
the nodes that are located inside the aura1 change their NimbusState and they could 
received new processes. The system will inform of this change and those processes 
that were not assigned among the nodes located in the aura2, will be assigned among 
all those nodes changed its NimbusState in the aura1.The table 4 shows the speedup 
and the communication overhead.  

 
Table 4. Global communication overhead and speedup related to the types nodes for scenario C 

Amble Communication 
overhead 

Speed up 
vs A 

Speed up vs 
B 

Speed up vs 
C 

10,92 10,68 -7,44 0,45 0,35 
12,08 10,88 5,72 1,99 1,59 
14,13 11,78 20,84 3,33 2,74 
24,29 12,52 150,74 9,59 7,92 

 
The experimental results obtained are very successful and corroborate the usefulness 
of the AMBLE model as to be applied to work-load balancing operations in real 
heterogeneous grid environments. The performance improvements obtained by using 
this model are excellent in all the scenarios and in, almost, all the tests. It is worthy to 
highlight that the results achieved in the test1 in which the model get worse 
experimental results. These results are consequence to the small size of the task to be 
executed, which provokes a considerable communication overhead in this delivery 
operation, increasing the response times and making that these times were higher that 
the one associated to the local execution. Due to this fact, the speedup of these 
experiments are lower than 1. The results corresponding to the other tests show that 
the speedup experiment an important improvement. The communication overhead is 
the factor limiting the performance increase. This overhead is independent of the 
problem size. In this way, when the problem size increases, the parallelizable portion 
of the task also increases and therefore the speedup experiment a considerable 
improvement. 

Finally, scenario A gets the best speedup results, related to the local execution. 
This is a consequence of the ideal conditions, for the execution of the AMBLE model, 
in which this scenario takes place. The scenario B presents an increment in the aura, 
and in scenario C there are some modifications on the NimbusState of some of the 
nodes. These situations imply that the load balancing model will require a set of 
messages to carry out the delivery operation and this communication overhead is 
reflected in the speedup results. However, in spite of this additional communication 
overhead the results are still very successful.  
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7   Conclusions 

This paper presents an specification of an awareness model for balancing the load in 
collaborative grid environments in a collaborative multi-agent system. This model, 
called AMBLE (Awareness Model for Balancing the Load in Collaborative Grid 
Environments),extends and reinterprets some of the key concepts of the most 
successful models of awareness in Computer Supported Cooperative Work (CSCW), 
called the Spatial Model of Interaction (SMI). AMBLE manages the interaction in the 
environment allowing the autonomous, efficient and independent task allocation in 
the environment. The AMBLE implementation is based on the Web Services 
specifications and follows one of the key principles in the grid theory: the use of 
open, standard and public interfaces. 

This model has been evaluated in a real and heterogeneous grid infrastructure. 
Different scenarios were designed for this purpose. The most important conclusions 
that could be extracted from the experimental results presented in this paper are: 
Firstly, the AMBLE model can contribute to the performance of heterogeneous 
systems by distributing the work-load in an equilibrating way among all the nodes 
composing the grid; Secondly, the communication overhead in a grid environment is a 
factor to be considered due to the remarkable limitations in the performance 
improvements. This overhead doesn’t depend on the problem size, it mainly depends 
on the dynamism of the grid system, in each and every moment, and therefore it can 
not be predict beforehand. Finally, it is important to highlight that the size of the 
processes, to be distributed in the grid, has a fundamental impact in the global 
performance of the system. Those processes whose response time is low, are not 
suitable to be distributed in the grid because the communication overhead could be 
bigger that the local response time, entailing a worsening of the system 
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Abstract. Semantic web services have the potential to change the way knowl-
edge and business services are consumed and provided on the Web. The current 
semantic web service architectures, however, do not provide with integrated 
functionality of automated composition, dynamic binding, and invocation. 
Openness and dynamics of the Web environment limits the usage of previous 
approaches based upon the traditional AI planning techniques. This paper intro-
duces a BDI agent system for semantic web service composition and invoca-
tion. Through some tests on healthcare web services, we found our agent-
oriented approach has the potential enough to improve robustness and flexibil-
ity of semantic web services.  

1   Introduction 

Semantic web services augment web services with rich formal descriptions of their 
capabilities, thus facilitating automated discovery, composition, dynamic binding, 
and invocation of services within an open environment. Semantic web services, 
therefore, have the potential to change the way knowledge and business services are 
consumed and provided on the Web. Enabling semantic web services needs the 
infrastructure such as standard service ontology and architecture. The service ontol-
ogy, such as OWL-S, aggregates all concept models related to the description of a 
semantic web service, and constitutes the knowledge-level model of the information 
describing and supporting the usage of the service. Currently several tools support-
ing OWL-S have been developed: OWL-S Editor, Matchmaker, Broker, Composer, 
and Virtual Machine [4]. However, the current semantic web service architectures 
do not provide with integrated functionality of composition, dynamic binding, and 
invocation [1]. Although there are some efforts for automated semantic web service 
composition, most of them are based upon the traditional AI planning techniques. 
Due to openness and dynamics of the Web environment, the web services composed 
through off-line planning are subject to fail. In order to overcome the drawback, 
this paper introduces a BDI agent system for semantic web service composition and 
invocation. Using some examples of healthcare web services, we test the feasibility 
of our approach.  
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2   BDI Agent Architecture 

The most commonly used architecture for software agents is the Belief-Desire-
Intention (BDI) model. Fig. 1 shows a PRS-based BDI architecture called JAM [3]. 
Each JAM agent is composed of five primary components: a world model, a goal set, 
a plan library, an interpreter, and an intention structure. The world model is a data-
base that represents the beliefs of the agent.  The goal set is a set of goals that the 
agent has to achieve. The plan library is a collection of plans that the agent can use to 
achieve its goals.  The interpreter is the agent’s “brain” that reasons about what the 
agent should do and when and how to do it.  The intention structure is an internal 
model of the agent’s current goals and keeps track of the commitment to, and progress 
on, accomplishment of those goals.    

 

 
Fig. 1. JAM: A BDI Agent Architecture 

 
The BDI architecture integrates traditional goal-directed reasoning and reactive be-

havior. Because most traditional deliberative planning systems formulate an entire 
course of action before starting execution of a plan, these systems are brittle to the 
extent that features of the world or consequences of actions might be uncertain. In 
contrast, the BDI architecture continuously tests its decisions against its changing 
knowledge about the world, and can redirect the choices of actions dynamically while 
remaining purposeful to the extent of the unexpected changes to the environment. 

3   SWEEP II System 

SWEEP II is a BDI agent system supporting automated semantic web service compo-
sition and invocation. As shown in Fig. 2, the core component of SWEEP II is the 
JAM BDI engine. Additionally, SWEEP II includes several main components such as 
service description manager, OWL-S2JAM converter, ontology manager, reasoner, 
query processor, mediator, task manager, web service invoker. The service descrip-
tion manager retrieves and stores OWL-S descriptions from the semantic web service 
repository.  
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Fig. 2. Architecture of the SWEEP II System 

 

Fig. 3. OWL-S to JAM Plan Mapping 
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The OWL-S2JAM converter transforms the retrieved OWL-S descriptions into the 
corresponding JAM primitive plans. Based upon the domain ontologies managed by 
the ontology manager, the reasoner provides reasoning services for service matching, 
validation, and mediation. The query processor takes a request from the user. With the 
help of the mediator, it generates a task to be accomplished by JAM. In order to ac-
complish the given task, JAM reactively elaborates a complex plan from primitive 
plans considering its goals and the world model. According to the intentions of JAM, 
the web service invoker calls the atomic web services in order.   

Fig. 4. An Example of OWL-S Description 
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Fig. 5. The Corresponding JAM Plan 

 

Fig. 6. A Screenshot of the SWEEP II System 
 



 An Agent System for Automated Web Service Composition and Invocation 95 

 

Fig. 7. Healthcare Web Services 

 
Fig. 3 illustrates the mapping relationship from an OWL-S service description to 

the corresponding JAM plan. Outputs and effects of the OWL-S process are mapped 
to goals and effects of the JAM plan. Inputs and preconditions of the OWL-S process 
are mapped to subgoals and context of the JAM plan. The grounding WSDL opera-
tions of the OWL-S service are mapped to the external functions of the JAM plan. 
Many ontological concepts and properties in the OWL-S description are converted 
into the corresponding relations within the JAM world model. Fig. 4 shows an exam-
ple of OWL-S service description and Fig. 5 represents the corresponding JAM plan.  

Due to features of the embedded JAM engine, the SWEEP II system can adapt its 
decisions on web service composition and invocation against the changing Web envi-
ronment. In this sense, the SWEEP II system realizes dynamic composition of seman-
tic web services. Fig. 6 shows a screenshot of the SWEEP II system. 

In order to test the feasibility of our SWEEP II system, we developed some exam-
ples of healthcare web services shown in Fig. 7. They are appointment service, en-
counter service, RX service, and billing service for patients. These are typically com-
mon services provided by many hospital information systems (HIS). For our purpose, 
however, we implemented them as OWL-S semantic web services. Through some 
tests on these semantic web services, we found that our SWEEP II system shows high 
robustness against unexpected failures and delays of web services.  

4   Conclusions 

We introduced SWEEP II, which is a BDI agent system for semantic web service 
composition and invocation. The core component of SWEEP II is the JAM BDI en-
gine. The JAM BDI architecture continuously tests its decisions against its changing 
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knowledge about the world, and can redirect the choices of actions dynamically. 
Through some tests on healthcare web services, we found that our SWEEP II system 
can help to improve robustness and flexibility of semantic web services. 
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Abstract. Mediation between buyers (service requester’s agents) and sellers 
(service provider’s agents) is one of the most difficult problems in real 
electronic markets. In this paper, we propose an economic approach to solving 
this problem combined with AI (Artificial Intelligence) concepts. Firstly, we 
enable provider agents to dynamically and autonomously advertise semantic 
descriptions of available services by proposing a new auction model based on 
Pay-Per-Click advertising auctions. We call it the Semantic Pay-Per-Click 
Agent (SPPCA) auction. Requester agents then use two-level filtration of the 
advertised services to efficiently discover eligible services. In the first level of 
filtration, a semantic-based mechanism for matchmaking between services 
requested by buyers and those advertised by sellers is applied. Services which 
pass the first level of filtration are then considered on the second level. Here 
information regarding the actual performance of service providers is considered 
in conjunction with the prices bid by service provider’s agents in the SPPCA 
auction. A final set of advertised services is then chosen and proposed to the 
buyer agent as an answer to its request.  

Keywords: Intelligent software agents, Web services, the semantic Web, 
OWL-S, Pay-Per-Click (PPC) auctions, digital economy, electronic commerce. 

1   Introduction 

The initial architecture of the Web was geared towards delivering information to 
humans visually. At this very moment we are witnessing the transformation of the 
architecture of the Internet as it becomes increasingly based on goal directed 
applications which intelligibly and adaptively coordinate information exchanges and 
actions1. Hence, the Internet is transforming into a medium which enables the so-
called digital economy. The digital economy, by proliferation of the use of the 
Internet, provides a new level and form of connectivity among multiple 
heterogeneous ideas and actors, giving rise to a vast new range of business 
combinations [1]. Additionally, the digital economy automates business transactions 
by utilizing the technologies of Web services, the semantic Web and intelligent 
software agents. 
                                                           
1 Source: IBM. 
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Fig. 1. The architecture of the modeled agent-mediated e-market of semantic Web services 

The connection between AI (Artificial Intelligence) and economics has received a 
lot of attention recently [2]. The ideas presented in this paper are based on that 
connection. The automation of business processes is facilitated with the use of Web 
services and enabled by applying AI concepts realized through the technologies of 
intelligent software agents and the semantic Web. To the best of our knowledge, a 
model for efficient automated advertising of semantic Web service descriptions has 
not yet been developed. Thus, efficient business transactions are supported by 
modeling a new auction mechanism based on Pay-Per-Click advertising auctions, but 
adapted for agent environment and enhanced with a semantic dimension. We refer to 
this new auction model as the Semantic Pay-Per-Click Agent (SPPCA) auction. 

We propose to improve the agent-mediated electronic market (e-market) of 
semantic Web services presented in [3] (shown in Figure 1) by upgrading its 
mechanism for matching service requesters with suitable service providers. Today’s 
semantic-enabled e-markets facilitate the discovery of eligible Web services solely 
through semantic matchmaking between descriptions of requested and advertised 
Web services [4]. Such an approach to service discovery can yield a large number of 
irrelevant search results since there is no assurance that information advertised by 
service providers is accurate [5]. Furthermore, services with identical descriptions 
may differ dramatically in performance levels [6]. 

In this paper we suggest automated semantic service discovery based, not only on 
service descriptions, but also on information about the actual performance of the 
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advertised Web services and the prices service provider’s agents bid for advertising in 
the SPPCA auction. The performance of an advertised Web services is rated directly 
by the service requester’s agent with respect to both price and quality. The proposed 
semantic service discovery model is not only interesting from scientific point of view, 
but is also very amenable to real e-commerce applications. 

This paper is organized as follows. In Section 2 we give a brief summary of Web 
services, the Semantic Web and intelligent software agents. The proposed auction-based 
semantic service discovery model is presented in Section 3. The SPPCA auction is part 
of proposed service discovery model, so the auction’s features are also described in 
Section 3. Section 4 proposes directions for future work and concludes the paper. 

2   Technologies Enablers of the Digital Economy 

2.1   Web Services 

The integration of business applications is traditionally achieved by utilizing costly 
customized solutions for each business. Not only is it necessary to invest a great sum 
of money into the hardware infrastructure and software support needed for each new 
partner, but also a big effort is required to synchronize data formats and interaction 
protocols between partners [7]. As a result, the degree of reusability in current 
integration solutions is remarkably low. In this context, the Web provides an existing 
and highly available infrastructure for connecting business partners anywhere and 
anytime. In addition, Web services [8] support interoperable machine-to-machine 
interaction over a network by providing a set of standards for the provision of 
functionality over the Web. The problem is that descriptions of Web services (WSDL 
is the industry standard for Web service description) are purely syntactic, so the 
classical architecture of Web services [3] is hardly amenable to automation [7]. 

2.2   Semantic Web 

Tim Berners-Lee’s vision of the semantic Web [9] provides a foundation for the 
semantic architecture of Web services [10]. By applying the OWL-S (Web Ontology 
Language for Services), every Web service can be described with an ontology. Each 
OWL-S ontology utilizes one or more domain ontologies which define the concepts 
important for a particular domain of interest. Concepts in domain ontologies, as well 
as the relations between the concepts themselves, are specified with OWL (Web 
Ontology Language), a semantic markup language for publishing and sharing 
ontologies on the World Wide Web [3]. Therefore, the semantic architecture of Web 
services supports knowledge exchange among collaborating e-business actors in the 
digital economy. Ontologies provide a shared vocabulary to represent the meaning of 
entities while knowledge representation provides structured collections of information 
and inference rules for automated reasoning. As a result, intelligent software agents 
can interpret and exchange semantically enriched knowledge for users [11]. 

2.3   Intelligent Software Agents 

An intelligent software agent is a program which acts on behalf of its owner while 
conducting complex information and communication actions over the Web. From the 
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owner’s point of view, agents improve their efficiency by reducing the time required 
to execute personal and/or business tasks. The goal of the technology of software 
agents is also to reduce the owner’s efforts while transacting business [12, 13].  

3   The Semantic Service Discovery Model 

The semantic service discovery model presented in this paper combines an economic 
approach to service discovery with AI concepts. Two-level filtration of advertised 
services is used by requester agents for efficient discovery of eligible services. First-
level filtration is based on semantic matchmaking between descriptions of services 
requested by buyers and those advertised by sellers. Services which pass the first level 
of filtration are then considered in the second filtration step. Second-level filtration 
combines information regarding the actual performance of service providers and the 
prices bid by service provider’s agents. The performance of service providers (with 
respect to both price and quality) is calculated from requester agent’s feedback 
ratings. Following filtration, a final set of advertised services is chosen. This set is 
then recommended to buyers as an answer to their request. 

Service providers’ agents put up bids for advertising their services in the Semantic 
Pay-Per-Click Agent (SPPCA) auction. The SPPCA auction is a new auction model 
we developed to enable provider agents to dynamically and autonomously advertise 
semantic descriptions of available services. The SPPCA auction is based on Pay-Per-
Click advertising auctions which are currently used by Google and Overture (a search 
engine which provides sponsored search results for Yahoo, MSN, Lycos, AltaVista 
etc.) as a new mechanism for placing and paying for advertisements. 

 

Fig. 2. The architecture of a semantic registry 

Figure 2 shows the architecture of a semantic registry in the agent-mediated  
e-market of semantic Web services depicted in Figure 1. We can see that the Registry 
Agent serves as an interface agent between provider/requester agents and the semantic 
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registry. The SPPCA Auction Agent, the Matching Agent and the Discovery Agent 
enable necessary functionalities of the semantic registry. These agents are allowed to 
make queries to the registry’s database. The SPPCA Auction Agent is in charge of 
conducting the SPPCA auction. Interaction 1.1 is used for registering/deregistering 
service provider agents in the auction, while the SPPCA Auction Agent uses 
interaction 1.2 to announce a new auction round. The Matching Agent facilitates 
semantic matchmaking which corresponds to the first level of filtration in the service 
discovery process. It receives OWL-S descriptions of requested services through 
interaction 2.1 and forwards a list of semantically eligible services through interaction 
2.2 to the Discovery Agent which carries out second-level filtration and recommends 
top-ranked advertised services (interaction 2.3). Sometime later, the Discovery Agent 
receives feedback information from requester agents regarding the performance of the 
proposed services (interaction 2.4). 

Figure 3 shows the structure of records of advertised service descriptions in the 
semantic registry database. Field 1 (a reference to an OWL-S description) is used to 
identify the advertised service and to retrieve its semantic service description if 
needed. Fields 2 (the quality rating of the service) and 3 (the price rating of the 
service) are used to create a performance model of the advertised service. Fields 4 
(service’s bid value in the current round of the SPPCA auction) and 5 (service’s 
budget until the next round of the SPPCA auction) are utilized in the SPPCA 
auction. 

 

Fig. 3. The record of an advertised service description in semantic registry database 

3.1   Semantic Matchmaking of Service Descriptions (The Matching Agent) 

Most approaches suggested for semantic matchmaking use standard description-logic 
reasoning to automatically determine whether one service description matches 
another. Prominent examples of such logic-only based approaches to semantic service 
discovery are provided by OWL-S description matchmakers such as the Matching 
algorithm used in [3] (which is based on [14]), the OWLS-UDDI matchmaker [15], 
RACER [16], MAMA [17] and by the WSMO service discovery approach [18]. 
These approaches do not exploit semantics that are implicit, i.e. patterns and/or 
relative frequencies of service descriptions computed by techniques such as data 
mining, linguistics, or content-based information retrieval (IR). In order to exploit 
these techniques, our Matching Agent uses OWLS-MX [19], a hybrid semantic Web 
service matching tool which combines logic-based reasoning with approximate 
matching based on syntactic IR similarity computations. The objective of hybrid 
semantic Web service matching is to improve the performance of semantic service 
retrieval by appropriately exploiting both crisp logic-based and approximate semantic 
matching where each of them alone would fail. 



102 V. Podobnik, K. Trzec, and G. Jezic 

3.2   The Performance Model of Service Providers (The Discovery Agent) 

A performance model tracks a service provider’s past performance which can be used 
to estimate its performance with respect to future requests [6]. Our model monitors 
two aspects of the advertised service’s performance – the service quality and the price 
of utilizing the service. There is a difference in the way requester agents provide the 
semantic registry with feedback information regarding the quality and the price of 
particular advertised services. The requester agent gives the Registry Agent feedback 
regarding particular service’s price (called the ‘price rating’) immediately after the 
discovery process ends. More precisely, this occurs after the requester agent has 
negotiated the conditions of utilizing a service with all recommended provider agents. 
Since the negotiation is automated, it only lasts for a few moments. Supplying the 
Registry Agent with feedback regarding the quality (called  the ‘quality rating’)  of 
particular service does not happen immediately after the service discovery process, 
but sometime in the future after the requester agent has used the chosen service. The 
rating value (both for quality and price) is a real number r ∈ [0, 1.0]. A rating of 0.0 is 
the worst (i.e. the service provider could not perform the service at all and/or utilizing 
the service is very expensive) while a rating of 1.0 is the best (i.e. the service provider 
performs the service perfectly and/or utilizing the service is very cheap). 

The overall rating (fields marked as 2 and 3 in Figure 3) can be calculated a 
number of ways, but here we chose the EWMA (Exponentially Weighted Moving 
Average) method. The advantage of using EMWA is its adaptive nature, i.e. it can 
capture the trend of dynamic changes. Furthermore, it is computationally very simple 
since the new overall rating can be calculated from the previous overall rating and the 
current feedback rating (i.e. there is no need to store old ratings which is desirable due 
to scalability issues). EWMA is defined as follows: 

1
~)1(~

−−+= ttt xxx αα  for t=1,2,… . (1) 

Where: 
 tx~  is the new forecast value of x ; 

 tx  is the current observation value (in our case, the new feedback rating) ; 

 1
~

−tx  is the previous forecast value ; 

 10 ≤≤ α  is a constant that determines the depth of memory of the EWMA. 
As the value of α  increases, more weight is given to the most recent values.  

3.3   Service Advertising in Pay-Per-Click Auctions (The SPPCA Auction Agent) 

A Pay-Per-Click (PPC) advertising auction is an auction for sponsored positions in 
search engines. For instance, if a user types in a search for “Croatian hotels” on 
Google, he/she will get back a set of listings. These include sponsored sites which 
have paid on a PPC auction to have their companies shown. 

PPC auctions run every minute of the day for every possible character sequence. In 
each auction, a competitor c enters a bid bk (c) which is the amount he/she is willing 
to pay should a customer click on his/her advertisement in the search results for 
keyword k. The auctioneer (e.g. Google) sorts the bids for keyword/auction k and 
awards position 1 to the highest bidder, position 2 to the second highest bidder, and so 
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on. The participant will then pay an amount equal to the number of customers that 
visit their web-site multiplied by their bid price [20]. 

Keyword auctions are an indispensable part of the business model of modern web 
search engines and are responsible for a significant share of its revenue [21]. 

Semantic Pay-Per-Click Agent Auctions. We have adapted PPC for the agent 
environment and enhanced it with a semantic dimension. We call this new auction 
model the Semantic Pay-Per-Click Agent (SPPCA) auction. 

 
Fig. 4. SPPCA auction interactions 

 
Figure 4 shows three different types of SPCCA auction interactions. The first type 

of interaction uses REG (Registration) and REG OK (Registration successful) 
messages to register a provider agent’s specific Web service for participation in the 
SPPCA auction. The second type of interaction uses CFB (Call for Bid), BID (Bid) 
and BID OK (Bid successful) messages to place bids in a new auction round. One of 
the parameters sent in CFB message is a status report sent at the end of each auction 
round. In such a report, the SPPCA Auction Agent sends to the service provider agent 
information regarding events related to its advertisement which occurred during the 
previous auction round. The most important information is that regarding how much 
of the provider agent’s budget was spent (i.e. the provider agent’s bid price multiplied 
with the number of recommendations of its service to requester agents). The provider 
agent also receives information about the final rankings of its advertisement in 
discovery processes in which the respective advertisement passed first-level filtering 
(i.e. semantic matchmaking). On the basis of this information, the service provider 
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agent can conclude whether its bids/budget was too high or too low compared to its 
competitors. It then sends a new bid (field 4 in Figure 3) and a new maximum budget 
value (field 5 in Figure 3) as part of its BID message. These values become relevant 
in the next auction round. If the provider agent’s budget is spent before the end of the 
round, its advertisement becomes inactive until the end of that round and is therefore 
not considered in any of the matching processes. The third type of interaction uses 
UNREG (Deregistration) and UNREG OK (Deregistration successful) messages to 
deregister a provider agent’s specific Web service from participation in the SPPCA 
auction. 

A classic PPC auction runs for each particular character sequence and, thus, for 
every possible character sequence there is a separate auction. This model has a several 
shortcomings. First of all, there is a scalability problem. Namely, there are a huge 
number of syntactically valid combinations which result in a vast number of 
concurrent PPC auctions. Another problem is that separate auctions are held for 
synonyms (syntactically different words with the same meaning; e.g. car and 
automobile). From the service provider’s point of view, it can be very complex and 
expensive for them to bid in auctions for all synonyms. From the service requester’s 
point of view, it is very complicated to search all synonymous words when they 
require a particular service. The last disadvantage of the classic PPC auction model 
we consider here is competitor click fraud. This occurs when one company clicks on a 
competitor’s advertisement to spend their budget with the long term aim of making 
PPC advertising too expensive for them and therefore removing them as a competitor 
from the search engine’s results.  

The auction model proposed in this paper, SPPCA, solves the shortcomings 
described above. The first problem of a vast number of concurrent auctions is solved 
by having one semantic registry running only one SPPCA auction and connecting 
provider agent’s bids with their OWL-S descriptions and not a specific keyword. The 
second problem of running separate auctions for synonyms is solved by introducing 
the semantic Web technology which uses OWL-S descriptions for description of 
advertised services. The third problem of competitor click fraud cannot occur in the 
SPPCA auction model since a requester cannot predict which advertised services will 
be recommended as response to a request. Namely, the answer to each new discovery 
request is calculated dynamically and depends on fast-changing variables which are 
unknown to all entities outside the semantic registry. Hence, a requester agent cannot 
purposely cause the semantic registry to charge the targeted service provider agent by 
making a discovery request without the intent of utilizing any Web service. 

3.4   Calculating Proposed Services 

The proposed service discovery process (Figure 5) in its first step uses solely semantic 
matchmaking. In the second step it combines the SPPCA bid price and the current 
service performance rating to choose the final set of top-ranked advertised services 
which are then recommended to the requester agent. Since our performance model 
monitors two aspects of the advertised service’s performance (i.e. its quality and 
price), the requester agent defines a weight factor which determines the significance 
of each of the two aspects in the process of calculating the final proposal. 
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Fig. 5. The service discovery process 

4   Conclusions and Future Work 

In this paper, we propose a new model for auction-based semantic service discovery. 
The ideas presented combine economic and AI approaches. As a result, the suggested 
model is interesting, not only from a scientific point of view, but is also very 
amenable for real e-commerce applications. Two-level filtration of advertised services 
is used for the efficient discovery of eligible services. First-level filtration is achieved 
through semantic matchmaking. Second-level filtration is then applied by combining 
information regarding the actual performance of the service providers together with 
the prices bid by the service provider’s agents in the SPPCA auction. Following 
filtration, final sets of advertised services are then proposed to buyers as answers to 
their requests. SPPCA is a new auction model we have developed to enable provider 
agents to dynamically and autonomously advertise semantic descriptions of available 
services. 

For future work we plan to test the proposed model from the aspects of scalability 
and time performance, as well as analyze its economic efficiency. 
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Abstract. Innovations in web technologies during last years have caused 
changes in the way that Web Information Systems are developed. New tools 
such as XML or Web Services and new paradigms, such as Service Oriented 
Computing make IT analysts focus on business process. To implement these 
business process there are several technologies. The aim of this work is to 
analyze business process implementation possibilities by using existing 
technologies, but focusing on those that require a user interaction, such as: a 
process to buy a flight ticket or a process for billing approval. In this work, we 
follow a comprehensive method for business process development to get 
detailed business process models and then we analyze the implementation 
possibilities of the resulting models, describing advantages and disadvantages 
for each technology analyzed and pointing out a possible workaround. 

Keywords: Service Oriented Computing, Model Driven Architecture, 
eGovernment, Web Information Systems, BPEL, BPEL4People. 

1   Introduction 

The increase of expectations in Web technology environments has lead to the need of 
implementing new more complex business processes, similar to the traditional 
application functionalities [1]. Web Information System Users (WIS Users) are not 
already content just showing information in static or dynamic HTML pages, but they 
demand the system a greater user interaction and the possibility of doing operations 
that are more complex. Powerful languages such as XLANG [2], Web Services Flow 
Language (WSFL) [3] and Business Process Execution Language for Web Services 
(BPEL4WS or BPEL in short) [4] have appeared to support these new requirements 
and to help in the design and implementation of business process. Nevertheless, 
business analysts have some problems using them, specially, when business processes 
include human-performed activities.  

In this work, we use a comprehensive method for service composition modeling, 
which is focused on the behavior aspect of a WIS, to get a detailed business process 
model that will be used to analyze business process implementation possibilities. As a 
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case study, we present Atento. Atento is a real WIS used in a Spanish Public 
Administration to manage citizens’ relationships solving the problem to access 
information anytime or anywhere and modifying citizens' service requests information 
stored in an external system. Examples of these relationships are the request and the 
issue of an official certificate or the inquiry for changing personal data. 

The rest of the article is organized as follows: an overview of the model driven 
architecture of MIDAS is presented in Section 2. Section 3 describes the case study: 
Atento system, identifying the services offered to users. Section 4 illustrates the 
method and the analysis of implementation possibilities is explained in Section 5. 
Finally, Section 6 concludes underlying the main contribution and the future works. 

2   MIDAS Methodology 

This work forms part of the methodological framework of MIDAS, a methodological 
framework for the agile development of WIS [5] based on Model Driven Architecture 
(MDA) [6] proposed by the Object Management Group [7].  

In the frame of MIDAS, it has been proposed a method for service composition 
modeling that is focused on the behavior aspect of a WIS [5]. 

MIDAS proposes to model the WIS according to two orthogonal dimensions (see 
Fig. 1): on the one hand, taking into account the platform dependence degree (based 
on the MDA approach) and specifying the whole system by Computation Independent 
Models (CIMs), Platform Independent Models (PIMs) and Platform Specific Models 
(PSMs). On the other hand, according to three basic aspects [8]: hypertext, content 
and behavior.  

This work is focused on the behavioral aspect although focused on PIM level. As 
it is shown in Fig. 1, we use four different models (shadowed in the figure): the user 
services model, the extended use cases model, the service composition model and the 
service process model. Our method introduces a new set of concepts, new models and 
mapping between them. All the steps needed to build these behavior models were 
described in previous works [5]. In the following section, we will illustrate these 
models through Atento system. 
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Fig. 1. Model Driven Architecture of MIDAS 
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3   A Case Study: Public Administration Automatization 

Atento is a citizens relationships system that works over the intranet of a Spanish 
Public Administration. It allows officers accessing to the service request information 
sent by citizens to the Public Administration and the answers given to them. It does 
not matter which the source channel was (telephone, email, postal or public attention 
office) every service request is stored in the same place offering a 360-degree vision 
of the citizens and improving public attention level given to them. An example of 
citizen-public administration relationship is an information request submitted to know 
the steps needed to carry out a specific procedure. This information about citizens is 
not stored in Atento but in an external system “Citizen Relationship Management 
System”. This system is used by phone attention officers while Atento is used by 
public attention officers. Citizen Relationship Management System offers same 
functionality that Atento, but offers also more functionality necessary in phone 
attention processes. 

Public Attention Officers with a valid username and password will be able to: a) 
query and modify citizens’ contact data, b) query and modify citizens’ service 
request, c) create new citizens’ service requests or d) save citizens’ satisfaction 
surveys. Fig. 2 shows Atento Architecture and relations between other external 
systems such as Citizen Relationship Management System. 

 

Fig. 2. Atento architecture 

4   Atento System Modeling 

4.1   Generating the User Services Model 

The aim of this activity is building the user services model. This model shows the 
services that the user really needs from the system. These are known as conceptual 
user services. 

All the modeling process is focused on these conceptual user services. To do a 
correct navigational model the focus must be on the services that the user really 
requires from the system. In Atento, in order to Save a Citizen Service Request, Public 
Attention Officer must first “login into system” by typing his username and password. 
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Then he will “search citizens” clicking on the proper button to find citizen to save the 
service request. He will finally “create a service request” clicking the proper button 
and typing the service request information. In our point of view, Save a Citizen 
Service Request is the service that the user really needs from the system in order to 
save a service request, that is, the conceptual user service. However, “login into 
system” is a required action to save a service request. The system has to guide user 
through mandatory actions in order to achieve his objectives. 

The generation of this model begins identifying users of the system (as actors). As 
we mentioned above, Atento is a WIS used by officers who need to access 
information stored on an external system, from now on, CRM System. Therefore, we 
identify one actor: Public Attention Officers. Public Attention Officer is the user who 
will interact with Atento system. 

Secondly, we have to identify the conceptual user services taking into account the 
services required by the user. The real aims of a Public Attention Officer are: a) “To 
Edit Citizen Data”, b) “To Save Citizen Service Request”, c) “To Query Service 
Request” and d) “To Save Citizen Satisfaction Survey”. This model is represented 
using UML use case diagrams and identifying conceptual user services using 
<<CUS>> stereotype (see Fig. 3). This point onwards, we will focus only on the 
conceptual user service “To Save Service Request” to explain how to build the rest of 
the models we propose. 

4.2   Generating the Extended Use Cases Model 

The aim of this activity is building the extended use cases model. This model shows 
all the different activities and tasks that compose a conceptual user service from the 
previous model. These tasks are called use services. So, conceptual user service “To 
Save Service Request” splits into the following use services: Login, Search Citizens, 
Show Advanced Search Fields for Citizens, Show Citizens Search Results, Type 
Service Request Data and Show Recording Results.  

 

 

Fig. 3. User Service Model and Extended use case model for "To Save Service Request" 
service 
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After this, each use service has to be identified as a composite (use services 
composed by other basic or composite use services) or a basic use service. Secondly 
as functional (representing a basic functionality required by the WIS to carry out a 
service that implies some kind of interaction with the user, generally typing input 
data) or structural (those use services that provide a data view). We represent use 
services as use cases stereotyped by <<CS>> for composite use services, <<FBS>> 
for basic functional use services and <<SBS>> for basic structural use services. 

Finally, we have to identify include and extend relationships between use services. 
In our example Type Service Request Data is a functional basic use service which is 
associated with Show Recording Results by an include relationship. Fig. 3 shows 
extended use case model for the To Save Service Request service. 

4.3   Generating the Services Process Model 

The aim of this activity is building the services process model. This model shows the 
execution flow of service activities needed to carry out the service.  

Mapping each structural and functional basic service into service activities is 
necessary to build these models. Next step is drawing the control flow between 
service activities describing the service activities execution sequence.  

Fig. 4 shows the service process model obtained for the To Save Service Request 
service. 

 

 

Fig. 4. Service process model for the "To Save Service Request" service 

4.4   Generating the Services Composition Model 

The aim of this activity is building the services composition model. Similar to 
previous one, this model represents service process, but in a detailed way that is, 
including two new concepts, activity operation and business collaborator. Activity 
operations are those entities that carry out some activities involved in the conceptual 
user service. Business collaborators are those entities internal or external to the 
system that carry out the activity operations. To build the model we will use as inputs 
the elements identified in the service process model and some of the elements 
identified in business model, such as system users and business collaborators. 

First step is identifying the business collaborators. In our case study, we have 
detected two business collaborators, Atento system, which implements fundamental 
operations of the system; and the CRM system, storing information about citizens-
public administration relationships. We use an UML activity diagram to draw the 
service composition model, representing business collaborators as partitions and 
external business collaborators stereotyped as <<external>>. 

Second step is splitting service activities, identifying activity operations supported 
by each service activity. In our example: service activity Show Citizens Search Results 
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is divided into two activity operations: Search Citizen and Show Citizens Search 
Result. In the same way, the service activity Type Service Request Data is split into 
two activity operations: Type Service Request Data and Save Service Request. Finally, 
the service activity Show Recording Results is divided into two activity operations: 
Show Save Successful Message and Show Save Error Message. The rest of the service 
activities do involve only one activity operation. Once activity operations are 
identified, they must be distributed into partitions according with to the business 
collaborator that carries out the operation. 

Third step is identifying the activity operations that can be implemented as web 
services. In the service composition model for To Save Service Request service, we 
have identified two activity operations that can be implemented as web services: 
Search Citizen and Save Service Request. Web services are stereotyped as <<WS>>. 

Finally, we have to identify control and data flow between activity operations, 
taking into account control and data flow between services activities defined the in 
previous model. Control and data flow will be the same in both models, but if a 
service activity has been divided into several operations activities, control flow must 
be set by the designer. 

Fig. 5 shows the results of this process for the “To save Service Request” service. 
 

 

Fig. 5. Service composition model for "To Save Service Request" service 

5   Analysis of Business Process Implementations Possibilities 

We have analyzed implementation possibilities for the service composition model, 
transforming it to a specific Web technology. We have considered three different 
possibilities of implementation: BPEL, WS-Coordination/WS-Transaction or 
implement inside web application logic. These three alternatives have been chosen 
among the rest because they are the most extended ones. 

5.1   BPEL and BPEL4People 

We have chosen the tool provided by Oracle, Oracle BPEL Development Tool [9] to 
test BPEL implementation possibilities. 

The initial idea was modeling the entire process “To Save Service Request” as an 
indivisible set, a “black box” to other business processes, as web services do. In this 
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process, we would only need to know its interface and address (information contained 
in wsdl file). To get our goal we would need to know all the parameters needed in the 
entire process at the beginning of it, the parameters needed for the first activity 
operation, the parameters needed for the second activity operations, and so on, and 
passing them to the process as input parameters. There is no way to know the value of 
some parameters needed in “Save Service Request”, such as Citizen ID, because they 
are being provided by another activity operation, “Search Citizen”. Using BPEL, we 
cannot ask the user about new parameters in the middle of the process because there is 
not any node similar to a user interaction. No questions are allowed. No interruptions 
are allowed. We find that it is not possible modeling user interactions in BPEL. 

Further problem and other proposal analysis such as BPEL4People [10] take us to 
reconsider BPEL as modeling language but adding some changes to model user 
interactions. We have classified user interactions into two categories: those that 
require instant actions from users, called online interactions, and those that require 
actions from users but not now, maybe after one minute, hour, day or month, called 
offline interactions. Human billing approval is an offline interaction example. Offline 
interactions could be implemented using standard Invoke. BPEL Invoke is a web 
service call addressed to a service endpoint, or URL. The calling process waits for a 
callback message in a Receive or Pick activity, reporting that the human task has 
completed and returning result data. This task management service could also have 
state machines, assignment or escalation capabilities like human would do. 

However, online interactions cannot be solved using task management. We cannot 
wait an user answer for an undefined period of time because the results do have a 
short life and maybe when user task has completed, the record (result) choose by user 
was deleted or updated by another. We cannot block records, as RDBMS does, while 
the system waits for a user answer in an undefined period. 

5.2   WS-Coordination/WS-Transaction 

We thought about the possibility of dividing the entire process into parts, modeling 
each part as an independent business process and coordinating the whole thing with 
WS-Coordination [11] or WS-Transaction [12]. However, possibilities given by these 
technologies are not much better. 

WS-Coordination and WS-Transaction seem to be more suitable for distributed 
environments where orchestrating processes ensure operations sequence in order to 
complete successfully the whole transaction. Our process is not distributed; it does not 
run actions in several other systems that must be executed in a predefined sequence. 
In “To Save Service Request” process, user needs to take part in the process 
interacting with activity operations.  

Moreover, similar problems to BPEL have arisen, for example, we do not resolve 
everlasting wait problem. Our business process model cannot be implemented with 
WS-Coordination/WS-Transaction. 

5.3   “Inside Application Logic” Solution 

Solution to this implementation problem is to develop business process logic “inside” 
web application logic, that is, web application knows exactly the next step and makes 
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direct invocations to web services (calling to external process). Moreover, web 
application controls the user interface logic. This solution is not free of 
inconveniences: strong coupling, business logic and presentations logic are assembled 
so changes in one will produce changes in the other; and low reusability, business 
logic cannot be reused or presented in other format, are its main objections. 

6   Conclusions and Future Works 

In this paper, we have presented an analysis of existing business process modeling 
alternatives to model those business processes with human-performed activities. We 
have followed a modeling method discussed on previous works that allows us to 
generate services composition model focusing on conceptual user services, those 
services the user really needs from the system. 

The origin of this work was the difficulty to model human user interactions with 
most-extended technologies for business process composition, such as BPEL or WS-
Coordination. BPEL does not accommodate human tasks in its specification although 
we have found a possible workaround it is only valid for some situations. WS-
Coordination and WS-Transaction are specifications oriented to distributed 
environments where business processes do run on different systems with different 
allocations. Operations sequence, transaction atomicity and global consistency must 
be guaranteed in these situations. 

Solution to this problem is implementing business logic inside application logic, 
although this solution arise strong coupling and low reusability disadvantages. 

As future works, we propose on one hand, working on "inside web application logic" 
solution, merging business logic and presentation logic to find the improvements that 
could be implemented. On the other hand, working in new proposals for business 
process composition such as BPEL4People, which allows accommodating one of most 
common business process activity, human-performed activity. 
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Abstract. Web service composition is a distributed model to construct
new web service on top of existing primitive or other composite web ser-
vices. Many research efforts have been made in web services composition
and coordination. In such a scenario, an important issue is how to as-
sess the degree of trustworthiness one can have about the web service
composition, especially their performance and dependability character-
istics. In this paper, we propose a petri net based approach to predict
the reliability of web service composition. The first step of the approach
involves the transformation of web service composition specification into
Stochastic Petri Nets (SPN) model. The proposed transformation is built
upon BPEL. From the SPN model, we can derive the reliability and per-
formance measure of web service composition.

1 Introduction

Web services are emerging as a major technology for deploying automated in-
teractions between distributed and heterogeneous applications. Various stan-
dards support this deployment including HTTP, XML, SOAP, WSDL [1], and
UDDI [2]. Once deployed, web services provided by various organizations can
be inter-connected in order to implement business process, leading to compos-
ite web services. For business process modeling different languages have been
proposed, most of which are based on XML or graphical notations. Many such
languages have recently emerged, including BPEL [3] , BPML [4] or ebXML,
these languages focus on tracking and executing collaborative business processes
by business applications.

An important issue for business process built in this way is how to assess
the degree of trustworthiness, especially their performance and dependability
characteristics. In this paper we focus on reliability aspects, and propose an
approach to predict the reliability of web service composition.

Stochastic Petri Nets(SPNs) [21] can be used to specify the problem in a
concise fashion and the underlying Markov chain can then be generated au-
tomatically. In this paper, we propose the usage of stochastic petri nets as a
solution to the problems of predicting the reliability of web service composition.
The choice of petri nets was motivated by the following reasons: (a) Petri nets
are a graphic notation with formal semantics, (b) the state of a petri net can
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be modeled explicitly, (c) the availability of many analysis techniques for petri
nets.

The remainder of this paper is organized as follows. Section 2 introduces, in
a nutshell, both BPEL and stochastic petri net. In Section 3 we describe our
reliability prediction method. Section 4 discusses the result of this mapping on
an example BPEL process models found in [5]. Next, Section 5 discusses related
works. Finally, we conclude this paper.

2 Preliminaries

2.1 BPEL

BPEL, also known as BPEL4WS, build on IBM’s WSFL (Web Services Flow
Language) and Microsoft’s XLANG(Web Services for Business Process Design).
It combines the features of a block structured process language (XLANG) with
those of a graph-based process language (WSFL). BPEL is intended to describe
a business process in two different ways: executable and abstract processes. An
abstract process is a business protocol specifying the message exchange behavior
between different parties without revealing the internal behavior of any of them.
An executable process specifies the execution order between a number of con-
stituent activities, the partners involved, the message exchanged between these
partners, and the fault and exception handling mechanisms [11].

A composite service in BPEL is described in terms of a process. Each ele-
ment in the process is called an activity. BPEL provides two kinds of activities:
primitive activities and structured activities. Primitive activities perform simple
operations such as receive (waiting for a message from an external partner), re-
ply (reply a message to a partner), invoke (invoke a partner), assign (copying a
value from one place to another), throw (generating a fault), terminate (stopping
the entire process instance), wait (wait for a certain time), empty (do nothing).

To enable the representation of complex structures, a structured activity is
used to define the order on the primitive activities. It can be nested with other
structured activities. The set of structured activities includes: sequence (collec-
tion of activities to be performed sequentially), flow (specifying one or more
activities to be performed concurrently), while (while loop), switch (selects one
control path from a set of choices), pick (blocking and waiting for a suitable
message). The most important structured activity is a scope. A scope is a means
of explicitly packaging activities together such that they can share common fault
handling and compensation routines. It consists of a set of optional fault han-
dlers (exceptions can be handled during the execution of its enclosing scope),
a single optional compensation handler (inverse some effects which happened
during the execution of activities), and the primary activity of the scope which
defines its behavior [11] [12] [13].

Structured activities can be nested. Given a set of activities contained within
the same flow, the execution order can further be controlled through links. A link
has a source activity and a target activity; the target activity may only start
when the source activity has ended. With links control dependencies between
concurrent activities can be expressed.
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2.2 Stochastic Petri Nets

Petri Nets is a modeling formalism used for the analysis of a wide range of sys-
tems coming from different domains (e.g., distributed computing, flexible manu-
facturing, telecommunication, control systems, workflow management) and char-
acterized by situations of concurrency, synchronization, causality and conflict
[22]. Among the petri net based model types, we consider generalized stochastic
petri nets (GSPNs) [23] and stochastic reward nets (SRNs)[21]:

Definition 1. A Generalized Stochastic Petri Nets (GSPN) is a 6-tuple (P, T,
F, W, M0, λ). P = {p1, p2, ..., pk} is a finite set of places. T is a finite set of tran-
sitions partitioned into two subsets: TI (immediate) and TD(timed) transitions,
where transition t ∈ TD are associated with rate λ . F ⊆ (P ∗ T ) ∪ (T ∗ P )is
a set of arcs. M0 = {m01, m02, ..., m0k} is an initial marking. W : T → R is
a function defined on the set of transitions. Timed transitions are associated
with priority zero, whereas all other priority levels are reserved for immediate
transitions. The immediate transitions are drawn as thin bars, while the timed
transitions are drawn as rectangles.

The SRNs differ from the GSPNs in several key aspects [14]. The SRNs pro-
vide enabling functions, marking-dependent arc cardinalities, a more general-
ized approach to the specification of priorities, and the ability to decide in a
marking-dependent fashion whether the firing time of a transition is exponen-
tially distributed or null, often resulting in more compact nets.The models used
in this paper are based on SRN, but simply we use term SPN instead.

3 Reliability Prediction Using Petri Nets

In this section we describe a method to predict BPEL composite web services
reliability as a function of component web service reliability estimates. We trans-
form the BPEL specification into a stochastic petri nets model, and annotate
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Fig. 1. Reliability prediction approac
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Fig. 2. Transformation of BPEL to Petri Nets

with probabilistic properties to predict the reliability of web service composition.
The method is depicted in Fig. 1 as three major steps: (1) Transform BPEL spec-
ification into petri nets model, (2) annotation of the petri nets model, (3) solve
the stochastic petri nets model and compute the reliability prediction.

3.1 Transformation from BPEL into Petri Nets Model

To represent BPEL using petri nets, basically we represent primitive activities
with timed transitions. The control flow relations between activities specified
in BPEL are captured by token firing rules and immediate transitions. The
transformation details of primitive and structured activities into petri nets can
be illustrated by these examples in Fig. 2.

3.2 Derivation of the SPN Model

In the second step, we annotate the petri nets model with the dependability
attributes, and derive the SPN model of web service composition. There are
three kinds of dependability attributes to be annotated:
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– For every timed transition which represents the execution of a primitive
activity, we annotate the execution time of the activity, which is assumed to
be exponentially distributed with mean .

– For every immediate transition which represents the control structure rela-
tionship (eg. switch or while), we annotate to describe the weight assigned
to the firing of enabled immediate transition t.

– In this paper, the reliability measure of a web service we use is the proba-
bility of its ability to successfully carry out its own task when it is invoked.
To associate the failure behavior with the activities, we extend the petri
net model transformed from BPEL in section 3.1. For each transition repre-
senting the execution of an activity offered by a web service, two immediate
transitions added to represent the events that results produced by the activ-
ity are correct and incorrect respectively, and have weights (the reliability
of the web service) and . This process is depicted as Fig. 3, Place ”Fail”
represents the failure of the BPEL composite web service.

3.3 Computing the Reliability Prediction

The last step is to solve the stochastic petri net model and compute the reliability
prediction of web service composition. In this paper, we use the Stochastic Petri
Net Package (SPNP) [15] [21] to computation of the reliability measures. SPNP is
a versatile modeling tool for stochastic petri net model; it allows the specification
of SPN models, the computation of steady-state, transient, cumulative, time-
averaged, and up-to-absorption measures and sensitivities of these measures.
The most powerful feature of SPNP is the ability to assign reward rates at the
net level and subsequently compute the desired measures of the system being
modeled [15]. Here we assign reward rate 1 to all markings in which there is
no token in place ”Fail”; all other markings are assigned a reward rate equal to
zero. And the reliability of BPEL composite web service is the expected reward
rate in steady state.

4 Examples

The following example shows how the structure of a BPEL process model is
transformed into a stochastic petri nets model. Fig. 4 is the schematic illustration
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Fig. 4. Loan approval process

of the example taken from the section on structured activities of the BPEL 1.1
specification [5].

This example considers a simple loan approval web service that provides a
port where customers can send their requests for loans. Customers of the ser-
vices send their loan requests, including personal information and amount being
requested. Using this information, the loan service runs a simple process that
results in either a ”loan approved” message or a ”loan rejected” message. The
approval decision can be reached in two different ways, depending on the amount
requested and the risk associated with the requester. For low amounts (less than
$10,000) and low-risk individuals, approval is automatic. For high amounts or
medium and high-risk individuals, approval is to be studied in greater detail.
The corresponding stochastic petri nets model is depicted as Fig. 5.

In this example, the following parameters must be assigned a value before the
SRN model can be evaluated:

– the reliability of each partner
– the probability weights of the immediate transitions
– the execution time of each primitive activity

We assume the values given in Table 1. Using the SPNP 6.0, we compute the
reliability prediction for the loan approval process as Rel = 0.948 = 94.8%

5 Related Work

Approaches to the reliability analysis of service- and component-based sys-
tem have been already presented [6] [7] [8] [9] . According to the classification
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Table 1. The parameters of loan approval process

Reliability Value
Rcustomer 0.98
RAssessor 0.99
RApprover 0.99

Probability Value
pr{amounts <= 10000} 0.40
pr{amounts > 10000} 0.60
pr{risk = low} 0.30
pr{risk = high} 0.70

Execution time Value
Treceive 4
Treply 4
Tassign 1
TinvokeAssessor 10
TinvokeApprover 15

proposed by Goseva Popstojanova [10], they can be divided into two main cat-
egories: state-based approaches and path-based approaches. For the sake of
brevity, we provide here a brief view of the approaches of greatest interest to the
scope of this work.

State-based models [7] [16] use a control flow graph to represent the system
architecture. In such models it is assumed that the transfer of control among
the components can be modeled as a Markov chain, with further behavior of
the system dependent only on the current state. The architecture of software
has been modeled as a discrete time Markov Chain (DTMC), continuous time
Markov Chain (CTMC), or a semi-Markov process (SMP). These can be further
classified into absorbing and irreducible [10]. The former represents applications
that operate on demand which software runs that correspond to terminating
execution can be clearly identified. The latter is well suited for continuously
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operating software applications, such that in real time control systems, where it
is either difficult to determine what constitutes a run or there maybe very large
number of such runs if it is assumed that each cycle consists a run.

Path-based models [17] compute the reliability of the system by enumerating
possible execution paths of the program. The model used in their approach is
the component dependency graph (CDG), this reliability analysis technique is
specific for component based software whose analysis is strictly based on execu-
tion scenarios. A scenario is a set of component interactions triggered by specific
input stimulus, and it is related to the concept of operations and run-types used
in operational profiles[18].

In [9], Vincenzo Grassi present an approach to the reliability prediction of an
assembly of services, that allows to take into account in an explicit and com-
position way the reliability characteristics of both the resources and interaction
infrastructures used in the assembly. What distinguishes their approach is the
exploitation of a ”unified ” service model that helps in modeling and analyz-
ing different architectural alternatives, where the characteristic of both ”high
level” services and ”low level” services are explicitly taken into consideration.
Moreover, this work also point out the importance of considering the impact on
reliability of service sharing.

In [8], Apostolos focused on the development of a principled methodology for
the dependability analysis of composite Web Services. The first step involves a
UML representation for the architecture specification of composite web services.
The proposed representation is built upon BPEL and introduces necessary ex-
tensions to support the dependability analysis. The automated mapping of this
extended UML models to traditional dependability analysis models such as Block
Diagrams, Fault Trees and Markov models is the core of the methodology.

As pointed out by Jens Happe [19], most of the reliability analysis models are
based on Markov models. A Markov model can be seen as a finite state machine,
whose transitions are annotated with a probability of taking the transition from
its source stats. These models can be appropriate when dealing with sequential
systems. However, as soon as a concurrent or parallel software system (e.g. web
service composition) has to be analyzed, which can hardly be expresses by finite
state machines or the corresponding Markov model.

6 Conclusion

In this paper, we introduce an approach to predict the reliability of Web services
composition. We present the transformation algorithms from BPEL, which is
the de facto industry standard of Web services composition specification, to
stochastic petri nets models. Using the model, we can compute the reliability
prediction of the web service composition. The major contribution of this paper
is a reliability prediction technique that takes into account the structure of BPEL
specification and the concurrent nature of service composition. For future work,
we will use our stochastic petri net model to give a more precise estimation of
the reliability and performance of web service composition.
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Abstract. Ontologies as means for conceptualizing and structuring domain 
knowledge within a community of interest are seen as a key to realize the Se-
mantic Web vision. However, the decentralized nature of the Web makes 
achieving consensus across communities difficult, thus, hampering efficient 
knowledge sharing between them. To address this problem of heterogeneity we 
propose a Categorization Framework (CF) that makes it possible to use (multi-
lingual) terminology to specify concepts and concept relations in domain on-
tologies. Such CF could describe the meaning of concepts and concept relations 
by means of terminological information and external references. We believe 
that such (multilingual) ontology description could enhance the (re)usability 
and facilitate the coordination1 of domain ontologies.  

Keywords: categorization framework, multilingual terminology, ontology co-
ordination and ontology description. 

1   Facilitating Ontology (Re)use 

Ontologies as means for conceptualizing and structuring domain knowledge within a 
community of interest are seen as a key to realize the Semantic Web vision. However, 
the decentralized nature of the Web makes achieving consensus across communities 
difficult, thus, hampering efficient knowledge sharing between them.  

In this paper we describe a categorization framework (CF), which could be used to 
address the problem of heterogeneity of domain ontologies at the terminological level 
[2]. The CF has been the result of research in the fields of terminology engineering 
and knowledge engineering and is part of the Termontography methodology, a mul-
tidisciplinary approach in which theories and methods for multilingual terminological 
analyses [12] are combined with methods and guidelines for ontology engineering. A 
clear distinction is made between conceptual modelling at a language-independent 
level and a language-specific analysis of units of understanding [7].  

A CF can be seen as an ontological structure, i.e. concepts and concept relations, 
enriched by terminological information. As will be shown, the CF could be used to 
identify and specify concepts and concept relations by means of terminology from 
                                                           
1 Ontology coordination: broadest term that applies whenever knowledge from two or more on-

tologies must be used at the same time in a meaningful way [2]. 
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(specialized) natural language. By doing so, we believe that a CF could enhance the 
accessibility and facilitate the coordination (i.e. mapping, alignment, merging) [9] of 
domain ontologies. As a result the (re)usability of domain ontologies may increase. 

In section 2, we illustrate the difficulties of ontology coordination with regard to 
identification. In section 3, we show how terminology may effectively be used to iden-
tify concepts and concept relations. In section 4, we show how ontology coordination is 
further complicated if the source ontologies have been developed in different linguistic 
and/or cultural settings. Section 5 describes a CF and how it can overcome the complex-
ity of coordinating or harmonizing ontologies. In section 6, we will discuss how a CF 
can be used as an application ontology. Finally, in section 7, we conclude. 

2   The Need for Identification of Concepts and Concept Relations 

Let us conduct a small thought experiment. Suppose we have two different domain 
ontologies we want to coordinate with one another (see figure 1). The first domain on-
tology O1 has four concepts C1, C2, C3 and C4, while the second domain ontology 
O2 has three concepts c1, c2 and c3. Between the concepts of O1 exist the following 
directed concept relations2: C1->(R1)->C2, C1->(R1)->C3, C1->(R1)->C4, C3-
>(R2)->C2 and C3->(R2)->C4. Between the concepts of O2 exist two directed con-
cept relations c1->(r1)->c2 and c2->(r2)->c3. Let us now try to merge O1 and O2 into 
a third encompassing domain ontology EO. In order to succeed, there is a need for a 
common vocabulary, which transcends both O1 and O2 and which allows us to iden-
tify the identical concepts and directed concept relations. In case of domain ontolo-
gies, this common vocabulary may be established through the use of words or expres-
sions (i.e. terminology) derived from (specialized) communicative settings. 
 

 

Fig. 1. Merging domain ontologies O1 and O2 into EO 

                                                           
2 We notate a directed concept relation dcr1 between to concepts c1 and c2 as c1->(dcr1)->c2. 
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3   Using Terminology to Identify Concepts and Concept Relations 

We continue our thought experiment (see section 2) to show how terminology may ef-
fectively be used to identify the concepts and concept relations in O1 and O2, and to 
be able to merge the two domain ontologies into EO. We add English terminology to 
label the concepts of both O1 and O2: C1=arm, C2=”lower arm”, C3=wrist, C4=hand, 
c1=hand, c2=finger and c3=thumb. Next, we add English terminology to the directed 
concept relations of both O1 and O2: R1=”has part”, R2=”is connected to”, r1=”has 
part” and r2=”has subordinate concept”. The naming information allows us to reduce 
EO as we see that C4=c1 and R1=r1. As a result, EO may now be represented as fol-
lows (see figure 2): arm->(has part)->”lower arm”, arm->(has part)->wrist, arm->(has 
part)->hand, wrist->(is connected to)->“lower arm”, wrist->(is connected to)->hand, 
hand->(has part)->finger and finger->(has subordinate concept)->thumb. 
 

Fig. 2. Identification of concepts and concept relations by means of terminology 

4   Multilingual, Multicultural and/or Multisituational Settings 

The task of ontology coordination is further complicated if the source ontologies have 
been developed in different linguistic and/or cultural settings. Suppose for example 
that O1 was developed in France using French terminology to identify the concepts 
and concept relations, while O2 was developed in the UK using English terminology. 
To align both O1 and O2 we could add terminology to O1 and O2 (see table 1) or 
build a new encompassing ontology EO (see table 2) using multilingual terminology 
to identify concepts and concept relations. 

From the previous example we might conclude that building multilingual ontolo-
gies and using multilingual terminology to identify concepts and concept relations is 
the solution to support ontology coordination. However, one needs to take into  
account the many interpretation problems that may arise due to the existence of 
polysemous words or homographs. The English word crane, for instance, may refer to 
a machine for hoisting and moving heavy objects by means of cables attached to a 
movable boom, as well as any of various large wading birds of the family Gruidae [1]. 
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Table 1. Adding terminology to O1 and O2 

 O1 O2 

Concept French English English French 
C4 main hand   

c1   hand main 

Table 2. Building an encompassing ontology EO 

 O1 O2 EO 
Concept French English French English 

C4 main    
c1  hand   
Ca   main hand 

Apart from polysemy, semantic vagueness could be caused by cultural and situ-
ational differences regarding the meaning of an expression. The expression nursing 
home for instance will have different (legal) characteristics in different English speak-
ing communities governed by different legal systems (e.g. England, Irish Republic, 
USA, etc.). A nursing home has thus a culture-specific meaning besides its broad 
general meaning.  

In order to accurately identify concepts and concept relations by means of termi-
nology, it is necessary to further specify the context of the terminology used. A  
simple form of such contextualization can already be seen in table 2. Terms in this 
multilingual setting should not be considered as mere text strings, but rather as com-
binations of a text string and a language. The French word main, for instance, means 
hand, while the English word main could refer to a chief or largest part [1]. 

In the next section we will describe a CF that allows us to better specify the con-
text, i.e. the meaning, of terms. 

5   Categorization Framework 

A categorization framework consists of the following items: term, category, meta 
category, term meaning, meaning, attribute, property, bi-directional relation and bi-
directional relation instance.  

• A term is a text string that is classified by one or more categories. Each term 
must be classified by only one language category.  

For instance, the text string main classified by the French language category fr3 
constitutes the French term main.  

                                                           
3 Following ISO 639-1: codes for the identification of languages. 
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• A category belongs to a single superordinate concept we call a meta cate-
gory and can be used to classify items, for instance terms.  

The English language category en, for instance, belongs to the meta category lan-
guage.  

• A meta category specifies the superordinate concept of all the categories 
that belong to it. 

If we add the category fr, for instance, to the meta category language, this category 
represents the French language. 

By means of these three concepts meta category, category and term we are able to 
contextualize terminology. For example, we could create a meta category regional 
language and add the category en-UK4 to this meta category. This category en-UK 
could then be used to classify the English term aubergine as a British English term 
(the common American English term for this fruit is eggplant).  

Although we now have a simple mechanism to add context to terminology, there 
are still some issues to resolve. Our goal is to use terminology to specify concepts and 
concept relations. We already learned that a text string is insufficient to refer to a cer-
tain meaning. The text string main, for instance, might refer to a hand when inter-
preted in French or a chief or largest part [1] when interpreted in English. For this 
reason we introduced the item term that is a combination of a language and a text 
string. This does not suffice, however, to solve the problem of polysemy and semantic 
vagueness. The English term bow, for instance, might refer to the front part of a ship, 
to bend, a weapon, etc. To resolve this semantic ambiguity, we relate the closest su-
perordinate concept to the concept we want to refer to. For instance, if we want to in-
dicate the concept weapon that shoots arrows, we relate the superordinate concept 
weapon with the English term bow. To implement this classification method in a ge-
neric manner, we use a meta category to represent the superordinate concept and a 
category to represent the concept. The previous three meanings of bow could be im-
plemented as described in table 3. 

Table 3. Three meanings of the English word bow 

Meta category Category Category description 
part of a ship bow front part of a ship 
verb bow to bend 
weapon bow a weapon that shoots arrows 

We should note that the identification of meta categories and categories here is no 
longer by means of terms. Instead, we use the concept term meaning that refers to a 
specific meaning. 

• A term meaning is an item with both a reference to a term and a meaning, 
i.e. (meta) category. Term meanings may be added to a meta category and/or 
category. 

                                                           
4 Following RFC 3066: codes for the identification of (regional) languages. 
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With this definition a term meaning now refers to a certain meaning, while it still 
can be represented by a single term. The term meaning that references the English 
term joint and the category marijuana cigarette with meta category cigarette, for in-
stance, clearly describes this term meaning as a marijuana cigarette. 

We should also note that a meta category might be a category itself. Consider for 
instance the category serpent with meta category wind instrument, this meta category 
could be a category itself with meta category musical instrument [6]. To practically 
implement this, we further extend the CF with a meaning item. 

• A meaning is the underlying item of a meta category and/or category. A 
meaning has a list of term meanings and may have references to both a meta 
category and a category. 

The term meaning wind instrument, for instance, could reference a certain meaning 
with references to the meta category wind instrument and the category wind instru-
ment. 

By adding term meanings to a (meta) category using the underlying meaning item, 
the meaning of the (meta) category will be specified.  

Figure 3 summarizes the CF items defined in this section and compares them with 
better-known notions from semiotic theory. 
 

Fig. 3. The defined items (italic) in relation to the semiotic notions (bold) [13] 
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that references both the English term joint and the category marijuana cigarette now 
clearly represents a specific meaning. This meaning directly represents the intended 
object. Consequently, the term meaning indirectly represents the same object. 

By now we are able to identify concepts, i.e. categories, by means of terminology 
(using term meanings). In a similar way we could identify concept relations if we add 
the meta category relation and add for each concept relation a specific category to this 
meta category. For instance the category has part could represent the (physical) 
whole-to-part relation. 

• Such classification structure of meta categories and categories is what consti-
tutes a categorization framework.  

To allow such CF to be useful when aligning domain ontologies, the choice of the 
meta category of each category is important. The meta category should be the closest 
superordinate concept of a category. By doing so, we should be able to implement a 
sufficiently fine-grained classification structure.  

We will now demonstrate how a CF can be aligned with the domain ontology EO 
described in sections 2 and 3. We start by creating the necessary meta categories and 
categories to represent the concepts in EO i.e. arm, lower arm, wrist, hand, finger and 
thumb. The superordinate concept of these concepts is human body part, so we create 
this meta category. To this meta category, we then add each concept as a category. 
Note that each combination of the meta category and a category uniquely identifies a 
concept. 

The next step is to create the meta category relation and to add the concept rela-
tions of EO, i.e. has subordinate concept, has part and is connected to, as categories 
to this meta category. Again, the combination of the meta category and a category 
uniquely identifies a concept relation, at least in so far as the terminology itself clearly 
identifies the meaning of the concept relation.  

To further clarify the intended meaning of a concept relation (or concept), we al-
low properties to be added to CF items (categories and term meanings, for instance). 
To implement properties we introduce the items attribute and property.  

• An attribute is implemented as a category with meta category attribute. 
Each attribute should refer to a certain value type. The list of possible value 
types depends upon the specific implementation of the CF. The value type 
text string is a minimum requirement. The value types URI5, URN6 and URL7 
have been proven very useful too.  

For example, the attribute description with value type text string could be used to 
describe a term meaning, while the attribute extra information with value type URL 
could be used to refer to a web page with extra information about a category. 

• A property references an attribute and a value of a certain value type. Prop-
erties may be added to each CF item i.e. meta category, category, term, term 
meaning, attribute, property, bi-directional relation and bi-directional rela-
tion instance. 

For example, we could add a property with attribute extra information and value 
http://en.wikipedia.org/wiki/Finger to the category finger [5]. 

                                                           
5 Uniform Resource Identifier. 
6 Uniform Resource Name. 
7 Uniform Resource Locator. 



 Facilitating Ontology (Re)use by Means of a Categorization Framework 133 

Using properties we can accurately describe term meanings and since term mean-
ings refer to concepts, the same goes for the concepts in the CF. Furthermore, term 
meanings enable us to use terminology to identify concepts. In combination with the 
use of (meta) categories for classification, this allows us to add context to terminology 
for disambiguation and description purposes. We could, for example, describe the le-
gal differences of the concept maison de repos in Belgium and France. In both legal 
systems the same term may be used to refer to a concept with a similar general mean-
ing, however legal differences exist and must be described. To do so, we could add 
two term meanings with references to the category rest home and to the French term 
maison de repos. Using two categories Belgium and France with meta category legal 
system we could classify both term meanings. Properties with descriptive legal infor-
mation could then be added to each term meaning. 

Properties could also be used to refer to concepts in external domain ontologies by 
means of URIs. A concept in the CF could thus be linked to a concept in another do-
main ontology, which makes it possible to align the CF with other domain ontologies. 
We believe that such aligned CF could facilitate the process of ontology coordination 
since identification of the concepts and concept relations would be easier. In fact such 
aligned CF could be seen as an ontology itself, at least without regarding specific 
conceptual information like properties, characteristics, etc. The (automatic) coordina-
tion of domain ontologies would of course still require specialized tools since differ-
ent ontology formats exist. For this reason, we believe it is important that the CF 
could be used in a generic manner by different tools. We therefore designed the CF as 
an application ontology, i.e. an extendible ontology structure that could be used by 
applications to control which information and how information should be displayed.  

6   The CF as an Application Ontology 

In the previous section we showed how the CF may be extended by adding (meta) 
categories. These (meta) categories can be addressed using terminology. Conse-
quently, applications could use the CF as an application ontology. For example, a 
multilingual ontology viewer could use the language category fr to retrieve and dis-
play the French terminology of the concepts and concept relations.  

To efficiently manage (meta) categories, the use of relations must still be ex-
plained. We should consider the fact that a relationship between two CF items has two 
directions, mostly with a different meaning. We therefore introduce the item bi-
directional relation to specify a bi-directional relation between two CF items. 

• A bi-directional relation references at least one relation and at most two re-
lations.  

As we already described in section 5, a relation can be created by adding a cate-
gory with meta category relation. We may add the categories is part of and has part, 
for example, to the meta category relation. A logical bi-directional relation should 
reference both these two opposing categories. Let us notate this bi-directional relation 
as ((is part of), (has part)). 

• A bi-directional relation instance references a bi-directional relation and 
two meta categories, categories or term meanings. Since the direction of a 
bi-directional relation is usually relevant, the bi-directional relation instance 
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makes a distinction between the source and the target item. Bi-directional re-
lation instances can be created between meta categories, categories and term 
meanings. 

The bi-directional relation instance that references the bi-directional relation ((is 
part of), (has part)), the source category lower arm and the target category arm would 
indicate that a lower arm is part of an arm. 

Using bi-directional relation instances the CF can be structured in a flexible, yet 
generic manner. A hierarchical structure could be created, for example, on the list of 
meta categories. By doing so, this meta category hierarchy can be used to browse 
through the CF. Since each meta category may have multiple parents, multiple entry 
points can be provided to expose the underlying categories. The hierarchy of meta 
categories then has a function comparable to that of topics in a topic map8.  

The hierarchical generic-specific relation should be implemented by means of the 
meta category specification of a category. Although a concept can thus have only one 
direct superordinate concept, different aspects of this concept could still be specified 
using categories to classify the concept. The concept knee with superordinate concept 
human body part, for instance, could be classified by both the categories medicine and 
biology with meta category subject field. 

Using the described CF items and terminology, specialized applications could use 
the CF as an application ontology. For example, to display a French whole-to-part 
concept hierarchy the application could browse the list of bi-directional relation in-
stances, select the bi-directional relation instances referencing the ((is part of), (has 
part)) bi-directional relation and use the source and target categories to structure the 
concept tree. For each concept, the application should retrieve the list of term mean-
ings. The term meaning that references a term with language category ‘fr’ should be 
used to represent the concept or if no French term meaning is available the application 
could use an alternative language. 

7   Conclusions and Future Work 

In this paper we describe a categorization framework (CF) that could be used to facili-
tate ontology (re)use. More specifically, (multilingual) terminological information 
could be used to identify and describe concepts and concept relations in domain on-
tologies. By doing so, the CF could improve the accessibility and facilitate the coor-
dination of domain ontologies. For this purpose, a CF can also be used as an applica-
tion ontology in a wide range of applications like knowledge engineering tools [3, 10, 
11], terminology engineering tools [8], knowledge discovery tools [4], etc.  

In the PoCeHRMOM project9 the CF has been set up to combine information about 
competencies and occupations from several existing multilingual knowledge re-
sources. Based on this work, we believe that the CF is scalable since categories can be 
used to classify concepts, concept relations and properties. Thus sub-ontologies may 

                                                           
8 Topic maps are an ISO standard for the representation and interchange of knowledge, with an 

emphasis on the findability of information. The standard is formally known as ISO/IEC 
13250:2003 [1]. 

9 http://cvc.ehb.be/Projects.htm#PoCeHRMOM 
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be filtered out by means of subject categories. However, to efficiently manage large 
CFs, more specialized collaborative software tools will still be needed.  

In the future we want to develop collaborative CF engineering tools to integrate 
more existing information resources by means of a CF. 
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Abstract. The integration of GRID and MAS (Multi-Agents Systems) is an
active research topic. We have recently proposed the Agent-Grid Integration Lan-
guage, to describe a service-based integration of GRID and MAS models. How-
ever, the complexity of the mutual integration aspects leads us to define a rigor-
ous way to formalize the key concepts, their relations and the integration rules
by means of an ontology. With this ontology, we can describe the elements and
their composition that occur in various service exchange scenarios with agent
on the Grid. The ontology could be used both to model the behaviour of GRID-
MAS integrated systems and to check the consistency of these systems and their
instances. A concrete scenario is illustrated.

1 Introduction

GRID and MAS (Multi-Agent Systems) are two kinds of distributed systems. Yet, the
motivations are different. GRID focuses on a reliable and secure resource-sharing in-
frastructure, whereas MAS focuse on flexible and autonomous collaboration and prob-
lem solving in uncertain and dynamic open environments. The GRID and MAS com-
munities believe in the potential of GRID and MAS to enhance each other because these
models have developed significant complementarities [1]. In [2,3] we explain why these
two domains join with the concept of service:

– GRID and MAS have each developed a service oriented behaviour, therefore the
concept of service may represent a common integration;

– New needs in service exchange scenarios are clearly highlighted (dynamicity, com-
position, conversation based, user-centred behaviour, business processes, seman-
tics, etc.) [4] and may be met by integrating GRID and MAS complementarities.

One of the crucial explorations concerns the substitution by an agent-oriented kernel
of the current object-oriented kernel of services available in GRID. In [2,3] we propose a
model for GRID-MAS integrated systems which considers that services are exchanged
(i.e., provided and used) by agents through GRID mechanisms and infrastructure. In this
model, concepts, relations between them and rules of these systems are semantically
described by a set-theory formalization and a common graphical description language,
called Agent-Grid Integration Language (AGIL).

In this paper, we formalize, by means of an ontology the GRID-MAS integration
model proposed by AGIL. This ontology, called Agent-Grid Integration Ontology
(AGIO), describes the semantics of GRID-MAS integrated system elements as well

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 136–146, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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as the behaviour of GRID-MAS integrated systems. AGIO’s GRID concepts are di-
rectly influenced by OGSA (Open Grid Service Architecture) [5] and AGIO’s MAS
concepts are influenced by different approaches in MAS, such as the STROBE model
[6], the Agent-Group-Role (AGR) model [7], Belief-Desire-Intention (BDI) architec-
tures, Foundation for Intelligent Physical Agents (FIPA) agents, or other elements of
the MAS literature [8,9]. AGIO describes the elements implied in service-oriented in-
teraction between agents. It is actually a meta-description, allowing agents to agree on
what they are, what is a service, a host, etc.

2 GRID-MAS Integrated Model

Service-based integration of GRID and MAS models. The concept of service is clearly
at the intersection of the GRID and MAS domains. GRID is said to be the first distrib-
uted architecture (and infrastructure) really developed in a service-oriented perspective:
Grid services are compliant Web services, based on the dynamic allocation of virtual-
ized resources to an instantiated service [5]. Whereas Web services have instances that
are stateless and persistent, Grid service instances can be either stateful or stateless, and
can be either transient or persistent. A stateful service has an internal state that persists
over multiple interactions. For a recent precise overview of Grid service concepts and
standardization, see for example [10].

On the other hand, agents are said to be autonomous, intelligent and interactive en-
tities who may use and provide services (in the sense of particular problem-solving
capabilities) [8,9]. Actually they have many interesting characteristics for service ex-
change: they are reactive, efficient, adaptive, they know about themselves, they have a
memory and a persistent state, they are able to have conversation, work collaboratively,
negotiate, learn and reason to evolve, deal with semantics associated to concepts by
processing ontologies, etc. MAS and service-oriented computing recently turned to one
another considering the important abilities of agents for providing and using dynamic
composed/composite services, semantic services, business processes, etc. [4].

Key GRID and MAS concepts and their integration. GRID is a resource-sharing system.
Grid resources are contributed by hosts. A host is either a direct association between
a computing resource and a storage resource or a host coupling. The sharing of these
resources is implemented by the virtualization and the reification of these resources in
service containers. A Grid service is included in a hosting environment in order to exist
and to evolve with their own private contexts (i.e., set of resources). This is the role
of the service container which is the reification of a portion of the virtualized resource
available in a secure and reliable manner. A service container contains several types
of services. A service may instantiate another service in the same or different service
container. Each service is identified by a handle. Since a container is a particular kind
of service, it is created either through the use of a service factory or by the direct core
GRID functionality. A service container is allocated to (and created for) one and only
one group of agents,1 called a Virtual Organization (VO).2 Each agent may belong to

1 The term agent is used to uniformly denote artificial agent, human agent and Grid user.
2 The term VO unifies the concept of VO in GRID and the concept of group in MAS.
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several VOs. The relation between VO members and Grid services in the associated
container is embodied by a Community Authorization Service (CAS) which formalizes
the VO-dedicated policies of service by members. In order to participate in GRID, hosts
and agents must hold a X509 certificate signed by a special authority.

An agent possesses both intelligent and functional abilities. These are represented
respectively by the agent brain and body. The brain is composed of a set of rules and al-
gorithms (e.g., machine learning) that give to the agent learning and reasoning skills. It
also contains the agent knowledge, objectives, and mental states (e.g., BDI). The body
is composed of a set of capabilities which correspond to the agent’s capacity or ability
to do something, i.e., to perform some task. These capabilities may be interfaced as
Grid services in the service container that belongs to a VO an agent is a member of.
In the agent’s body, these capabilities may be executed in a particular context called a
cognitive environment.3 A cognitive environment contains several capacities. An agent
may have several cognitive environments which correspond to the different conversa-
tion contexts and languages it develops by interaction with other agents. These interac-
tions can be for example service exchanges i.e., situations where agents use the service
another agent provides.

The GRID-MAS integrated model is illustrated in Fig. 1. We sum-up here the two
main underlying ideas:

– The representation of agent capabilities as Grid services in a service container, i.e.,
viewing Grid service as an ’allocated interface’ of an agent capability by substitut-
ing the object-oriented kernel of Web/Grid services with and agent oriented one;

– The assimilation of the service instantiation mechanism – fundamental in GRID as
it allows Grid services to be stateful and dynamic – with the dedicated cognitive
environment instantiation mechanism – fundamental in STROBE as it allows one
agent to dedicate to another one a conversation context.

3 GRID-MAS Integration Ontology

3.1 Ontology Modelling

When formalized and computerized, shared knowledge can serve as the basis for better
understanding among agents. In recent years, the representation of such shared knowl-
edge has largely been implemented by ontologies i.e., formal, computerized concep-
tualization of the notions, properties and relationships in a domain [11]. Nowadays,
ontologies are used by agents each time a semantic description is needed. Ontologies
are composed of concepts, relations and instances. For example, if you want to define a
car, you should say: ’a car is a transportation object, with four wheels, and you need a li-
cence to drive it. MyCar is a car.’ ’Car’ is a concept, ’is a’ is a relation, and ’MyCar’ is an

3 Conversations and their states are represented in the STROBE model [6] by cognitive environ-
ments. We do not detail this aspect here. In other agent architectures, cognitive environments
may simply be viewed as conversation contexts. Our GRID-MAS integrated model, was in-
fluenced by the STROBE model as it is a communication and representation agent model
developed in a service perspective that fits well Grid service mechanisms such as for example
the concept of instantiation.
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Fig. 1. The GRID-MAS integrated model described in AGIL’s graphical description language

instance. Ontologies allow also to define rules. A rule is a constraint on a set of relations,
that is not directly expressed by the relations. In the rest of the paper, we use the follow-
ing writing conventions: Concept, Relation and INSTANCE e.g., MYCAR is a Car.

A common standard for representing ontology is the Web Ontology Language
(OWL) [12]. Ontologies editors free the designer from writing directly XML/OWL
code. They automatically generate it, allowing ontologies to be both understandable
and processable by human and artificial agents. The Protégé knowledge-modelling en-
vironment (http://protege.stanford.edu) is a de facto standard tool that supports single
and multi-user construction of ontologies. It enable designers to express rules by means
of the Semantic Web Rule Language (SWRL) [13].

3.2 Agent-Grid Integration Ontology

GRID and MAS key concepts simplified and briefly summarized in Sect. 2 are trans-
lated into an ontology. Concepts are presented in Table 1 and relations in Table 2. The
integration rules are expressed by means of SWRL rules. AGIO is a procedural ontol-
ogy that describes the different elements of GRID-MAS integrated systems and their
interactions. Adding an instance of a GRID-MAS integrated system to AGIO would
make it evolve as a descriptive ontology.
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Table 1. AGIO’s concepts and inheritence

CONCEPT INHERITS CONCEPT INHERITS

Resource Thing ServiceContainer Service
ComputingResource Resource CAS Service
StorageResource Resource NormalService Service
Host Thing Agent Thing
HostSimple Host HumanAgent Agent
HostCoupling Host ArtificialAgent Agent
VirtualizedResource Thing VO Thing
X509 Thing CognitiveEnv Thing
Service Thing Capacity Thing

Using an ontology to describe GRID-MAS integrated models is interesting because
we can describe using the same formalization both the model and its instances. De-
signers of GRID-MAS integrated models may instantiate AGIO concepts in order to
formalize their systems and check their consistency thanks to AGIO rules, as it is illus-
trated in Sect. 4.

One pre-requisite to any collaboration is to have mutual understanding about things
the collaboration is dealing with. The intrinsic elements agents need a mutual under-
standing about, are themselves and the world in which they evolve. It is called a meta-
description. Actually, AGIO is a language for expressing such a meta-description be-
cause agents of GRID-MAS integrated systems can use it in order to represent the world
in which they exist and exchange services. AGIO allows agents to agree on what they
are, what is a service, a host, etc.

Table 2. AGIO’ relations and types

RELATION TYPE DOMAIN RANGE

couples relation HostCoupling Host
virtualizes relation VirtualizedResource Host
reifies relation ServiceContainer VirtualizedResource
holds relation Agent ∪ Host X509
belongs relation Agent VO
interacts function Agent Agent
uses relation Agent Service
provides function Agent Service
exchanges relation Agent Agent
instantiates relation NormalService Service

CognitiveEnv CognitiveEnv
includes function ServiceContainer CAS ∪ NormalService
handles relation VO CAS

CAS CAS ∪ NormalService
interfaces function Service Capability
executes function CognitiveEnv Capability
owns function ArtificialAgent CognitiveEnv
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3.3 OWL/Protégé Implementation

AGIO was implemented in Protégé. For instance, the class4 Agent and the property
interfaces are defined in OWL as:

<owl:Class rdf:about="#Agent">
<owl:disjointWith rdf:resource="#X509"/>
...
<rdfs:subClassOf>

<owl:Restriction>
<owl:onProperty>

<owl:ObjectProperty rdf:ID="belongs"/>
</owl:onProperty>
<owl:someValuesFrom>

<owl:Class rdf:about="#VO"/>
</owl:someValuesFrom>

</owl:Restriction>
</rdfs:subClassOf>
...
<owl:ObjectProperty rdf:about="#interfaces">

<owl:inverseOf rdf:resource="#isInterfacedBy"/>
<rdfs:range rdf:resource="#Capability"/>
<rdfs:domain rdf:resource="#Service"/>

</owl:ObjectProperty>

An example of integration rule may be: an agent must hold a X509 certificate in order
to be member of a VO. It is expressed in SWRL as:

Agent(?x) ∧X509(?y)∧ V O(?z) ∧ belongs (?x,?z) → holds(?x, ?y)

4 Example of Scenario with AGIO

Data mining scenario. [14] proposes a Grid based architecture for supporting knowl-
edge discovery processes such as data mining, data analysis, etc. The Knowledge Grid
is a set of layers upon the GRID, allowing parallel and distributed knowledge discovery.
This knowledge Grid architecture is based on a set of services constructed on the top of
basic core GRID services. In this section, we present a "data mining" scenario which
considers an artificial agent that provides users with a data mining Knowledge Grid
service. This is a good example of a potential GRID-MAS integrated system, because
Knowledge Grid services are typically the kind of services that could be very enhanced
by intelligent agent abilities.

AGIO’s instances of the scenario. Let us consider the following elements: BOB, LUCY

and DMAGENT are three instances of Agent. They belong VO1, an instance of VO
(Virtual Organization). They hold respectively XB, XL, and XD, three instances of
X509. DMAGENT provides DMSFACT, DMSB and DMSL, three instances of

4 Protégé calls class and property respectively concept and relation.
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NormalService. They are interfaced by respectively DMGENERICCAP, DMCB
and DMCL, and they are executed in CEGLOBAL, CELOCALB and CELOCALL (Cog-
nitive Environment), all three owned by DMAGENT. DMSFACT instantiates DMSB
and DMSL and CEGLOBAL instantiates CELOCALB and CELOCALL. CAS1, an in-
stance of CAS, handles itself, DMSFACT, DMSB, DMSL and is handled by VO1. All
these services are included in SC1, an instance of ServiceContainer. The rest of
the instances (VirtualizedResource, Host, etc.) are not specified here. In par-
ticular, the VirtualizedResource available for DMSFACT, DMSB and DMSL
may come from a set of different StorageResource that DMAGENT integrates and
process via its data-mining services.

BOB wants to analyze some elements in the common shared set of data proposed
by GRID. LUCY looks for a specific data pattern in same set of data. They both have
different objectives. Thus, BOB and LUCY respectively uses DMSB and DMSL. These
instances are customized, thank to DMAGENT intelligent and interactive abilities. The
two different interfaced capabilities are executed in two different conversation contexts
dedicated for their users. These Knowledge Grid services are significantly enhanced
by agent abilities. [6,3] detail the ways an agent can dynamically generate services to
another one, following a conversation.

Consistency. On a given scenario such as the "data-mining" scenario, one can check
the consistency of the set of instances thanks to the SWRL rules implemented in AGIO
e.g., if exists the right set of instances for a given property. Each conjunction may be
considered as a predicate. For example:

Agent(DMAGENT) ∧ CAS(CAS1) ∧ Service(DMSB) ∧
V O(VO1) ∧ CognitiveEnv(CELocalB) ∧ Capability(DMcB)∧

provides(DMAGENT,DMSB) →
owns(DMAGENT, CELocalB) ∧ executes(CELocalB, DMcB) ∧

interfaces(DMSB, DMcB) ∧ belongs(DMAGENT, VO1) ∧
handles(VO1, CAS1) ∧ handles(CAS1, DMSB)

5 Related Work and Discussion

There is an increasing amount of research activity in GRID and MAS convergence
taking place.5 The Control of Agent-Based Systems (CoABS) project [15], proposed in
1999 by the DARPA, is the first research initiative in GRID-MAS integration. In this
project, priority was given to GRID development, but the participants already envisage
a combination of GRID and MAS domains. The use of agents for GRID was very
early suggested in [16]. The authors specifically detail how agents can provide a useful
abstraction at the Computational Grid layer. MAS has also been established as a key
element of the Semantic Grid [17]. More recently, the why GRID and MAS need each
other as been established by [1].

5 See, for example, Agent-Based Cluster and Grid Computing workshops, Smart Grid Technolo-
gies workshops, the Multi-Agent and Grid Systems international journal.
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Using MAS principles to improve core GRID functionalities represent the main part
of related work. For example, MAS-based GRID approaches for resource manage-
ment use agents for an effective management of the vast amount of resources that are
made available within a GRID environment as they have, for example, excellent trading
and negotiation abilities (negotiation between resource agents and allocator agent) e.g.,
[15,18,19]. Moreover MAS can use the Grid Laboratory Uniform Environment (GLUE
Schema6) to access easily to resources. The GLUE Schema is a description and a rep-
resentation of GRID heterogeneous resources. Agents, using this GLUE Schema, are
able to retrieve resources without taking into account the resources origin. It would be
a good way to share the status and availability of resources and resources themselves.

Another example is the use of MAS for VO management i.e., formation, operation
and dissolution of VOs. The main work is this domain is the Grid-enabled Constraint-
Oriented Negotiation in an Open Information Services Environment (CONOISE-G)
project [20].

Some work has also been proposed in using agents to enhance Web/Grid services or
integrating the two approaches. In particular, in order to connect MAS communication
approaches with business process management approaches e.g., [21,22,23,4]

However, none of these works propose a real integration of MAS and GRID. Rather,
they focus on how MAS and AI techniques may enhance core GRID functionalities.
Our vision of a GRID-MAS integration is not a simple interoperation of the technolo-
gies (it goes beyond a simple use of one technology to enhance the other). Besides,
describing the integration of GRID and MAS by means of an ontology sets a new for-
mal foundations to the integrating ideas.

AGIO ontology focuses on modelling an integration of GRID-MAS. We can use the
OntoGrid7 to formalize more precisely GRID concept, but the aim of our work is to
present an integration of GRID-MAS using general concepts of GRID. We do not have
the ambition to represent all concepts linked to GRID, but to succintly express the way
that MAS and GRID are integrated each other.

The advantages of the GRID-MAS integrated model formalized by AGIO are pre-
cisely detailed in [3]. We briefly describe some of them here. There is no real stan-
dard in the MAS community to describe agent capabilities. Interfacing them as Grid
services is thus a potential step towards standardization. This integrated model does
not restrict MAS or GRID in any way. Everything feasible with MAS or GRID today
still holds. VO management benefits from both GRID and MAS organizational struc-
ture formalism, e.g., Agent-Group-Role [7], CAS service, X509 certificate, etc. Ser-
vice exchange benefits from the important agent communication abilities, e.g., dealing
with semantics, ability to have a conversation, etc. The challenge of modelling dynamic
agent conversations becomes the same as the owe of dynamically composing and chore-
ographing services in business processes. The model subsumes a significant number of
the MAS-based GRID approaches mentioned before thanks to the reflexivity of GRID,
which defines some GRID core functionalities as (meta-)Grid services (e.g., service
container, CAS). Therefore, GRID and MAS would appreciate a common ontology
which:

6 http://glueschema.forge.cnaf.infn.it/
7 http://www.ontogrid.net
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– describes simply and clearly key concepts and their integration;8

– uses the same terms and representations for an identical concept e.g., VO and group,
choreography of service and agent conversation, role and service.

– rigorously fixes the integration rule;
– may help researchers of GRID and MAS communities to specify and model their

GRID-MAS integrated applications and systems by instantiating AGIO concepts
(pass from a procedural ontology to a descriptive one);

– would promulgate the development of GRID-MAS integrated systems by propos-
ing a uniform way of describing GRID and MAS together.

In a sake of simplicity, the paper presents only some part AGIO’s rules or OWL
elements. We invite the reader to refer to [24], for a complete specification of AGIO, or
to [3] for a complete specification of AGIL.

6 Conclusion and Perspectives

Even if using agents for GRID was very early suggested [15,16,17], Foster et al. [1]
propose the real first step in GRID-MAS integration as it examines work in these two
domains, firstly to communicate to each community what has been done by the other, and
secondly to identify opportunities for cross fertilization as they explained how GRID and
MAS developed significant complementarities. The work proposed by [2], [3] and this
paper suggests a second step by proposing a GRID-MAS integrated model. In particular,
in this paper, we formalize this model by means of an ontology.AGIO describes concepts
of the GRID-MAS integrated model, as well as relations between each of these concepts.
Moreover, relations are strengthened by SWRL rules which guarantee coherence.

Some perspectives for the future of AGIO may be:

– To add new concepts, properties and rules according of the evolution of the GRID-
MAS integrated model e.g., different types of X509 certificates (proxy’s, certifica-
tion authority’s);

– To connect AGIO with other meta-ontologies used to define service, GRID or MAS
concepts;

– To experiment the ontology with large-scale GRID-MAS integrated systems;
– To integrate in AGIO other different agent representation approaches;
– To classify services with their intrinsic properties (e.g., statefulness, transient, mul-

tipoint);
– To define tools that assist designers by automatically checking, during system de-

velopment, the consistency of the ontology.
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COMINF 2006 PC Co-chairs’ Message

Community informatics, also known as community networking, electronic com-
munity networking, community-based technologies or community technology,
refers to an emerging set of principles and practices concerned with the use of in-
formation and communications technologies (ICTs) for personal, social, cultural
or economic development within communities; for enabling the achievement of
collaboratively determined community goals; and for invigorating and empower-
ing communities in relation to their larger social, economic, cultural and political
environments.

From an academic and research perspective, community informatics can be
seen as a field of practice in applied ICT. It brings together the practices of
community (and economic and social) development with insights from fields
such as sociology, planning, development studies, women’s studies, library and
information sciences, management information systems, and management and
computer sciences. Its outcomes – community networks and community-based
ICT-enabled service applications – are of increasing interest to grassroots orga-
nizations, NGOs and civil society, governments and multilateral agencies, and
the private sector, among others. Self-organized community ICT initiatives span-
ning the range of application areas including health, social and economic devel-
opment, small business, environmental management, and local governance have
been emerging world-wide with the objective of harnessing ICTs for develop-
ing social capital, poverty alleviation and empowerment at the local level. In
addition, collaborative communities enabled with ICTs are helping to bridge
organizational boundaries, ensuring more effective and efficient forms of collab-
oration in and between stakeholders from business, government, education, and
civil society.

Most recently ICTs are playing a key role in enabling many types of virtual
or hybrid communities. The resulting socio-technical systems, however, are very
complex and continuously evolving. The intricate interactions between commu-
nity requirements and their enabling technologies are still ill understood. In par-
ticular, there is a huge gap between those who understand the complexities and
dynamics of communities and those information technologists who can build the
technologies and systems that can catalyze and enable communities into more
effective action.

In this community informatics workshop, our intention was to gather both
researchers and practitioners interested in the modeling and analysis of com-
munity requirements, the design and implementation of community-based ICTs
and community information systems, and the evaluation of these technologies,
as a way of contributing to the effective use of information systems at the com-
munity level. Some examples of topics of interest which were discussed in this
workshop include: community requirements modeling and analysis; technologies
for enabling communities (weblogs, discussion fora, portals, nology) and locally
significant broadband applications
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In all, 33 papers were received, 16 of which were accepted for presentation
at the workshop and inclusion in the proceedings. Each paper underwent either
2 or 3 peer reviews. We would like to thank the authors and members of the
Program Committee for the quality of their contributions and their commitment
to making this workshop a success.

The time has come to ground and interweave the emerging discipline of com-
munity informatics into the mainstream of computer and information science.
Recognizing the significance of communities and particularly community-based
applications as one of the quality of the papers submitted for the workshop. Our
plan is to make this workshop a recurring event. By examining the link between
information technology and community, we hope to make a broad contribution
towards more developed theory and a more focused application of the powerful
potential of ICTs in response to the range of societal and grassroots contexts
and socially meaningful issues.

August 2006 Aldo de Moor
Vrije Universiteit Brussel, Belgium

Michael Gurstein
Community Informatics Research Network, Canada
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Community Informatics and Human Development 

William McIver Jr. 
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46 Dineen Drive, Fredericton, New Brunswick, Canada E3B 9W4 

Abstract. A global crisis in human development and prosperity exists. Its 
constituents include extreme poverty, illiteracy, gender imbalances, and armed 
conflict. One response has been the creation of the Millennium Development 
Goals. The recent United Nations World Summit on the Information Society 
affirmed support for linking the further development of the global information 
society to these goals. This paper argues that community informatics has a 
specific role to play in contributing to the realization of the Millennium 
Development goals and the improvement of human development in general. 

Keywords: community informatics, human development, poverty, Millennium 
Development Goals. 

1   Our World 

Social, scientific, and political developments over this last millennium have brought 
remarkable progress to the overall human condition.  Average life span, literacy, 
agricultural production, and the ability to manage large social organizations have all 
improved greatly in the aggregate. However, it is difficult to say that our world is not 
in crisis, whether viewed from the perspective of sustained and recurring historical 
processes or as a conjunction current social, material, and environmental conditions.  

We are in an epoch where significant inequalities remain and poverty, disease, and 
military conflict are devastating communities at significant levels.  Over 20% of 
people in the world live in extreme poverty [1].  Over 100 million children are not 
receiving basic schooling [1]. Child mortality rates in some parts of the world are as 
high as 29 times that of most developed countries [1].  Over 1 million people die 
annually because of lack of access to clean water [1, 2, 3].  By the year 2015, 
HIV/AIDS is expected to have reduced populations in developing countries by 100 
million. In many of these countries whole public service sectors have already been 
devastated by the epidemic, thereby exacerbating existing social problems [1]. 
Women and girls are at heightened risk in most human development indicators, 
including health and access to education.  More than 20 major wars and other armed 
conflicts have occurred over the past decade, causing sustained damage to social and 
political infrastructure. Genocide has been formally recognized in several of these 
wars (see [6] and [7]).  More details are given in an appendix. 

Linkages between all of these issues reveal added complexities. For example, 
women who are less educated are more likely to become infected with HIV, while 
access to primary education for many children is being reduced significantly as 
teachers and other professionals die from AIDS.   
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Responding to the troubling status of human development, member states of the 
United Nations agreed unanimously to the Millennium Declaration which set goals 
for addressing key human development indicators to be achieved by the year 2015 
[8]: 

Goal 1.eradicate extreme poverty and hunger; 
Goal 2.achieve universal primary education; 
Goal 3.promote gender equality and empower women; 
Goal 4.reduce child mortality; 
Goal 5. improve maternal health; 
Goal 6. combat HIV/AIDS, malaria, and other diseases; 
Goal 7.ensure environmental sustainability; and 
Goal 8.develop a global partnership for development. 

These are now widely known as the Millennium Development Goals (MDGs). They  
have become the primary metrics for measuring human development. They have also 
become a major component of agreements in international forums, including the 
recent United Nations World Summit on the Information Society (WSIS). For many 
people, the MDGs are the current benchmarks against which policy and action in 
many domains should be judged.  Governments and civil society in the WSIS, for 
example, decided that MDGs should be the basis of its plan of action: “Our challenge 
is to harness the potential of information and communication technology to promote 
the development goals of the Millennium Declaration” [9]. 

It is difficult to dissent from the claim that our world is in crisis if the current status 
of the  MDGs is examined. The United Nations Development Programme reported in 
its 2005 Human Development Report that at 10 years from the 2015 Millennium 
Development Goals, “if current trends continue, the MDGs will be missed by a wide 
margin what was possible” [1].  

Technology can make positive contributions in the attempt to meet these goals. 
Stephen Lewis, former United Nations Ambassador and Special UN Envoy on 
HIV/AIDS in Africa, when asked about positive applications of ICTs in responding to 
HIV/AIDS in the developing world cited several examples:  applications of basic 
mobile telephone technology in a number of countries, including Botswana; the use of 
computers to track medication and patient records in Swaziland; and the 
implementation of distance learning by the Royal College of Nursing in the UK to 
carry out remote training of medical staff [10].  Experience has taught the computing 
professions that if examples such as these are successes, they are as much, if not 
more, the result of careful social processes as they are the result of the unique 
characteristics of the particular technologies being used.  The traditional field of 
management information systems and the newer field of community informatics 
provide different perspectives on the social processes necessary for conducting 
technology design and implementation processes. This paper attempts to make the 
case that community informatics has a specific role to play in facilitating 
technological contributions to the improvement of human development.   

Community informatics is an emerging discipline that is developing ICT analysis, 
design and deployment techniques that are geared toward the unique requirements of 
communities. This is in contrast to the field of management information systems, 
which was developed for organizational contexts. The linkages between community 
informatics and human development can take several trajectories. One trajectory 
relates the fundamental importance of information in addressing any societal issue to 
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the inherent potentials in information and communication technologies (ICTs) for 
facilitating the exchange and processing of information. It is held as axiomatic that 
communication is a fundamental social process and a foundation of all social 
organization. Thus, ICTs must not be seen only at a technical level for their 
processing capabilities; they must be seen at a social level as enablers – for good or 
bad -- of social processes and social organization. In particular, ICTs are potential 
enablers of effective formation and communication of information that is vital to 
addressing human development issues.  A second trajectory is a corollary of the first, 
which is that if ICTs are to be viewed as integral to the search for solutions to 
problems of human development, then community informatics is among the key 
disciplinary approaches that are necessary for solution-seeking.  Traditional 
management information systems approaches are designed for organizations and are 
not necessarily well-suited to addressing the unique requirements of communities. 

This paper does not seek to be a comprehensive treatise on community informatics 
nor to focus on specific MDGs and case studies. It represents the beginning of a 
process for the author. This paper has two goals: (1) to motivate the development of a 
more comprehensive vision and a plan for contributing community informatics 
expertise to the improvement of human development and (2) to propose an initial set 
of tasks and challenges for accomplishing the first goal. Sections 2 and 3 address the 
first goal. Section 4 addresses the second goal. 

2   Community Informatics as Praxis 

What difference can community informatics practitioners make in all of this? The 
author still encounters arguments from peers and colleagues suggesting that   
computing and information sciences have no relationships nor obligations to social 
and political spheres. Perhaps one indication of this type of thinking is the fact that 
the two major academic computing societies in the world, the Association for 
Computing Machinery and the IEEE Computer Society, had little or no official 
representation at the recent United Nations World Summit on the Information 
Society. In contrast, non-governmental organizations (NGOs) from a wide variety of 
interests participated vigorously in the policy debates there.  

This separation between academic and practical endeavors is understandable on the 
grounds of disciplinary focus, but the bridging function that science provides between 
policymaking and implementation – to both positive and negative effect -- is not new. 
The problem is that research, engineering, and implementation processes produce the 
ICTs which give constant rise to serious policy issues. The response has usually been 
to address only the direct and indirect effects on society of ICT production and use, 
and, to a lesser extent, how the characteristics of certain ICTs might be leveraged to 
either address human needs or to violate human rights. Thus, the processes and 
professions that produce ICTs might be said to exist as “black boxes” relative to the 
social impacts they make. In an abstracted view of this, the computing and 
engineering professions are arguably the most responsible for generating the 
technological artifacts and complex systems that yield the transitive social, political, 
and economic phenomena to which society must later respond. Yet, these professions 
and their approaches have been subject to only minor scrutiny and calls for 
accountability. 
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This call to link community informatics research and praxis more closely to global 
society's most serious problems is not a call to technological constructionism. Most 
people within technology and policy sectors -- and society at-large – now recognize 
that technology is not infallible and that technology cannot and should not be counted 
on alone to solve social and political problems.  It can be argued, however, that given 
the phenomenal evolution of technologies for enhancing the production and 
communication of knowledge, the computing professions have an obligation to 
examine what contributions they can make to addressing major social issues. What is 
clear to practitioners who have gravitated to the disciplines of social and community 
informatics is that ICTs have become inextricably linked with almost all facets of 
human society and they have the potential to bring both benefit and harm to it.  

This calls into question the nature of community informatics. The author has 
previously defined community informatics as [11]: 

 
... an interdisciplinary field concerned with the development, deployment and 
management of information systems designed with and by communities to 
solve their own problems. It is arguably a part of social informatics, which 
has been defined by Kling [12] as 'the interdisciplinary study of the design, 
uses and consequences of information technologies that takes into account 
their interaction with institutional and cultural contexts.' 

Community informatics can be seen in the context of social informatics as 
a disciplinary site focusing specifically on the roles and relationships 
between ICT and  communal environments and their unique requirements.  
 

This definition is not enough, however. Community informatics must be seen clearly 
to inform and encourage a praxis. That is, teaching and research within the discipline 
must be directed more vigorously to the practical application of its knowledge. Such a 
praxis should be focused, in particular, on major societal issues such as those 
represented by the MDGs. Community informatics is uniquely suited among the 
computing and information science disciplines in this context given its specific 
attention to social, economic, cultural and other facets of communities in 
understanding the ways that ICTs should and should not be used. 

It may still be difficult for some people to contemplate actionable linkages between 
science and engineering and issues such as the MDGs, but this is not a new type of 
framework for science and engineering. The organization Doctors Without Borders / 
Médecins Sans Frontières (MSF), founded in 1971, is an important example of a 
professional community that has resolved the linkages between its general scientific 
and ethical obligations and specific critical social needs -- in this case the delivery of 
medical care in emergency situations [13].   Since 2002, there is now also Engineers 
without Borders – International, an organization that has explicitly sought to 
contribute engineering expertise toward meeting the MDGs [14].  Analogous efforts 
should be contemplated within the computing professions. 

Community informatics is itself an acknowledgment of more than the non-value-
neutral and fallible nature of ICT. It is a recognition that the idea of purely technical 
solutions to societal problems is a fallacy and, further, that the seeking of technical 
solutions must necessarily be a social process. In this context, advanced ICTs such as 
the Internet must be considered only “candidate solutions,” in the parlance of systems 
analysis, within a community informatics approach. A better phrase might be 
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“candidate contribution.” That is, advanced ICTs must not automatically be assumed 
to provide the best solutions. Instead, ICTs in general must be viewed only as 
potential components of overall solutions to a given problem, where other non-
technical and social components are assumed to play the leading roles.  Thus, the 
process of finding candidate contributions is a holistic one.  This process  includes,  
but is not limited to, the following steps: (1) understanding the community context to 
which ICTs might be applied; (2) developing appropriate and sustainable models for 
the socio-technical systems into which such ICTs are to be integrated; and (3) 
selecting and appropriating ICTs based on knowledge gained from parts (1) and (2) of 
this process. The overriding concern then is to select technologies that are suitable 
and appropriate to a community given social, cultural, sustainability and economic 
factors.  To achieve this, it is necessary to be open to the full range of communication 
modalities and technologies, including simpler and older technologies.  

The pressing nature of the problems outlined in the first section calls for every 
tractable and useful strategy to be brought to bear to solve them, including the 
application of ICTs.  Taken from a traditional management information systems 
(MIS) perspective, where the materials and expert computing professionals required 
to develop systems are often assumed to be abundant, the identification of feasible 
technical contributions to meeting goals such as those in the Millennium Declaration 
might be seen as relatively straightforward.  The realities for developing countries are  
vastly different. ICT resources and computing professionals are usually both scarce in 
the developing world. The characteristics of communities in general are highly unique 
relative to organizations and, therefore, the development of ICTs for communities 
warrants a special focus [15, 16]. Historically, MIS project failures exceed successes 
by a significant margin, thus, special care must be taken in systems design processes  
within community contexts since the economic, political, and social tolerances for 
failure are usually not as high in communities as they are in large industrial and 
governmental organizations  [17].   

3   Our Technology 

In contrast with the poverty and inequality that exists today, there is a growing 
abundance of information technology and services in the developed world. This is a 
technological epoch where the usage, reach and capabilities of ICTs continue to 
accelerate at a remarkable rate. It cannot be argued, therefore, that there not sufficient 
resources to try to use ICTs to contribute solutions to these problems. 

Dispersion of ICTs is but one indicator of this progress. According to the 
International Telecommunication Union [18] the period between 1994 and 2004 saw 
in the developing world alone increases in the proportion of1: 

•  fixed telephone lines per inhabitant, from 4.4 to 12.8 per 100 inhabitants; 
•  mobile telephone subscribers, from 0.19 to 18.8 per 100 inhabitants; and, 
•  Internet users, from 0.03 to 6.7 per 100 inhabitants. 

Correspondingly, in the developed world between 1994 and 2004 there were, 
according to the ITU [18], increases in the proportion of: 

                                                           
1 These ITU data were collected from 206 economic areas with populations greater than 40,000 

(ITU May, p.9). 
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•  fixed telephones lines from 48.8 to 53.5 per 100 inhabitants; 
•  mobile telephone subscribers from 5.20 to 76.8 per 100 inhabitants; and  
•  Internet users from 2.18 to 53.8 per 100 inhabitants. 

Nielsen/NetRatings reported that the total numbers of online searches increased 55% 
over the 12 months starting in December 2004 [19].  

Innovation is perhaps a more important indicator of the potential of ICT research to 
address at least some of the major human development problems. Patents are but one 
indicator of innovation. Phenomenal increases in ICT patent filings have been seen 
over the past decade. Information and communication technology (ICT) patents filed 
by the 30 member countries of the Organisation for Economic Co-operation and 
Development (OECD) with the European Patent Office (EPO) made up 16.4% of 
their total national patents [20]. By the year 2000, ICT patent filings with the EPO 
made up over 34% of their total national patents [21]. Between 1990 and 1995, 
investment in ICT contributed an average of 34% to the growth of GDP across 
member countries. This increased to 55% between 1995 and 2003 [22].2  

Even more phenomenal innovation can be seen outside of the restrictive, and 
arguably counter-productive, application of patent and copyright regimes. The 
community of free and open source software (FOSS) has seen phenomenal growth 
over the past decade. FOSS has been responsible for making numerous free (or low 
total cost of ownership) solutions to individuals and communities, including operating 
systems, document processing applications, and web-based content management 
systems. Open specification hardware, in analogue to FOSS, is perhaps less familiar 
to many, but is hardly new. The seeking of ICT-based solutions has had to include 
consideration of low cost, public domain or open source solutions. Open technologies 
will enable communities to be more self-sufficient in replicating, maintaining and 
enhancing ICT-based development projects. This approach allows a community to 
have complete access to the internal workings of the technologies they use. Many 
open technologies are have no cost licensing, alleviating developers of much of the 
costs of acquiring technologies.  

The crucial point is that the costs, processing power, portability, energy 
consumption rates of commodity ICTs are now such that there is little excuse for not 
vigorously searching for ways that they can contribute to addressing major human 
development issues. 

4   Tasks and Challenges 

Disciplines such as computer science and mathematics periodically develop “grand 
challenge” problems, sets of problems whose solutions are necessary to make major 
progress in a field and which possibly offer applications that would significantly 
advance society. One example is supercomputing [23]. The challenge in developing 
technological contributions to solving human development issues is unique relative to 
traditional management information systems in that they must be socially and 
culturally appropriate and operationally, economically, environmentally, and socially 

                                                           
2 Only 19 of 30 member countries are accounted for in the data cited here due to a reporting 

threshold set by the OECD. 
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sustainable. This is especially true for developing and least developed countries,  
where resources and training are certainly scarcer than in most communities.  

A significant amount of community informatics-related praxis targeting issues in 
the MDG sphere has already taken place. This can be seen in numerous FOSS 
projects, the development of telecentres around the world, and numerous ICT training 
and policy projects. An examination of projects developed by NGOs that participated 
in the WSIS provides a good sample of this type of work.  

Still, there is much to be gained from developing a systematic community 
informatics approach wherein best practices from “work on the ground” can be shared 
and taught within established research and pedagogical networks. Two  major tasks 
must be pursued for such a process to commence: systematic stocktaking and the 
development of a comprehensive community informatics curriculum.  

Stocktaking is a necessary part of any institutional programme, in this case the  
academic discipline of community informatics. An ongoing process is needed to  
assess its contributions, shortcomings, and strategic directions.  Issues in the MDG 
sphere should be a special focus of this stocktaking. 

The development of a community informatics curriculum has been discussed 
within the Community Informatics Research Network (CIRN), arguably the main 
body for this discipline. This work must be completed. Such a curriculum is a 
necessary framework for stocktaking to be performed and for establishing strategic   
directions for the discipline. An analogous relationship can be seen in the Association 
of Computing Machinery's computing curricula, which have for over forty years been 
critical components in the creation of institutional road maps for computer science 
and related areas of engineering [24]. 

Several research and development challenges exist for which efforts must be 
redoubled -- some of these are already well-known: furthering the understanding of 
sustainability, development of educational resources for developing and least 
developed countries, and addressing rural and remote issues.  

The development of sustainable ICT contributions to MDG sphere issues must 
address constraints in several dimensions. These include, but are not limited to: 
economic sustainability, environmental sustainability, and the development of 
productive forces within target communities.  Economic sustainability of ICT projects 
is crucial and has been addressed extensively. Greater attention must be given to 
creating ICT life cycles which are environmentally sustainable. Significant progress 
has been made over the past two decades in reducing energy consumption, including 
processors, energy-aware software behaviour, and applications of LED technology. 
Practical, environmentally-sustainable solutions to power generation, particularly for 
remote applications are now more widely available. One interesting example is the 
recent development of an integrated solar powered WiFi solution designed 
specifically for constraints faced by developing countries [25].  There also exists an 
emerging telecommunication sector that is focused on developing low cost wireless 
communications devices, such as VoIP mobile telephones; and systems that permit 
the implementation of community-based telephone and cable television cooperatives 
[26, 27].  

Work remains, however, on managing the end of the life cycle for hardware. Many 
developing and least developed countries have themselves become victim to the end 
of the supply chain of hardware consumption through dumping and the harvesting of 
parts under dangerous labor conditions. What is required is a commitment to evolving 
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“cradle to cradle” design of hardware and system life cycles, where these activities 
are no longer environmentally damaging nor hazardous to workers [28].  

Sustainability within community informatics must also include development of 
productive forces within target communities themselves for creating and managing  
ICT. Participation is a necessary but insufficient condition for ICT design to be 
effective. Among the greatest threats of new technologies is that they have the 
potential to perpetuate and expand existing power relations and inequalities, as well as 
to enable new forms of state repression.  To empower communities to respond to and 
avoid these threats, community informatics must enable a fully democratic and 
consensual process. That is, it must facilitate more than political democracy embodied 
in participatory ICT design approaches. Community informatics must go beyond this 
to enable people to share control of the decision making around the economic, 
cultural,  environmental and other issues regarding ICT-based projects. More 
fundamentally, community informatics must empower communities that contemplate 
ICT-based solutions to develop their own productive forces within the information 
society so that they can control the modes of production that evolve within it and, 
thereby, have the possibility of preventing and responding to its threats.3 FOSS as a 
mode of production is a prime example. In this case, it can enable communities to 
develop their own means of creating software. A current example of these principles 
being put into practice is the decision by the Extremadura region of Spain to 
implement ICT solutions that are completely open source, including the use of the 
Open Document Format (ODF) [29]. 

The fundamental requirement for creating this type of productive capacity within 
developing and least developed countries is the creation of educational resources. 
Text books are too expensive for many students in developed countries; access to 
such material in developing and least developed countries is all but impossible. The 
creation of free educational literature is the only practical approach to solving this 
problem. One new model is the Global Text Project, which plans to write electronic 
text books across all major academic disciplines using collaborative web technologies 
[30].  Community informatics can make significant contributions to such efforts not 
only in developing content, but in supporting and improving these types of 
educational models through the development of low cost ICTs that are sustainable in 
developing countries, including rural and remote regions. Specific research problems, 
include improving support for natural language translation of texts and optimizing 
document caching and delivery mechanisms to operate in low bandwidth and low 
connectivity environments. 

5   Conclusions 

This paper is the beginning of a process. It is a call for a consensual and democratic 
process to commence within existing networks, such as CIRN, to more fully develop 
this vision of linking community informatics more closely to the pursuit of the 
Millennium Development Goals and the improvement of human development in 
general. The community informatics community has a unique opportunity following 
the WSIS and the processes it has set in motion to help shape information societies for 
                                                           
3 The author has long been inspired by various writings of Walter Rodney [31] and Amilcar 

Cabral [32] in this context. For comprehensive treatment of these issues see Powell [33]. 
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human needs. It can, in particular, help to focus ICT research, design, and 
implementation on addressing the most pressing human development issues. This 
includes directing parts of its research and pedagogy on developing a more effective 
praxis for this purpose and on continuing to evolve its networks of practitioners. 
Finally, the community informatics community must also oppose designs and 
applications of ICTs that perpetuate social, economic, and political inequality and 
contribute to armed conflict.   
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Appendix. An Overview of Human Development Indicators 

The United Nations (UN) classifies “extreme poverty” the condition of living on less 
than $1 (US) per day. The United Nations Development Programme (UNDP) reported 
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that the global proportion of people living in extreme poverty in 2001 as 20.7%. The 
proportion  in Sub-Saharan Africa in 2001 was 46.4% [1].   

The UNDP estimates that over 100 million children of primary school age are not 
enrolled in school, over 42 million of these are in South Asia [1].  

The UNDP reported that from 1980 to the present, the child mortality in Sub-
Saharan Africa increased from 13  to 29 times the rate of developed countries [1].  

The UNDP estimates that over 1 billion people lacked access to clean water, 55 
million of these are in Latin America and the Caribbean [1].  The World Water 
Council reports that in many regions around the globe increases in population, 
contamination, agricultural practices, and political conflicts continue in  combination 
to create or heighten water scarcity [2]. The World Health Organization (WHO) 
reported in 2004 that 1.8 million people die annually because of lack of access to 
clean water [3].  

The United Nations Programme on HIV/AIDS (UNAIDS) estimated that 38.6 
million people were living with HIV in 2005, up from 36.2 million in 2003 [4]. An 
estimated 4.1 million adults and children were newly infected by HIV in 2005, up 
from 3.9 million in 2003.  The global prevalence rate of people living with HIV has 
leveled off at 1% between 2003 and 2005, but the epidemic continues to expand in 
Southern Africa [4].  

HIV/AIDS must be viewed from the perspective of its current and future impacts, 
however. So significant are they that UNAIDS has predicted that societal changes 
brought about by HIV/AIDS and the inability to respond adequately will impede 
attainment of the MDGs. This prediction is based on expected reductions in 
population overall; deaths of professionals, such as doctors and teachers in particular; 
and socio-economic shifts that have resulted, such as reductions in productivity as 
able-bodied people are forced to care for family members who are sick. Population 
reductions of over 100 million by 2015 – the year set by the United Nations for its 
Millennium Development Goal targets -- are predicted for the top 60 countries 
impacted the most by the epidemic [4]. The UNAIDS “2006 Report on the global 
AIDS epidemic” shows that Sub-Saharan Africa and Asia are currently experiencing 
the most significant impacts. In Sub-Saharan Africa, deaths from AIDS are already 
significantly impacting access to education, medical care, and other facets of a 
welfare state assumed by most in the developed world, as teachers, doctors and 

nurses, and professionals are themselves infected.4, 5 
The UNDP estimates that over 50 million girls of primary school age are not 

enrolled in school, over 5 million in Arab countries. Women and girls are at greater 
risk than men for living in extreme poverty and women are at greater risk for 
becoming infected with HIV.  

Armed inter-state and intra-state conflicts have occurred on grounds of ethnicity, 
religion, and competition over territory and resources.  They have been the cause of 
sustained damage to social and political infrastructure, which amplify social crises 
such as those surveyed above. Genocide has been formally recognized in several of 
these wars (see [6] and [7]).  

                                                           
4 HIV InSite (http://hivinsite.ucsf.edu/) provides a comprehensive set of statistics sources 

dealing with HIV/AIDS.  
5
 Former United Nations Ambassador and Special UN Envoy on HIV/AIDS, Stephen Lewis 
paints a vivid picture of these impacts [5]. 
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Abstract. The gap between those who understand the complexities
of community requirements and the information technologists who can
build the technologies represents a central focus of concern with Commu-
nity Informatics (CI) research. This paper explores how different assump-
tions about the utility of information during this innovation process leads
to poor communication between researchers and practitioners. Braman’s
four-part hierarchy is a useful vehicle to investigate this as she seeks
to include a range of actors such as policy makers, technologists and
community members. A number of case study examples are explored to
illustrate the value of Braman’s work for CI.

1 Introduction

Developing an effective relationship between technologists and those who have
intimate knowledge of community requirements represents an important focus
of research within the field of Community Informatics (CI). Dependent on this
nexus is the planning and deployment of effective Information and Commu-
nication Technology (ICT) based interventions to promote equitable outcomes
for individuals and communities that are marginalised by economic, cultural or
other factors. The task of bringing together disparate groups in order to de-
velop an effective response is fraught with many challenges that are in need of
clarification.

In responding to this problem the paper engages a research agenda that has
been effective in the analysis of information systems and their use by individu-
als and groups [1]. By exploring assumptions that are entailed within different
definitions of the term “information” a number of areas leading to poor com-
munication between planners and practitioners emerge. The paper develops this
understanding by using Braman’s [2] four-part definitional hierarchy of infor-
mation to analyse a number of case studies within the Community Informatics
domain. The motivation for developing this line of enquiry lies in recognition
of the socioeconomic and political factors that influence information creation,
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processing, flows and uses. From this analysis a number of implications are drawn
for CI researchers and practitioners to consider.

The paper is organised in the following fashion. The paper begins by establish-
ing a broader theoretical context to understand research and practice within the
domain of CI. The analysis goes on to propose that one significant gap in com-
munication when planning for CI projects is factored on differing assumptions
about the definition and utility of information. This contention is tested us-
ing Braman’s [2] four-part definition of information-as-resource; information-as-
commodity; information-as-pattern; and information-as-constitutive force. Case
studies from CI are considered as each of Braman’s definitions is explained. The
paper finishes with a discussion about the significance of this analysis for CI
research and practice.

2 Telecommunications Research and Community
Informatics

The communications landscape has changed dramatically over the past two
decades. Increasing penetration and connectivity of telecommunications on a
world scale has opened up possibilities for economic and social development. The
increasing miniaturisation and capabilities of electronic components together
with the development of non-proprietary Internet protocols has brought with it
a trend in which increasing network intelligence is being devolved to consumers.
The increasing participation of communities in standards settings [3] as well as
growing popularity of online discussion forums on the topic of the digital di-
vide reflects a greater degree of participation enabled by ICTs. While ICTs have
always been considered a critical aspect to development a qualitative shift is
occurring. As Shearman [4] describes, people have become information makers
rather than just mere chasers of information.

The International Telecommunications Union (ITU) hosted World Summit
of the Information Society (WSIS) reflect a common agreement among nations
that ICTs represent an important vehicle for the delivery of better development
outcomes for those marginalised by economic or social factors. Retrospective
analysis of the ITU’s first concerted effort to link telecommunications with de-
velopment, the Maitland Commission, reveals a disappointing history with some
notable highpoints. Milward-Oliver’s [5] twenty year review of research since the
Maitland Commission places central the thorny task of bringing together the
technological with the social. Community Informatics, as a more recent arrival
in this research space, gives this linkage greater clarity with its emphasis on
the end-user in its effective-use mandate. The effective use of ICTs according to
Gurstein [6] aims to

‘support local economic development, social justice and political em-
powerment; ensuring access to education and health services; enabling
local control of information production and distribution; and ensuring
the survival and continuing vitality of indigenous cultures’.
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One aspect that is given special emphasis is the link between technologists
and those in community that will make use of ICTs. Accordingly, Gurstein [6]
suggests that a dialogue should be established between system planners and
end-users. This two-way relationship recognises the fact that both planners and
end-users are working within the limitations of their own knowledge. On the one
hand, researchers do not fully comprehend the local circumstances in which end-
users reside. On the other hand, end-users do not necessarily have the knowledge
and experience to guide the deployment of ICTs. To this extent there needs to
be a judicious mix of technology push and technology pull where the process
is situated firmly within the cultural context in which the new ICTs will be
deployed.

The terms technology push and technology pull represent two counter points in
the study of technology transfer where the former is considered a top-down ap-
proach while the later is bottom-up.1 As James [8] explains, the tension between
these two extremes is factored on minimising the costs of innovation. Technology
transfer was considered a preferable development strategy for the reason that
the copying of technologies was theoretically cheaper for a country than inde-
pendent development. As pointed out by economic historian Rosenberg [9] three
decades ago, this idea is a simplistic one as technology transfer is rendered less
effective by the absence of complementary technologies as well as complemen-
tary sources of knowledge. Such is the complexity of the process Hill [10] states
that technologies are culturally bound and dependent suggesting that questions
of technology transfer are ultimately about cultural change. In short, the costs
of integrating technology into unfamiliar environments can be high leading to
the conclusion that localised bottom up development is a necessary component
of technology transfer.

In a CI setting it is not difficult to identify specific examples that support
these observations of technology transfer. Absent complimentary technologies
includes power and buildings while absent complimentary knowledge sources
include IT specialists, multi-media experts and so on. The issue of the cultural
divide between developers of technology and recipients represent a fundamental
theme of the CI research agenda.

Further investigation of innovation research reveals that there are those who
look to the study of information as a useful perspective on innovation and tech-
nology transfer. Macdonald [11] argues that the innovation process can be dis-
tilled into a common substrate of information-related concepts. Indeed, he details
ways in which the innovation process is constrained and facilitated by the be-
haviour of people as they deal with complexities of information. Drawing on
the work of Arrow [12] Macdonald maintains that the process of effectively re-
sponding to perceived needs, the development of plans, the putting together of

1 In a theoretical sense, the technology push thesis holds that invention is the pow-
erhouse of innovation as argued by Schumpeter while technology pull claims that
the market leads innovation by demand for certain products through investment, as
argued by Schmookler [7].
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artefacts and the coordination of each can be understood in terms of the unusual
economic characteristics of information.2

In contrast, information often appears as a relatively benign actor in the
process of innovation especially if one considers the vast amounts of information
that are available through the Internet and other sources. Machlup and al. [13]
warn that the apparent homonymy of the word information may in itself present
a barrier to deeper understanding. They state:

‘[i]nformation is not just one thing. It means different things to those who
expound its characteristics, properties elements, techniques, functions,
dimensions, and connections. Evidently there should be something that
all things called information have in common, but it surely is not easy
to find out whether it is much more than the name (p. 4)’.

Machlup and al. go on to describe the rarity of individuals who are able to span
just some of the boundaries that separate the ‘30 or 40 cultures’ that represent
information-related disciplines.

So it is with this apparent contradiction between the simplicity of the term
“information” and its multi-disciplinary underpinnings that planners and practi-
tioners in CI venture into partnerships to develop projects that have information
as the fundamental resource being produced, stored, transferred and used. The
potential for confusion appears obvious. The next section details one method by
which the multifarious nature of information can be addressed.

3 Information: A Definitional Hierarchy

Braman’s [2] concern for the effective incorporation of information into pub-
lic policy led her to develop four definitions for information. Braman’s four-
part definitional hierarchy is as follows: information-as-resource; information-as-
commodity; information-as-pattern and information-as-constitutive force. As an
analytical tool each definition has varying degrees of utility because each entails
a number of assumptions. Accordingly, ignorance of these same assumptions can
potentially complicate the delivery of CI projects.

3.1 Information as Resource

The resource definition for information is one that Braman observes has wide-
spread acceptance (pp. 235-236). As people are continually faced with the task
of making decisions there is an intrinsic recognition that life can be improved by
achieving greater access to information. Braman states that information in this
context is judged to be akin to a physical economic resource. This leads to the
adoption of economic measures that privilege the tangible over the intangible.
An unfortunate side effect is that ICTs can then become a proxy for information
2 The fundamental economic characteristics of information defined by Arrow [12] are

its high fixed cost (is expensive to produce) and its low marginal cost (is cheap to
copy).
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leading to the view that the mere presence or absence of ICTs becomes the pri-
mary yard stick by which outcomes are measured. As a consequence it is difficult
to engage effectively with the question of providing useful information because
the project objectives are couched in the excessively vague notion of information
access.

3.2 Information as Commodity

The second definition of information that Braman defines is the one of commod-
ity (pp. 236-238). This definition of information recognises that information can
be bought and sold. It also has the advantage of distinguishing information flows
and the way these flows create economic value. It can be seen that the thesis
supporting this concept is more refined than the previous definition in that it
provides a clearer rationale for system developers to follow. Internet commerce
is dependant upon information-as-commodity and as a consequence this aspect
of information use has been an important focus of activity in the e-commerce
domain. However, this definition of information has its limitations because it
excludes information that may not be amenable to commoditisation.

3.3 Information as Pattern

The third definition of Braman’s, information-as-pattern, introduces researchers
and practitioners to the close relationship that exists between useful information
and communities (pp.238-239). In short, information-as-pattern seeks to address
the importance of context when managing information. This definition asserts
that complementarities must exist between new information and existing infor-
mation in order for the former to become productive. Existing information can
take the form of individuals with requisite capabilities, cultural traditions as well
as ICTs that give access to relevant sources of information and tools to config-
ure information. The disadvantage of the information-as-pattern approach is its
relativistic nature where the value of information to an individual or a group
may be difficult to specify in advance.

3.4 Information as Constitutive Force

The final category, information-as-constitutive force, represents the pre-eminent
definition from Braman’s perspective (pp. 239-241). This view not only recog-
nises that information is context dependent but accords information with agency
to bring about change in communities. This definition alludes to the productivity
of information where the provision of useful information leads to significant so-
cial benefit because information reproduction is very cheap. Alternatively, some
information may undermine established norms and create discord within com-
munities. Braman alerts readers to the issue of power as an influential factor
that shapes agreements about “useful” information and the nature of change
that such information will engender.
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4 Analysis of Case Studies Using Braman’s Definitional
Hierarchy

Having described Braman’s hierarchy of definitions for information it is now
possible to use this framework to analyse selected case study examples. The fol-
lowing descriptions and analysis is designed to establish a deeper understanding
of information-related factors that can complicate the delivery of CI projects.

4.1 Information as Resource

As previously stated the resource definition for information enjoys widespread
acceptance. Information in this context is judged to be akin to a physical re-
source. This in turn leads to the adoption of economic measures that privilege
the tangible over the intangible. Braman claims that ICTs can then become a
proxy for information leading to the view that the mere presence or absence of
ICTs becomes the primary yard stick by which outcomes are measured.

This simplistic rationale is sometimes used to justify the provision of ICT-
based initiatives. One example of this can be seen in the Australian experience
with the establishment of government funded Community Technology Centres
(CTCs). This project was funded under a limited term funding arrangement
that ended in July 2005 called ”Networking the Nation” [14]. A focus on in-
frastructure can be seen in the way a user-pays regime was instituted to mediate
access to equipment such as computers, printers and video conferencing facilities.
The time frames in which CTCs were to gain financial independence has proved
to be too short and this has left many CTCs struggling to keep their doors
open. Insufficient definition of information needs special to local communities
has led to a poor appreciation of the role these CTCs play which in turn has
precluded serious consideration of further public subsidies [15] [16]. One signifi-
cant ramification of reliance on this definition of information is that a prediction
of Gurstein’s [6] is likely to be realised where a second-class citizenry is institu-
tionalised because the infrastructure effectively locks communities into linkages
with ineffectual sources of information.

4.2 Information as Commodity

The information-as-commodity definition recognises that information can be
bought and sold. This definition distinguishes flows within information value
chains. Internet commerce is best explained using this definition so it comes
as no surprise that some CI initiatives focus on e-commerce. For example, the
People First Network in the Solomon Island represent a successful e-commerce
initiative to overcome the distance that island communities must deal with in
this country [17]. An innovative HF-based email system enables villagers to co-
ordinate and place orders with distance suppliers. As ICTs can be clearly seen to
improve the efficiency of commerce in a developing country setting information-
as-commodity represents a plausible choice for system developers.
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One significant limitation of this definition is that it excludes information that
may not be amenable to commoditisation. As Lamberton [18] states ‘information
can be a commodity but only to a limited extent (p. 25)’. In a similar vein,
Gurstein [6] warns that CI projects may be sold short if understood uniformly
as e-commerce ventures. One outcome is the promotion of consumerism where
the end-user is perceived merely as a passive receiver of information and goods.
In this context, the primary beneficiaries are the manufacturers who are keen to
sell their digital wares into new markets sometimes facilitated by subsidies from
public and private organisations.

However, there are examples where information-as-commodity can be used to
strategically support equity goals. An example of this can be seen in the way
a community newspaper has become an important source of revenue for one
CTC. The CTC, located in Sussex Inlet on the south coast of New South Wales,
Australia, has used its community connections and its printing equipment to
produce a newspaper that is supported by advertising from local businesses. This
revenue is used to subsidise other aspects of the CTC’s operation. This indicates
an arrangement that can flexibly deliver equity outcomes while drawing on the
commodity aspect of information.

4.3 Information as Pattern

Information-as-pattern establishes the importance of context thereby acknowl-
edging the close relationship that exists between useful information and com-
munities. This definition recognises that complementarities must exist between
new information and existing information in order for the former to become
productive. Such complementarities come to the fore in the following examples.

The UNESCO-funded programme that uses ICTs to reduce poverty among
minority groups in the Indian sub-continent provides an example where close
consideration is given to existing culture mores, the uniqueness of local contexts
and associated literacy skills. The use of video and audio production is found
to be more effective with people whose dominant mode of cultural reproduction
is by oral accounts and visual means. Slater and Tacchi [19] observe that radio
and video production is more trusted and familiar in contrast to the Internet
and computers. They claim that the most promising avenue for using computers
and the Internet is incorporating these into multimedia mixes using radio and
video.

This project raises questions about India’s success in exporting IT services.
An information-as-pattern analysis is able to probe the apparent dichotomy be-
tween the $20.3billion contribution [20] this makes to the economy and the poor
payback to middle and lower income Indians in terms of IT education. While
one influential strand of theory in development economics called “trickle-down
economics” claims that the benefits of India’s export from the IT services in-
dustry should logically flow “down” to other members of society Srinivasan
and al. [21] observe that this has not been translated into providing accessi-
ble IT education. Apparently, services supplied by Indian IT companies to their
global markets are not easily translated into appropriate educational methods for
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middle and lower income Indians. An information-as-pattern understanding al-
lows one to see the highly contextualised nature of these information needs and
the unique skills of individuals who can bridge India’s existing IT capability with
the information-related needs at the community level.

When viewed from a pattern perspective the relativistic nature of information
makes it difficult to state unambiguously what specific information is required in
a given situation. In response, researchers have sought to establish the legitimacy
of concepts such as “social capital” to link the social good aspects of information
provision presumably with the economic concept of capital [22]. Social capital
seeks to establish the value of linkages and trust between people as an indication
that worthwhile information is being generated and exchanged. In order to make
this concept more concrete parallels are drawn with schools and libraries thereby
establishing a rationale for Government support of CI projects [16].

Another consequence of the relativistic nature of valuable information is the
proliferation of disciplines that make claim to expertise within the CI domain.
Where before telecommunications research was dominated by engineers and
economists, the study of CI incorporates a broad church ranging in areas from
education, telemedicine, media studies, social work, information systems and so
on. An added complication for CI practitioners emerges where communication
across disciplinary divides can also constrain productive outcomes as well as the
more fundamental challenge in establishing productive communication between
system planners and end-users.

4.4 Information as Constitutive Force

The last of Braman’s definitions, information-as-constitutive force, represents the
most potent definition in terms of socioeconomic issues. Not only is information
context dependent but such information can influence the direction and nature
of change in communities. Within a CI context, information-as-constitutive force
can be fundamentally understood as providing information that enables people
to make decisions for the benefit of themselves and the community. One example
of this can be seen in the provision of health information that brings about
beneficial changes in the behaviour of people. Another example is the broadcast
of a local weather report that helps a farmer make decisions about his priorities
for the day.

On the other hand, there are circumstances in which CI projects seek to al-
ter established power relationships within a community. The previously cited
UNESCO-sponsored programme in the India subcontinent [19] has as one of
its objectives ‘ICT initiatives that change social norms that disadvantage mar-
ginalised people (p. 2)’. Despite the benefits of this programme, the report also
acknowledges that such changes can have a down side in that ‘power contests
[can] threaten participants and initiatives (p. 90)’. The potential for disagree-
ment and conflict is real.

The idea of externalities becomes relevant to this definition where the prospect
of unintended consequences, positive or negative, extends beyond the immediate
confines of a CI initiative. A more visible example of this can historically be seen
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in public broadcasting in the Pacific region. As one of its ideals the promotion
of free-speech through broadcasting is seen as important for a host of reasons
that relate to political and economic development. This in turn has facilitated
foreign aid spending for broadcasting. However, broadcasting has not engendered
an appreciation of the need for a free press within the political leadership of
many Pacific Island countries [23]. This brings into stark focus an ideological
clash between project sponsors and recipients because of different worldviews.
It is perhaps for this reason that one observer suggests that small-scale media
technology centres are a safer choice where the likelihood of political interference
is less [24].

The issue of power looms large when considering the influence information has
over the direction and nature of change. It is possible to understand the develop-
ment of exploitative relationships in a situation of unequal financial resources. A
similar circumstance may exist in relation to imbalances in knowledge. Perhaps
the word ’imbalance’ is ill advised in that the relative weighting accorded to
individuals’ knowledge may be based on biased value judgements. For example,
should knowledge about the function of a computer operating system be given
more credence than the traditional knowledge of a community leader? Ideally
the answer is ’no’ but achieving the right environment in which an optimum mix
of knowledge from stakeholders leads to interventions that strengthen target
communities is complex and difficult.

5 Discussion and Conclusion

From the perspective of marginalised communities wishing to fully profit from
new ICTs, decisions about technology ultimately appear to be about informa-
tion and what information works best in each local context. Braman’s hierarchy
of definitions has the potential to orientate the thinking of those planning CI
projects in four ways.

Firstly, it is unhelpful to maintain vague notions of information as a resource
because it tends to promote a dichotomy based on the presence or absence of
ICTs. Gurstein [6] warns that the provision of ICTs with insufficient understand-
ing of local context tends to promote a second class of citizenry.

Secondly, the idea that information may be commoditised to create commer-
cial opportunities is welcome but clearly must be understood within the broader
information melee. A danger exists where information that has high social ben-
efit but insufficient commercial potential is not communicated. A corollary to
this situation is the established media of broadcasting and print who for many
decades have been using commoditised information to sell advertising which,
in turn, subsidises the provision of other information such as news and current
affairs.

Thirdly, a complicated mix of contextual factors that includes individual
capabilities, social structure and cultural practices drives the productivity of
information in any given environment. As a consequence, there is a need to un-
derstand local epistemologies and ontologies and the gaps within as a means to
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developing effective ICT related responses. This has engendered innovative re-
search agendas in a range of disciplines that look to the promise of multi-media
technologies and the Internet for each of their area’s challenges in overcoming
marginalisation. High on the list of essential attributes for individuals is a multi-
lingual capability that enables boundary spanning between disciplines as well as
cultures. According to Matchlup and el. [13] such individuals are rare.

Fourthly, and building on the previous point, is the potentially transformative
effect ICTs may have in a given situation or conversely, the disruptive effect as
local customs and patterns of communication are altered. As Slater and Tacchi
[14] advise, the highly uncertain nature of this activity suggests the need for
iterative and evolutionary development and deployment of CI projects that are
guided by contributions from a broad range of actors over a long period of time.

In summary, it appears that the task of system builders in the Community
Informatics domain can be related in many ways to the vagaries of information
- the manner in which it is defined and the factors that govern its flow and uses
within communities. In describing the task of researchers in information Simon
[cited in 13] likens the project to anthropology.

‘We go into areas whose inhabitants speak foreign languages (with many
words sounding like words in our language but have very different mean-
ings); we try to find some guides to help us learn the meanings of strange
sounds; and we try to make sense of what we see and hear, yet we
probably misunderstand much and are bewildered by even much more
(p. 5)’.

Such a description appears fitting also for those working at the coal-face in
Community Informatics.
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Abstract. Community informatics research has found that the provision of 
technical connectivity in local neighbourhoods alone does not ensure 
community interaction. Externally initiated projects applied to communities by 
government or commercial bodies have encountered difficulties where the 
project’s goals do not correspond to the host community’s. Differing 
expectations can lead to disillusionment or rejection. Self-organised initiatives 
developed from within communities appear to be more aligned with residents’ 
goals and purposes and may not face these issues. However, such initiatives 
have also encountered difficulties in maintaining volunteer input and achieving 
technological sustainability. Valuable insights can be drawn from both cases. In 
this paper we review examples of each type of initiative and consider lessons 
that can be taken forward into new networked neighbourhood initiatives 
currently being developed. We consider one specific example, an inner-city 
master-planned residential development in Australia seeking to establish a 
community association to support socio-economic sustainability and 
governance of the local ICT infrastructure. We offer recommendations drawn 
from existing projects that may be applied to this site and to a wider context, 
and consider some implications for the future selection, deployment and 
maintenance of community information systems. 

Keywords: community informatics; community information systems; community 
networks; grassroots communities; networked communities; master-planned 
communities; urban neighbourhoods; ICT. 

1   Introduction 

Technological solutions to facilitate social communication and interaction between 
residents in urban populations are increasingly important for many countries. In this 
paper we consider Australia and the UK which are particularly prone to issues that 
stem from regional migration, socio-cultural diversity, urban renewal and increasing 
densification. Such trends are also evident in other urbanised areas around the world. 
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Both the private and public sectors are looking at information and communication 
technology (ICT) to take on a mediating role to remedy some of these issues. 

Australia and the UK are two of the most urbanised countries in the world in terms 
of the high proportion of urban dwellers among its total population. The increased 
population density generates rising demand for ICT infrastructure and services to 
enable social communication and interaction between urban residents. Internet cafés 
are a familiar sight in urban centres, mobile phone reception and wireless Internet 
services are approaching near full coverage of inner-city areas. Surprisingly, despite 
the fact that urban centres are possibly better connected than they have ever been 
before, notions of urban alienation are still being discussed in urban planning and 
policy making. Randolph (2004, p. 483) argues that, “the language of community has 
come back with vengeance in policy areas that ignored it for many years. Cities are 
becoming, perhaps more than ever before, collections of distinctive communities and 
neighbourhoods, all the more differentiated as the cities grow in size and complexity. 
As the city expands, people remain focused on their small part of it.” 

Randolph’s more contemporary image of community is consistent with Wellman’s 
(2001) notion of networked individualism which reflects the inherent duality of the 
collective group networked by means of ICT and the individual who wants to stay in 
control of their social circle – their ‘small part of the city’. Social isolation and ‘non-
connectedness’ have high social and economic costs (DCITA, 2005). ICTs that enable 
the formation of community networks can help bring collocated people together 
socially and increase awareness of individual and community skills and assets. 
Community networks can also support access to local information and services as 
well as encourage public consultation and open debate 

Scholars such as Gurstein (2003) argue that the provision of access itself is 
necessary but not sufficient to ensure meaningful usage. Furthermore, providing 
connectivity and electronic access by setting up online portals and discussion boards 
does not automatically ensure user participation and the development of a sense of 
community. However, many externally driven ICT initiatives (e.g. funded by 
government or commercial organisations) have built tools and infrastructures with the 
assumption that ‘if you build it, they will come’. This approach assumes a local 
willingness to participate. Although these websites may provide useful community 
information and services, the ability of such systems to connect residents with each 
other can be limited. They may be seen as ‘yet another burden’ instead of a helpful 
communication tool which can be used to support the social networks which residents 
form with friends and peers. 

An alternative approach has been the development of grassroots, self-organised 
initiatives driven by existing communities. Local activists have constructed their own 
network infrastructure with minimal external support to enhance local communication 
and a sense of community. These may be more successful in encouraging take up and 
usage, as increased local control and management fosters community ownership. Yet 
technical expertise is harder to maintain within a small community, and thus the 
social sustainability of a network run on little or no funds and dependent on 
volunteers may prove to be problematic.  

In this paper we review externally initiated (‘top-down’ or ‘master-planned’) and 
self-organised (‘bottom-up’ or ‘grassroots’) projects and gather some lessons to 
inform the development of new community networks. Findings are set against the 
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emerging requirements of an inner-city master-planned residential development in 
Australia seeking to establish a community association to support the medium and 
long-term economic and social sustainability and governance of the local ICT 
infrastructure. 

2   Externally Initiated Community Networks 

University researchers have been involved in developing and supporting community 
networks since the 1970s and the Berkeley Community Memory (Farrington & Pine, 
1996). Governmental enthusiasm to connect society and industry to the new 
‘communication superhighways’ (Hearn et al., 1998) caused concerns to be raised 
about a possible divide in access to ICTs. This led to research in the form of 
widespread surveys and pilot projects to explore the effects of supporting 
connectivity. Key projects have included Netville in Canada (Hampton & Wellman, 
2003), Blacksburg Electronic Village (Cohill & Kavanaugh, 2000) and Camfield 
Estates (Pinkett, 2003) in the USA, Ennis in Ireland (McQuillan, 2000), Williams Bay 
(Arnold et al., 2003) and Atherton Gardens (Hopkins, 2005) in Australia and the 
Wired Up Communities in the UK (Devins et al., 2003). These projects have operated 
across a broad range of cultures and with a wide variety of circumstances, but 
common issues have arisen. 

Many externally initiated community networks have been run with a fixed 
timeline: actions are undertaken, data is collected and the project written up. In some 
cases the participants are aware of this limitation from the outset; for example by 
being offered free internet connectivity for a set period of time (Devins et al., 2003). 
In other cases this came as a complete surprise – in Netville, residents assumed their 
internet access was permanent as part of their house purchase and were upset when 
the technology consortium announced it had gathered its data and would be closing 
down the service (Hampton, 2003). Other projects may struggle to survive after 
external funding has finished and are forced to change their priorities and targets as a 
result leading to a failure to support the original clients (Hopkins, 2005). 

Such a ‘project based’ approach to community networks may make them less 
socially sustainable – users may be encouraged to participate but are then left 
unsupported and disenfranchised as a result. Day & Cupidi (2004) recommend that 
community technologies should be approached as open ended initiatives rather than 
closed term projects, as the latter is detrimental to social sustainability. If a 
community network is to be of long term benefit it must be seen as part of the long 
term infrastructure and strategies. Exit strategies must be formulated to ensure the 
network can continue after funding has finished; these should consider not only 
infrastructure funding but also community support, training, and staffing. 

Externally initiated projects may suffer if they do not consider local social 
structures; while this is more significant in existing communities, new communities 
also rapidly develop social structures and these must be taken into account. In the 
Ennis ‘Information Age Town’ project (McQuillan, 2000) a wide range of 
technological applications were put into place alongside the ICT infrastructure. 
However in some cases these destablised rather than developed social cohesion. For 
example, unemployed people were asked to sign up for their unemployment benefits 
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online rather than by visiting the town’s unemployment centre. While this may have 
sped up a clerical process, it removed an important social ritual for already isolated 
individuals within the community (Warschauer, 2002). Similarly, low usage of a 
telecentre in the Wired Up Communities project (Devins et al., 2003) was later found 
to be due to its physical location in a community venue that had been the central 
meeting point during a recent coal miners’ strike. Such a politically charged venue 
would not be used by a significant number of the local residents for this historical 
reason. Both examples illustrate the need to consider the wider communicative 
ecology of the community and locale (Foth & Hearn, 2006). 

Community networks are technologically complex; they offer services to a local 
neighbourhood that are comparable to a business IT department. In this aspect, 
externally initiated community networks often perform well. Budget is allocated for 
set up and support of the explicit aspects of the network – the devices and the ICT 
infrastructure itself. Association with university technology researchers can assure 
free or low cost technical support (e.g. Cohill & Kavanaugh, 2000). However such 
resources need to be available on a long-term open-ended basis, with strategies for 
continued support if the project has limited time period funding. 

Projects may encounter ‘social resistance’ with not all members of a locality 
interested in signing up to join the community network (Selwyn, 2003). This will 
have an effect on any network that seeks to be inclusive and providing a medium for 
all residents of a locality. Externally initiated networks particularly have encountered 
difficulties of being perceived as being driven by external goals not relevant to the 
local community. This may lead to members of the locality not being connected, or 
disconnecting, thus reducing the social effectiveness of such a network. 

3   Self-organised Community Networks 

Since the earliest days of the internet, there have been grassroots driven local 
community based applications of network tools and services. Many of the early 
bulletin board systems and Free-nets were started by innovators within local 
communities to support neighbourhood activities (Schuler, 1996) and this spirit has 
continued until the present. Similar to other earlier technologies such as the radio and 
the telephone, innovators and early adopters within communities have appropriated 
new ICTs for their own uses, either as a response to lack of provision, adapting 
inflexible exogenous framings of technology, or innovating for their own purposes 
(Jankowski, 2006). These initiatives are often funded from within the community, are 
volunteer run and respond to the demands of the local population (Gaved & 
Anderson, 2006). While they may be set up and run for a variety of motivations, their 
initiators often claim that the self-organisation makes them more sustainable in the 
long term than externally initiated projects: “the very fact that the project is not 
dependent on external money means that there is nothing to run out of” (Davies, 
2004, p. 46). In many cases the funding model is more complex, with partnerships 
and reciprocal relationships supporting local activity, however there is usually an 
emphasis on local control and management. 

Self-organised network communities driven from within local neighbourhoods 
have been less well researched than externally initiated networks (Gaved & 
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Mulholland, 2005), but it is clear that they are not homogenous, and offer lessons that 
can be carried forward. Such initiatives are usually seen as being more in touch with 
local community aspirations and goals. As the organisers are from within the 
community, ownership is more likely to be seen as being held by and more 
accountable to the residents. Furthermore, ongoing local support and training are 
considered of great importance to sustain the network. 

While such initiatives often seek complete coverage within the neighbourhood, 
there will be non-participants (Selwyn, 2003). In addition, multiple subcultures are 
found within self-organised network communities, and it is likely that different 
groupings exist within a neighbourhood. Thus, features and tools that require an 
ongoing critical mass of users may prove to be more difficult to sustain than systems 
that connect with existing social networks and engage residents in a less 
homogeneous and more diversified manner (Foth, 2006a, 2006b). 

All tools and services are likely to be appropriated and may not be used as 
designed, and there may be varying rates of success. It is likely that some tools 
provided within the network may not be used at all and an iterative implementation 
process is required. The Redbricks community network in Manchester started with a 
large variety of tools including music and video sharing (Skyva, 2002) but have 
reduced these services to two email lists: ‘Shout’ for calls to the whole community 
and ‘Act’ for political issues. Davies (2004) suggests that the most effective tools 
within a community network are those that offer non-critical services that help to 
build social capital, such as baby sitting services. Basic recommendation tools such as 
local noticeboards may be more effective than more complex services. 

Self-organising network communities appear to be more socially sustainable due to 
their locally initiated nature, however they may struggle with financial and technical 
sustainability. Just as it is important to emphasise the value of the community network 
as a shared resource so it is important to recruit volunteers with the necessary skills 
and expertise to support and develop the network. Small networks may struggle to 
maintain the level of expertise required and benefit from participation in social 
networks of similar groups, for example the Community Broadband Network 
(www.broadband-uk.coop) in the UK (mainly focused on rural network groups), or 
NYCWireless (www.nycwireless.net) in the USA (aimed at wireless network groups 
in New York City and the surrounding areas). 

It is clear that self-organised community networks have both strengths and 
weaknesses, as have externally initiated networks, and we now turn to consider how 
these findings may inform a new partnership based community network that is being 
developed in Australia. 

4   Master-Planned Communities 

Many new urban developments are systematically planned and rapidly built and 
marketed, trying to create instant ‘communities’ in dense concentrations. Developers 
and governments around the world struggling to achieve socially sustainable 
neighbourhood communities in these urban contexts, are increasingly considering the 
role of ICT to help animate master-planned communities (Foth, 2006d). 
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Gleeson (2004) gives examples of the prevailing attitude of developers who 
confuse ‘planning for community’ with ‘master-planning community’ and the 
associated negative impact on community development efforts. “Community 
development involves human horticulture, rather than social engineering” (Gilchrist, 
2000, p. 269). The Kelvin Grove Urban Village (www.kgurbanvillage.com.au) is a 
master-planned residential development in inner-city Brisbane that seeks to learn 
from these and other lessons. 

Queensland University of Technology and the Queensland Government’s 
Department of Housing have established a partnership to develop the Kelvin Grove 
Urban Village (KGUV), an integrated master-planned urban renewal project. They 
have identified the KGUV as a distinct planning and design case study that departs 
from homogeneous planning principles. It reflects a desire to achieve a higher level of 
integration of population diversity than has been aimed for in past urban renewal 
initiatives (Healy & Birrell, 2004). One of the innovative aspects of the KGUV is the 
provision of housing types for a range of income groups, such as ‘mainstream’ 
apartments, senior and student accommodation, and affordable housing. The 
collocation of a diverse socio-demographic population within a new inner-city area 
offering a mix of residential, commercial, educational, cultural and employment 
facilities and activities will inform the objectives of the ICT strategy to support social 
cohesion and may influence uptake and usage. 

The objective to create a vibrant place of mixed uses and diverse population is 
reflected in the KGUV vision statement: “A diverse city fringe community linking 
learning with enterprise, creativity with community and unique living solutions with 
public amenity.” Realising this bold vision requires a theoretically and empirically 
grounded understanding of how urban neighbourhoods can be assisted to emerge and 
grow in healthy ways through community development activities and the role of ICT 
to assist in this effort. 

Research is underway to examine issues of socio-cultural sustainability in the 
experience of residents settling into a new environment. The Department of Housing 
breaks down the concept of urban sustainability into the ‘triple bottom line’ (Gleeson 
et al., 2004) of environmental, economic and social sustainability. This research 
project focuses on the social component (Buys et al., 2005) by engaging a tripartite 
approach comprising community capacity building strategies (people), a theory of 
neighbourhood identity based on ‘networked individualism’ (Wellman, 2001) (place), 
and design of online community networks (technology). These three components are 
inter-related. The study thus employs an inclusive approach that seeks to overcome 
any tendencies to ignore key factors in the design and development of meaningful 
ICT applications for residential communities. 

The provision and implementation of the ICT infrastructure at the KGUV seeks to 
prepare the site to play an important part of Queensland’s emerging knowledge 
economy. The Queensland Government (2005) recognises the potential of ICT to 
enable people to work where they choose to live, connecting them with the world, and 
encouraging intellectual growth. It wants the local network to help create 
opportunities to integrate work and home life through high-speed, global 
communication systems for both businesses and residents. Common service ICT 
ducts have been installed beneath the footpaths in the KGUV, giving the potential to 
offer residents, home workers and business operators’ broadband access to the 
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Internet, high-speed transmission between local stakeholders of the KGUV, and high 
quality telephone and audiovisual services. A commercial provider has been 
contracted to ensure the long-term continuity of technical development of the ICT 
infrastructure across both terrestrial and wireless networks. 

However, the KGUV project team has started to translate the lessons learnt from 
the studies referred to above into action. They have realized that it requires more than 
the provision and installation of wires, pipes and ducts to achieve a socially 
sustainable urban village community. We briefly outline three key strategies which 
seek to distinguish this initiative from the pitfalls of previous projects. 

First, the provision of ICT systems and related services is designed with an exit 
strategy in mind right from the start to ensure the main financial assistance from the 
primary stakeholders is made continuously redundant over time. The vision of the 
KGUV as a smart neighbourhood and inclusive community is driven by a range of 
community development activities, and the KGUV Community Association is one of 
the key initiatives. It will be established by the Department of Housing and 
Queensland University of Technology. KGUV residents represent the main group of 
prospective members of the Community Association. Whilst the mission and business 
plan of the Community Association is distinct from the KGUV Principal Body 
Corporate, both entities are established to ensure the medium and long-term economic 
and social sustainability and governance of the KGUV. The Association will be a 
commercial entity which develops, markets and sells creative industries’ services. The 
main asset of the Association will be the KGUV Community Portal which is currently 
being developed by a commercial web development company and which will 
eventually be maintained and managed by the Association. 

Secondly, the theoretical and methodological frameworks underpinning the 
project’s research and development are based on principles of inclusiveness. In order 
to avoid considering a newly provided community network system in isolation, 
KGUV invokes the concept of ‘communicative ecology’ which we define as a milieu 
of agents who are connected in various ways by various media making. This notion 
integrates the three dimensions of ‘online and offline’, ‘global and local’ and 
‘collective and networked’ (Foth & Hearn, 2006). This more holistic model helps us 
better appreciate the dynamic inter-relationships between different communication 
technologies and between different social dimensions found in the interactions of 
KGUV residents. It informs the creation of gateways and interfaces between existing 
social networks and communication systems on the one hand and the new KGUV 
Community Portal as a local communication hub on the other. Furthermore, network 
action research (Foth, 2006c) is used as a project methodology to reciprocally inform 
research and practice and to encourage community members to become reflective 
practitioners who take up community ownership of the initiative. 

Thirdly, the project group has recognised the need to not only ensure network 
access but also effective use of the network by residents and other stakeholders. The 
portal aims at facilitating community uptake of ICT by hosting entertainment and 
information content that encourages exploration of the ICT infrastructure available at 
the KGUV. Furthermore, the portal offers an outlet for self-published local content 
which is intended to provide an online mechanism to link the people and businesses at 
the KGUV and beyond. It is supposed to encourage participation in the KGUV by 
being not only a key information resource for the diverse mix of activities, programs 
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and facilities available, but also a communication hub. The portal will focus less on 
collective communication features such as discussion boards and more on peer-to-
peer modes of interaction to reduce reliance on maintaining a critical mass of users. 
Such features can act as a springboard to animate interaction which may be continued 
through external applications and devices like email, instant messaging software and 
mobile phones. This approach places less pressure on an online space to try drawing 
all residents together collectively and satisfying all their social needs and purposes, 
which in itself it may not be able to achieve (Foth, 2006a, 2006b).  

The research, design and development of the ICT component and social 
sustainability aspects of the KGUV started in early 2006 (Foth, 2006d; Foth & 
Adkins, 2006). Evaluation strategies as part of the action research cycles will show 
whether the three broad strategies and principles discussed above make a significant 
difference in achieving a sustainable community network for KGUV residents. 

5   Conclusions 

In this paper we have described a variety of types of community network, and it can 
be seen that both externally funded and self-organised networks have shown both 
advantages and weaknesses. We have attempted to combine lessons learnt from both 
bottom-up and top-down approaches towards community networks, and introduced a 
new top-down / bottom-up hybrid initiative. The Kelvin Grove Urban Village seeks to 
build on the insights gathered from both ‘community’ and ‘informatics’ disciplines, 
that is, community development and information systems design. We identify the 
following three key recommendations for KGUV, and future community networks: 

• Cultivate a sense of ownership: Community networks that are felt to be part of 
the community’s own assets are those that are best supported and most socially 
sustainable in the long term. We recommend connecting internal and external 
interests and resources through a theoretical framework and methodological 
approach which combines research and practice, considers existing and emerging 
local social structures, and encourages community members to act as co-
investigators. 

• Simple, open ended tools are the most successful: Highly complex tools may be 
little used and too alien to be domesticated by the community. Simple tools that 
allow informal social dialogue have proved to be more successful. Additionally, it 
is not unreasonable not to try to connect everyone with everyone else. Peer-to-peer 
modes of communication are more conducive to supporting interaction in place-
based social networks than collective, broadcast-style tools alone which require a 
constant critical mass of users to maintain momentum. 

• Develop externally initiated networks with an exit strategy in mind: All users 
require technical support at some stage. Encouraging peripheral participation 
through buddying new users with expert users, providing online community help 
boards, informal and formal training will enable ongoing usage of the service and 
develop technical and managerial staff. 

Clearly further research is required. Hence, data gathered from KGUV will be 
valuable and reported in future papers. It is highly likely that more partnerships of this 
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kind will be developed (for example, the Oakgrove Millenium Community of 1850 
wired houses in the UK, to be occupied from early 2007) and the experiences of such 
new urban networked communities are likely to inform both digital divide policy and 
community informatics research in the future. 
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Abstract. The Semantic Web mission is to enable a better organization of the 
Web content to improve the searching, navigation and integration of the 
available information. Although the Semantic Web is intended for machines, 
the process of creating and maintaining it is a social one: only people, for 
example, have necessary skills to create and maintain ontologies. While most 
existing ontologies are designed by single individuals or small groups of 
experts, actual ontology users are not involved in the development process. 
Such an individual approach in creating ontologies, lead to a weak community 
grounding. On the other hand, Social Software is becoming increasingly 
popular among web users, giving opportunities to exploit the potential of 
collaboration within a community. Tools like wikis and folksonomies allow 
users to easily create new content and share contributions over a social network. 
Social Software tools can go beyond their current limits, by exploiting the 
power provided by semantic technologies. Conversely, Semantic Web tools can 
benefit from the ability of Social Software in fostering collaboration among 
users, by lowering entry barriers. In this paper we propose a new approach for 
ontology evolution, considering collaborative tagging systems as an opportunity 
to complement classic approaches used in maintaining ontologies. 

Keywords: folksonomy, collaborative tagging, ontology evolution, social 
software, semantic web, semantic collaboration. 

1   Introduction 

The Semantic Web mission is to enable a better organization of the Web content to 
improve the searching, navigation and integration of the available information [2].  
Current Semantic Web tools require a significant expertise level from their users, 
specifically in languages and techniques for knowledge representation. Other than 
being thought for computer science graduates, these tools do not provide any support 
for collaborative work. 

Since Tim Berners-Lee’s vision, online communities have taken an active role in 
the task of knowledge contribution on the Web. The recent phenomenon of Web 2.0 
[13], also known as Social Software, has led to the growth of several tools which have 
succeeded in making this task more attractive to a broader audience. Social Software 
users are more than just passive information consumers but active participants, 
working in close collaboration to create new content and share it on the Web.  
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There are interesting research challenges at the intersection of Social Software and 
Semantic Web. Social Software can overcome its current limitations, by exploiting 
the power provided by semantic technologies in searching, navigation and integration 
of the information published on the Web. Semantic Web can benefit from the ability 
of Social Software in fostering collaboration among users, then lowering entry 
barriers to knowledge management. 

In this paper we begin to investigate these opportunities, by presenting an approach 
which aims to combine the main benefits resulting from a specific type of social 
software, folksonomies, and well-defined formalisms applied in classical knowledge 
engineering techniques. 

In the next section we discuss the drawbacks in knowledge creation and sharing. 
Section 3 introduces background information related to folksonomies, while Section 4 
provides a short overview of known approaches to combine folksonomies and semantic 
techniques. Finally, Section 5 presents our approach and draws research directions. 

2   Issues in Knowledge Sharing 

Ontologies play a central role in the Semantic Web vision because they establish 
common vocabularies and semantic interpretations of terms accessible by machines. 
Sharing a common understanding of the structure of information among people and 
software agents is one of the main reasons for using ontologies [7].  

Although the Semantic Web is intended for machines, the process of creating and 
maintaining knowledge is human-intensive. While most existing ontologies are 
designed by individuals or small groups of experts, ontology users are not involved in 
the development process. Such a restrictive approach in creating ontologies, leads to a 
weak community grounding.  

The achievement of a widespread participation and shared consensus among 
ontology users is hampered by entry barriers, like the lack of easy-to-use and intuitive 
tools capable to include users in the ontology development process. The Ontology 
Web Language (OWL), for example, has the major drawback to be in several aspects 
non-intuitive for people who are not familiar with the Description Logics field.  

Another relevant problem is the temporal extent of reliable knowledge which tends 
to be short. More information users learn, more the agreement and consensus among 
them evolve; thus new pieces of knowledge have to be committed and older pieces 
have to be constantly checked and validated. However, current ontologies require that 
all the changes have to be captured and introduced by the same knowledge engineers 
who created them. The delay in realizing and introducing changes can take weeks or 
even months, a period of time unacceptable in many dynamic domains, where 
knowledge regularly and rapidly changes. To be really effective, ontologies thus need 
to change as fast as the parts of the world they describe [8]. 

3   Collaborative Tagging  

The term folksonomy, a combination of the words “folk” and “taxonomy”, is meant to 
indicate the act of collaboratively tag resources within Internet communities [16].  



 Community-Driven Ontology Evolution Based on Folksonomies 183 

Personal user’s metadata, commonly called tags, can be applied to any public 
resource and shared among all the community participants. A folksonomy, also 
known as collaborative tagging system, exploits the classification activity performed 
by each user, creating a network of users, resources and tags with a flat structure and 
no limits in evolution. 

People have been starting to legally publish and share their content on the web, in 
the form of bookmarks, academic paper references, pictures, short audio and video 
files. Services like del.icio.us, CiteULike, Flickr, Last.fm and YouTube empower 
users to organize all these information resources through simple keywords.  

Keyword-based systems for organizing digital content have already existed for 
many years. Digital libraries use metadata to discriminate between relevant and 
irrelevant information needs. While metadata have been long-used to improve 
information organization and discovery, they are usually created by knowledge 
engineers or by the original authors [10]. 

The key element underlying the proliferation of collaborative tagging system is the 
opportunity for users to collaborate in categorizing all the available resources with no 
forced restrictions on the allowed terms. In addition to individual benefits coming 
from the lack of vocabulary restrictions, the whole community can achieve significant 
advantages resulting from each participant contribution.  

Furthermore, collaborative tagging systems create a strong sense of community 
among their users. Users are able to realize how others have categorized the same 
resource or how the same tag has been used to label different resources. This 
immediate feedback leads to an attractive form of asynchronous communication 
through metadata. Marginal opinions can coexist with popular ones without disrupting 
the implicit emerging consensus on the meaning of the terms rising up the 
folksonomy. 

Opposed to professionally developed taxonomies also called controlled 
vocabularies, folksonomies show interesting potential to overcome the vocabulary 
problem [4]. One of the major obstacles hindering the widespread adoption of 
controlled vocabularies is the constant growth of available content which anticipates 
the ability of any single authority to create and index metadata [11]. While 
professionally created metadata are characterized by high quality, they do not scale 
up. On the contrary, collaborative tagging systems have a very short learning curve 
because there is not a predefined structure and syntax to learn.  

The most relevant strength of a folksonomy is its ability in adhering to the personal 
way of thinking. There is no need for establishing a common agreement on the 
meaning of a tag because it gradually emerges with the use of the system. 
Folksonomies can then react quickly to changes and be responsive to new user needs.  

4   Hybrid Folksonomy-Based Approaches 

Folksonomies and ontologies have been often seen as competitors, the hype generated 
by collaborative tagging has inspired long debates over the web about which can be 
the best approach to categorization [12], [15]. Recently the debate has moved towards 
scholarly literature, analysing collaborative tagging phenomenon more rigorously. 
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Golder and Huberman [5] analyse data gathered from a popular folksonomy, 
del.icio.us, to better understand the structure of tagging systems, as well as their 
dynamic aspects. The study examines how tags are used over time by users and how 
they eventually stabilize, for a specific resource, over time. Findings show a high 
variety in the sets of tags employed by users. The study also discovers some measure 
of regularity in user activity, tag frequencies, kinds of tags used and bursts of 
popularity in bookmarking. On this basis, a dynamic model is proposed to predict 
stable tagging patterns. Golder and Huberman also discuss difficulties of 
folksonomies related to semantic and cognitive aspects of tags, such as problems in 
synonymy, polysemy and basic level variation.  

To overcome common issues in using tags, some new approaches, bent to exploit 
semantic techniques in collaborative tagging, have recently appeared in literature. 

Heymann and Garcia-Molina [9] describe an algorithm which aims to address the 
basic level problem by converting a large corpus of tags into a navigable hierarchical 
taxonomy. Tags are aggregated into vectors denoting the number of times a tag has 
been used for each annotated resource. A similarity function is defined and calculated 
using the cosine similarity between vectors, then a threshold is established to prune 
irrelevant values. Finally, for a given dataset a tag similarity graph is created 
exploiting the social network notion of graph centrality. Starting from the similarity 
graph and according to three fundamental hypotheses, namely hierarchy 
representation, noise and general-general assumptions, a latent hierarchical taxonomy 
is mined. The algorithm is tested on two different datasets, from del.icio.us and 
CiteULike, but only in the first case results are promising. 

In [17] the authors propose statistical techniques to mine the implicit semantics 
embedded in the different frequencies of co-occurrences among users, resources and 
tags in folksonomies. A probabilistic generative model is used to represent the user's 
annotation behaviour in del.icio.us and to automatically derive the emergent 
semantics of the tags. Synonymous tags are grouped together and polysemous tags are 
identified and separated. Moreover, the derived emergent semantics is exploited to 
discover and search shared web bookmarks. The initial evaluation shows that such a 
method can effectively discover semantically related bookmarks.  

Similarly to the previous work but with different aims, in [1] clustering techniques 
are applied to folksonomies. The authors propose a more effective searching, 
subscribing and exploring service which automatically generate clusters of tags. For 
tags used for the same resource, the algorithm counts the number of co-occurrences of 
any pair of tags. A cut-off point is established to distinguish between strongly and 
weakly related tags which are represented in an undirected weighted graph. The 
authors exploit an algorithm for graph clustering which introduces the modularity 
function for measuring the quality of a particular partition of nodes in a graph. The 
algorithm is tested on the RawSugar database and results are available at the 
RawSugar lab page1.  

Xu et al. [18] define a set of general criteria for a good tagging system to identify 
the most appropriate tags, while eliminating noise and spam. These criteria, identified 
through a study of tag usage by real users in My Web 2.0, cover desirable properties 
of a good tagging system, including high coverage of multiple facets to ensure good 

                                                           
1 http://www.rawsugar.com/lab 
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recall, least effort to reduce the cost involved in browsing, and high popularity to 
ensure tag quality. The authors propose a collaborative tag suggestion algorithm using 
previous criteria to recommend high-quality tags. The proposed algorithm employs a 
goodness measure for tags derived from collective user authorities to contrast spam. 
The goodness measure is iteratively adjusted by a reward-penalty algorithm, which 
incorporates content-based and auto-generated tags. These principles ensure that the 
suggested tag combination has a good balance between coverage and popularity. 
Preliminary results, coming from an experiment conducted on My Web 2.0, show that 
such an algorithm is effective in suggesting appropriate tags that match the expected 
properties.  

Schmitz [14] explores a model that leverages statistical natural language 
processing techniques to induce ontology from Flickr database. An existing 
probabilistic subsumption based model is adapted to existing tags set, adjusting the 
statistical thresholds to reflect the ad hoc usage, and adding filters to control the 
highly idiosyncratic Flickr vocabulary. The proposed model produces subtrees that 
generally reflect distinct facets, but can not categorize concepts into facets. Although 
resulting trees are manually evaluated, early results are promising compared to related 
subsumption models. Moreover a series of refinements to the model are planned to 
improve the accuracy and induce a faceted ontology. 

Finally, Gruber's proposal [6] is the establishing of a common format to achieve 
the interoperability among different tagging applications. Tags are considered as a 
form of voting and the act of tagging performed by users is compared to the 
innovation of incorporating the hyperlink as a measure of popular acclaim pioneered 
by Google. Two use cases, illustrating current issues in sharing tags across multiple 
applications, are presented as motivations of the need of a common conceptualization 
for representing tags meaning. The author proposes to create an ontology for tagging, 
the “TagOntology”, meant to identify and formalize a shared conceptualization of the 
tagging activity, as well as to develop the technology that commits to the ontology at 
the semantic level. 

5   Towards a Collaborative Approach for Ontology Evolution 

While most efforts, such as the above mentioned works, are focused on how to create 
better folksonomies, we propose an approach going to the reverse direction. Our goal 
is to exploit what is already provided by existing ontologies, such as explicit 
semantics and support for reasoning in combination with the ability of folksonomies 
to foster collaboration within a community. 

The vision we propose is a community of autonomous and networked users who 
cooperate in a dynamic and open environment. Each participant will organize some 
piece of knowledge according to a self-established vocabulary, create connections and 
negotiate meaning with other users within the community. 

Augmenting the involvement of users, by enabling community members to 
actively participate to the ontology evolution process is a key factor to achieve a 
community common ground. Starting from an existing ontology and allowing users to 
freely edit ontology classes, according to their personal vocabulary, can significantly 
improve the ontology maintenance process, complying with the knowledge drift. 
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However, current ontologies are usually manually written in standard formal 
languages, such as OWL2, through standalone toolkits, such as Protégé3. The 
requirement of background skills, such as the knowledge of the OWL syntax, and the 
lack of tools enabling a distributed and collaborative contribution to the ontology 
enrichment can severely hinder our vision. 

Given an initial ontology, we propose a collaborative ontology evolution system, 
which allows community members to add, modify, or delete existing and new 
ontology classes, according to their own needs. The editing of the classes does not 
require any special skill but it is allowed through the use of simple metadata, like 
adding tags in current tagging systems. 

An open rating system will also be provided, each time a user contributes to the 
evolution of the ontology this can be seen as a voting activity. Adding or editing a 
class can be seen as a vote for the new class added, while contributing to the ontology 
without editing existing classes (e.g. inserting new individuals) can be considered as a 
vote for an existing class. A measure of the quality of an ontology class can be thus 
calculated according to the weight average of all the votes obtained by the class. This 
rating system can lead the most popular names for a specific ontology class to rise to 
the top, while the less exploited ones will fall to the bottom, similarly to the behaviour 
of a tag cloud in a folksonomy. 

On the other hand, to support this collaborative ontology evolution, an 
environment providing distributed access and supporting itself group activity, such as, 
simultaneous viewing and editing, is needed. While distributed access can be 
provided by a common web interface the collaborative work can be ensured by the 
wiki technology.  

Wikis are themselves collaborative tools providing a community with web writing 
and browsing functionalities. Wiki systems typically provide an easy-to-use editing 
environment to create or modify content on the fly requiring no tool but the browser. 
They usually have a version control system to record modification of contents in order 
to show-up recent changes and the versions history, a user profile and concurrent 
conflict management system to enable multiple user editing the same contents, and a 
content navigation system that simplifies indexing, searching and linking wiki pages 
within a wiki system. 

On this basis, our purpose is to use the wiki technology to edit ontologies via the 
web, thus developing a Web Ontology Editor. A web-based interface will provide 
features to support collaborative editing, ontology evolution tracking (e.g., identify 
classes that have been added, deleted or modified), as well as browsing functionalities 
that allow users to search and navigate the ontology. 

An ontology module can be composed of one or more wiki pages, multiple users 
can edit the same content with version control and transaction management, and the 
ontology can be managed like a common wiki repository. Moreover, most wikis offer 
the opportunity to define customized markup. Users can associate predefined 
sequences of characters with commands that the wiki engine can interpret and 
execute, in order to render a new sequence of characters expressed in a different 
syntax. Therefore it is possible to define a set of custom markup tags corresponding to 

                                                           
2 http://www.w3.org/TR/owl-features/ 
3 http://protege.stanford.edu/ 
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the syntax of the ontologies, such as OWL or RDF syntax. When a wiki page is under 
editing, its custom markup is translated to user friendly text, such as HTML web 
page. This customized Wiki markup can be expressed in human readable syntax and 
like in current wikis users could create new contents simply by adding and modifying 
the source of an existing one. 

Adopting a collaborative approach for ontology maintenance is a challenging 
research topic for the benefits it can bring to conventional approaches [3]. 

Ontologies which are improved and used as a community reflect the knowledge of 
users more effectively than ontologies maintained by knowledge engineers who 
struggle to capture all the variety taking place within a lively community. 

Collaborative ontology editors can strengthen community participation in ontology 
development and maintenance process because users are enabled to autonomously 
change knowledge and look at changes that are triggered by their actions.  

Furthermore, classic ontology maintenance is expensive as one or more knowledge 
engineers have to be called on purpose. With community-driven ontology evolution, 
costs are split over a wide group of people who have a special interest in maintaining 
the ontology they use up-to-date.  

The proposed approach can be a first step toward a collaborative system capable of 
allowing ontologies to evolve mainly through the contribution of its users. A web 
ontology editor can relieve users of the system to know OWL syntax and allow them 
to contribute to the ontology by adding tags as proxies of metadata. 

Future work plan includes the development and evaluation of the proposed web 
ontology editor. We aim to show that such an environment can scale up and support 
collaboration among several users. A further step will be to explore how semantics 
can be achieved through collaboration among users without burdening the user 
experience. 
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Abstract. The recent success of social networking sites like mySpace, Friend-
ster, Orkut, LinkedIn, Ecademy and openBC indicates that extending one's so-
cial network through a virtual medium is a popular proposition.  The social 
networking paradigm can be integrated with the knowledge management field, 
in which sharing knowledge with others is a central issue. This paper investi-
gates how the social networking concept can be applied to support knowledge 
sharing between people. Together with common features in the architecture of 
social networking systems, a number of platform independent usage patterns are 
discussed that can support knowledge sharing between members. Finally, we 
present the open source KnoSoS system, which integrates the discussed archi-
tecture and usage patterns.  

Keywords: social networking, knowledge management. 

1   Social Networking Systems 

New computer mediated technologies, like instant messaging, voice-over-ip and video 
telephony have significantly lowered the cost of communication and, when compared 
to email, have made computer-mediated communication much richer. It is now possi-
ble to talk hours at a stretch to someone at the other side of the world at no cost be-
yond the basic Internet connection fee. Yet these technologies still do not provide all 
the cues that are available in a face-to-face conversation. When meeting a person over 
the Internet and interacting with him, it is difficult to find out if you are really inter-
acting with who the person claims to be. Furthermore, finding people on the Internet 
with whom you are likely to have interesting and useful conversations is not some-
thing that is likely to occur by chance. To make sure that people can represent their 
identity and to allow people with mutual or compatible interests to find each other, 
social networking systems have been created. The first social networking systems 
were dating systems, to which people turned to find a partner. Yet dating systems are 
not the subject of this paper, as they offer little to support knowledge sharing.   

Through systems like Orkut, MySpace, LinkedIn, O’Reilly Connection, Ecademy 
and OpenBC, the social networking paradigm is spreading quickly on the Internet as a 
way for people to develop an online social life. Spearheading this change are Ameri-
can social networking systems like Friendster, Orkut and MySpace. In May 2006, the 
latter had 76.524.752 members, which is roughly equivalent to the population of 
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countries like France or Germany. On 19/06/2005, mySpace was sold to Rupert Mur-
doch’s News Corp for 580 million $, indicating that social networking systems are 
very actual material and that, if they are not yet the business of today, they are proba-
bly the business of the future.    

Considering the success of systems like MySpace, it is obvious that young people 
are currently spending a lot of their time online, using computer mediated communi-
cation and social networking systems to express their personality and meet with 
friends. It is likely that, as these people grow older and enter the work force, they will 
be accustomed to these technologies and will expect to be able to use them in their 
work environment.  

By presenting the common architecture of social networking systems and a number 
of general usage patterns, this paper indicates how social networking systems can 
support knowledge sharing. This is relevant both within large organisations, between 
organisations or between individuals without organisational affiliation. Yet before in-
dicating how social networking systems can benefit knowledge sharing, it is neces-
sary to present an overview of some issues related to the sharing of knowledge. 

2   Knowledge Sharing  

One of the central issues in the knowledge management field has always been the 
sharing of knowledge [12]. Knowledge sharing can occur in what we call the passive 
and the interactive mode. In the passive mode, the source, who owns the knowledge, 
externalises his knowledge and stores it as information. The receiver, who wishes to 
use the knowledge, assimilates the knowledge but has no way of formulating feed-
back to the source. Unlike what is the case for passive knowledge sharing, interactive 
knowledge sharing involves a possibility for the receiver to provide the source with 
feedback. From a constructivist perspective, individuals are seen as possessing their 
own unique understanding of the world. As a consequence, communication is by 
definition complicated as it confronts different mental models. [7]. The possibility to 
produce feedback can thus be essential in situations where the receiver does not un-
derstand the information, provided by the source. The source can then re-formulate 
his knowledge in a way that is more suited to the needs of the receiver1 

Passive knowledge sharing has the great benefit of being highly reusable. The 
source externalizes his knowledge once and the resulting information can be reused 
many times by different receivers. Yet the knowledge, which is made available 
through passive knowledge sharing, can go quickly out of date and there is a motiva-
tional problem. Indeed, people find it hard to contribute their knowledge to a vague 
audience if they do not have a clear view on the "return on investment" which they 
will obtain from sharing their knowledge [11]. 

Therefore, knowledge sharing must not only focus on passive knowledge sharing, 
but should also support interactive knowledge sharing. Both modes are useful and 
should therefore be present in and between organisations or between independent  

                                                           
1 Also, complex knowledge, which is highly intertwined with other knowledge components, re-

quires an interactive mode of knowledge sharing, as the receiver may need to obtain some 
context knowledge in order to correctly understand the knowledge of the source. 
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individuals. Support for the passive mode has been around for over a decade in the 
form of information management approaches, focussing on storing information in da-
tabases. We argue that a focus on the interactive mode of knowledge sharing is neces-
sary and that applying concepts of social networking systems in addition to new rich 
computer-mediated communication technologies can support this. In the next section, 
the common architectural features of social networking systems are presented. 

3   Common Features of Social Networking Systems 

A study of existing social networking systems (mySpace, Friendster, Orkut, LinkedIn, 
Ecademy and openBC) has revealed a common architecture, depicted in figure 1 
[2][3].  In the individual space, the user is allowed to create a personal profile, con-
taining structured and unstructured information. The structured information part of the 
profile contains information on different facets of the individual's personality. These 
facets vary between systems. Indeed, where some systems concentrate more on creat-
ing friendship relationships (e.g. mySpace, Friendster and Orkut), others are focused 
on creating business relationships (e.g. LinkedIn, Ecademy and openBC). Information 
on for example one's musical taste would be interesting to have in a friendship-
oriented system, but less interesting in a business-oriented system. In practice, each 
social networking system contains different fields in which structured information can 
be entered. The unstructured fields allow people to create a free and rich representa-
tion of their own identity. Wysiwyg editors are provided to create webpages contain-
ing text, images, movies and sound clips. In addition, some systems allow people to 
create blog entries, which further enrich a person's profile. 

In the dyadic2 space, users create contacts with whom communication can be un-
dertaken over the internal messaging system. This internal messaging system is very 
similar to an email system, but has the advantage of being able to shield a user's ex-
ternal email address. The message, which is sent over the internal messaging system, 
is forwarded to the user's external email account, without the need for the sender of 
the contact to know the email address of the receiver. This is a necessary measure to 
prevent social networking systems from becoming vehicles for email spamming.  

Another element of the dyadic space is the possibility for both members of a dyad 
to create feedback on the other member of the dyad. In different analysed social  
networking systems, this can be done by rating certain characteristics of the other 
member of the dyad, or by writing testimonials on this person [2]. We call such sig-
nals, "identity feedback" and have found it to be important in the creation of a sense 
of trust in social networking systems. Indeed, such systems create many relationships 
that are purely virtual in nature, which results in a need for the members of the system 
to evaluate the genuineness of the system’s users. 

Finally, the group space contains tools, which allow knowledge sharing between 
multiple people. This space constitutes the overlap between the areas of knowledge 
management, social networking systems and community informatics. In most sys-
tems, the tools, which are available in the group space, are limited to a forum on 
 
                                                           
2 A dyad is a relationship which has been acknowledged by both members of a relationship. 
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Fig. 1. General structure of social networking systems 

which members can post and read messages. There is still much room for improve-
ment in the group space, as it exists in current social networking systems, in order 
to better support knowledge sharing between multiple people. 

4   Pattern Languages 

Patterns describe common ways of solving problems. A pattern language is an or-
dered set of patterns that are tied together in a logical way. Problems arise in all do-
mains of human activity, making pattern languages a useful way to structure problems 
and solutions in different disciplines. Whereas the term was first introduced in archi-
tecture [1], pattern languages have been applied to many other fields, like education 
and object-oriented programming. In this paper, we do not claim to develop a pattern 
language, but present a number of loose patterns, which are the result of our analysis, 
development and usage of social networking systems for knowledge sharing. 

Each pattern has a name, a context, a system of forces and a solution. The context 
describes the conditions that must be taken into account to fully understand the prob-
lem and its solution. The system of forces describes the problem at hand and the solu-
tion describes how the problem is solved. An important point concerning patterns is 
that they are meant to be generic, applying to many different instances of the same 
problem. Translated to social networking systems for knowledge sharing, this means 
that we aim to formulate patterns that are applicable to social networking system in 
general, and should therefore be taken into account when designing such systems. The 
added value of a pattern does however not only lie in the solving of a problem. In-
deed, many others, like [13], see messy situations, which are the characteristic of  
human activity, as also problematic in their definition of the problem, besides the so-
lution. In other words, identifying the right problem is a challenge in itself when deal-
ing with human activity. 

The patterns which are presented next are the result of our experience with social 
networking systems (mySpace, Friendster, Orkut, LinkedIn, Ecademy and openBC) 
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and our insight in the issue of knowledge sharing. Other patterns have been developed 
or are in development (e.g. identity representation, rating of content, project manage-
ment), but cannot be discussed here due to a lack of space.  

4.1   Pattern 1: Creating Group Boundaries  

Context3 
Previous research [2][3] has established that there is a statitistically significant differ-
ence in the amount of exchanged messages between open and closed groups. The dif-
ference lies in the boundaries that exist around these groups. In an open group, every-
one can participate in the communications that are a part of the group's knowledge 
sharing activity. In a closed group, one needs to be a member4 to participate in the 
group's knowledge sharing activity. In the 1196 open groups of the Ecademy social 
networking system, 3 times less messages where exchanged on average, compared to 
the 304 closed groups in the system. 

This is in line with [9] who proposes that knowledge sharing will be more common 
in groups with a stable membership, due to a lower expectation of free-rider behav-
iour by other members of the group. Another point, which can support this higher 
knowledge sharing activity in closed groups, is the argument in [2] that the value of 
knowledge lies in the scarcity of the capacity to act that it produces. If one gives away 
one's knowledge to the whole world, as is the case in open groups, the scarcity of this 
capacity to act can seriously decrease, as others can readily assimilate the knowledge. 
Yet contributing knowledge to a group of people who share a certain interest can pro-
duce reciprocation benefits, originating from generalized social exchange between the 
members of the group [9]. If this group is closed, the contributor will feel he may re-
ceive these benefits, while only sharing his knowledge with a small subset of human-
ity. Thus, the benefits in the case of knowledge sharing in a closed group are more 
likely to outweigh the costs, due to the targeted nature of the knowledge-sharing act. 

Still, not all knowledge is essential to the economic position of the holder of the 
knowledge. Thus, some knowledge can be easily donated without harming the posi-
tion of the source. If this is the case, it can be in the interest of all the participants of 
the system and not only the members of a certain group to be able to access the posted 
content. In this case, posting to an open group seems opportune.  

In sum, both open and closed groups are necessary in social networking systems 
for knowledge sharing, making the creation of boundaries a central pattern in their 
functioning. The context, described in this paragraph, allows us to formulate 2 pat-
terns: creating groups with or without boundaries and creating content in groups. 
These patterns are discussed next. 

Problem 
How to create groups with and without boundaries?  

Solution 
Every user should be able to set up a group if he wishes to do so. At the time of crea-
tion, the person who takes the initiative for the creation of the group decides if the 
group should have an open or closed membership. In a closed group, mechanisms 
                                                           
3 The context, described in this section, is relevant to the first two patterns which are presented. 
4 Membership is often obtained by requesting it explicitly to one or more administrators. 
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should be provided which allow outsiders to apply for group membership. One or 
more group administrators should then be able to screen the application and grant or 
deny access to the group.  

4.2   Pattern 2: Tracking Content 

Context 
A social networking system, like the Internet in its totality, is an environment in 
which content is produced at a very high rate. The lowering of the content production 
threshold is what probably best defines the web2.0 paradigm. Indeed, systems that al-
low users to easily create and publish text, movies; audio clips etc are producing an 
explosion of content. This has accelerated the rate at which content is produced, but 
has also lead to an increased heterogeneity in content. This combination of high pro-
duction rate and content heterogeneity has resulted in a situation in which the structur-
ing of content by means of hierarchies or ontologies has become unfeasible.  

Problem 
How to keep track of heterogeneous content, which is produce at a high pace? 

Solution 
Allow users to add freely chosen tags to describe the content in the system in order to 
retrieve it later. In doing so, they create metadata, expressed in their own terms. A 
consolidation of all these tags constitutes a bottom-up taxonomy, created by the 
members of the social networking system. This taxonomy is a reflection of the vo-
cabulary, prevalent in the minds of the users. The absence of a controlled vocabulary 
and the immediate return on investment of retrieving tagged content by using one’s 
own words, is a real incentive for tagging content and tagging it a conscientious way. 

4.3   Pattern 3: Grasping Perspectives 

Context 
During a knowledge sharing process, it is important to be able to grasp the perspective 
of an individual or a group of individuals [5]. By providing users with a mechanism 
for creating boundary objects, it is possible to create a perspective that can then be 
used by others to quickly find out what the cognitive schemes of other people look 
like. Indeed, a boundary object by definition is an object that can be shared across 
perspectives [4]. This can facilitate knowledge sharing, as, according to social science 
perspectives like constructivism [7], different people hold different views of what 
constitutes reality. Therefore, visualising the perspectives of people through boundary 
objects can increase the insight that different parties of a communication have in each 
other's perspectives. This allows them to conduct a communication that is more tar-
geted to the perspective of the other participants in the communication. 

Problem  
How to create a visual representation of the cognitive perspective of a person or of a 
group of persons? 

Solution 
Use the tags which where attributed as a result of the previous pattern (content track-
ing) to create a cognitive network view which represents the way different tags are  
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related. This can be done, based on the principle of co-occurrence [8], by which two 
tags that reference a same resource, accessible through a URL, are linked by a rela-
tionship of strength 1. The strength of the relationship between the tags is incre-
mented by 1 each time the 2 tags are used together to reference a concept. Thus, if 
knowledgeSharing and socialNetworking have been used together 20 times together 
to reference a resource, their association’s strengths will be 20. This approach can be 
used to create visualisations of independent perspectives, but can also be used to 
merge individual perspectives into a group perspective.  

5   Knosos  

In this section, we present the open-source KnoSoS system and the way in which it im-
plements the architecture and usage patterns which have been developed earlier. As the 
KnoSoS system is open-source and freely available, it is possible to use the system for 
knowledge sharing and to quickly develop and test new additions to the social network-
ing paradigm. Hence it can be deployed in and customized to different environments, 
like multinationals, governmental or non-governmental organisations. Furthermore, 
KnoSoS implements the architecture and all the patterns which have been discussed., 
which is not the case for all social networking systems (cf. in tables 1 and 2).  

Table 1. Support of the 3-layer architecture by different social networking systems 

System Individual space Dyadic space Group space 
OpenBC X X X 

Ecademy X X X 
Orkut X X X 
mySpace X X X 

O’Reilly Connection X X - 
linkedIn X X - 
KnoSoS X X X 

Table 2. Support of the 3 patterns by different social networking systems 

System Pattern 1 Pattern 2 Pattern 3 
OpenBC X - - 

Ecademy X - - 
Orkut X - - 
mySpace X - - 

O’Reilly Connection - - - 
linkedIn - - - 
KnoSoS X X X 
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Table 1 shows that most social networking systems support the 3-layered architec-
ture. In table 2, however, it is clear that of the proposed patterns, only pattern 1 seems 
to be supported by most social networking systems. Patterns 2 and 3 are only sup-
ported by KnoSoS. Yet these patterns are important to the support of knowledge shar-
ing. Therefore, KnoSoS is probably more suited for the support of knowledge sharing 
than are other existing systems. 

Subsequently, the implementation of the 3 usage patterns in the KnoSoS system is 
addressed briefly. For a detailed description of KnoSoS and how this system imple-
ments the 3-layer architecture as well as present and other patterns, the reader can 
visit and test the system5. 

5.1   Pattern 1: Creating Group Boundaries 

KnoSoS, like a number of other social networking systems, allows the administrator 
of the group to make it open or closed. If a user wants to access an open group, this 
can be done without extra effort. To become member of a closed group, however, the 
user needs the approval of the administrator. 

5.2   Pattern 2: Tracking Content 

The tracking of content is done by allowing users to add tags to the different types of 
content which are available in KnoSoS. The basic content types are blogs, forum 
posts and books. The latter contain collaborative writing features. Additional custom 
content types can be added by the administrator of the system. This is useful for creat-
ing repositories of hyperlinks, papers, idea proposals, etc… Each of these content 
types can be tagged by the user who visits the specific content. In addition to allowing 
the user to keep track of the content in the system, the tagging functionality provides 
metadata which will allow subsequent development of more advanced features, like 
the matching of content to users, the matching of users to each other and the devel-
opment of bottom-up ontologies. Whereas these topics require further research, one 
use of the metadata created by users has already been implemented in the form of 
boundary objects. This is discussed subsequently.   

5.3   Pattern 3: Grasping Perspective 

The tags, produced through the application of pattern 2, are used to create a map of 
the perspective of a user. This is done by means of a Java applet which we developed, 
called TagViz6. The relationships between the tags are inferred based on the co-
occurrence method, described in section 4.3.  

At the time of writing, only the perspectives of single users could be visualised, but 
efforts are under way to visualise the perspectives of sets of users. In this way, it will 
be possible to visualise the perspective of a whole group. This visualisation of  
 

                                                           
5 The system can be tested at www.knosos.be. KnoSoS is a distribution of the open-source 

Drupal content management systems to which custom modules have been added. 
6 TagViz is available for testing at http://www.knosos.be/sandbox/tagviz/index.html  
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Fig. 2. Visualisation of part of a personal perspective through a boundary object, constructed 
from the tags in a KnoSoS account 

perspectives is expected to facilitate knowledge sharing between users and the local-
isation of users with specific knowledge. Whether this is truly the case offers an inter-
esting opportunity for future research. 

6   Conclusion 

This paper proposes that passive knowledge sharing should be complemented with in-
teractive knowledge sharing approaches and that the social networking paradigm is 
well suited to allow this.  From experiences by participating in -and designing- social 
networking systems, 3 patterns have been distilled to enhance social networking sys-
tems for knowledge sharing. Furthermore, it was discussed that most present social 
networking systems share a common architecture based on 3-layers. . 

The open-source KnoSoS system builds on this common architecture and imple-
ments the presented patterns At the moment it acts as a platform in which new  
techniques can be tested. One particular improvement which will be pursued in the 
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immediate future is the matching of users to each other and the matching of users to 
content. The tags which are produced as a consequence of using the systems will play 
a major role in this. A beta version of the KnoSoS system can be tested on 
www.knosos.be. 

References 
1. Alexander, 1977, A Pattern Language: Towns, Buildings, Construction, New York: Ox-

ford university press 
2. Coenen, T, 2006, Knowledge sharing over social networking systems, forthcoming PhD 

dissertation 
3. Coenen, T, 2006, Structural aspects of social networking systems, Proceedings of Web-

based communities 2006, San Sebastian, Spain 
4. Carlile, P R, 2002, A Pragmatic View of Knowledge and Boundaries: Boundary Objects in 

New Product Development, Organisation Science, Vol 13, No 4, p 442-455 
5. Boland, R J, Tenkasi, R V, 1995. Perspective making and perspective taking in communi-

ties of knowing. Organisation Science, Vol 6, p350-372. 
6. Daft, R, Lengel, R, 1986, Organisational Information requirements, media richness and 

structural design, Management science, Vol 32, p554-571 
7. Fosnot, C.T., 1996, Constructivism: a psychological theory of learning, in Fosnot, C.T., 

1996, Constructivism – theory, perspectives and practice, , New York: Teachers Press  
College 

8. Heylighen, F, 2001b, Mining Associative Meanings from the Web: from word disam-
biguation to the global brain in Temmerman, R (ed.), Proceedings of Trends in Special 
Language and Language Technology, Brussels: Standaard Publishers,  http://pespmc1. 
vub.ac.be/Papers/MiningMeaning.pdf 

9. Kollock, P, 1999, The economies of online cooperation, in Smith, M A, Kollock, P (eds), 
Communities in cyberspace, London: Routledge, p220-239 

10. Markus, M L, 2001, Toward a Theory of Knowledge Reuse: Types of Knowledge Reuse 
Situations and Factors in Reuse Success, Journal of Management Information Systems, 
Vol 18, No 1, p57-93 

11. Nahapiet, J, Goshal, S, 1998, Social capital, intellectual capital and the organisation ad-
vantage, Academy of Management review, No 23, p242-266 

12. Nonaka, I, Takeuchi, H, 1995, The knowledge-creating company, Oxford University press, 
New York 

13. Vennix, J, 1996, Group model building: facilitating team learning using system dynamics, 
Chichester: Wiley   



Metadata Mechanisms: From Ontology to
Folksonomy ... and Back

Stijn Christiaens

Semantics Technology and Applications Research Laboratory
Vrije Universiteit Brussel

stijn.christiaens@vub.ac.be

Abstract. In this paper we give a brief overview of different metadata mecha-
nisms (like ontologies and folksonomies) and how they relate to each other. We
identify major strengths and weaknesses of these mechanisms. We claim that
these mechanisms can be classified from restricted (e.g., ontology) to free (e.g.,
free text tagging). In our view, these mechanisms should not be used in isola-
tion, but rather as complementary solutions, in a continuous process wherein
the strong points of one increase the semantic depth of the other. We give an
overview of early active research already going on in this direction and propose
that methodologies to support this process be developed. We demonstrate a pos-
sible approach, in which we mix tagging, taxonomy and ontology.

Keywords: tagging, folksonomy, community informatics, faceted classification,
ontology, Semantic Web.

1 Introduction

The vast amount of information currently available can make finding the exact piece of
information a tedious process. Despite todays raw search engine power, finding what
you seek sometimes requires something more fine-grained, something more specific.
For instance, you visit your town’s website when you try to find a form for their admin-
istration, not a generic search engine. The problem in todays information sources is that
the data is highly unstructured [1] or semi-structured and that meaning is only visible
to human agents. Homepages, blogs, forums and others contain valuable community-
produced knowledge, but the search engines have difficulties identifying and retrieving
the knowledge you are looking for.

The Semantic Web [2] is the next generation of the WWW, a Web in which all con-
tent has machine-processable meaning. This Semantic Web provides all the functional-
ity needed to build the Pragmatic Web [3,4] on top of it. Communities will no longer
search, but rather find and use information in this Pragmatic Web. The explicit meaning,
understandable by both human and machine agents, attached to content is necessary for
proper information retrieval and usage.

It is clear that mechanisms are needed to incorporate or annotate content with seman-
tics, with some form of meaning in order to increase machine-understanding. Research
on the Semantic Web as well as current trends in the Web (the so-called Web 2.0 [5])

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 199–207, 2006.
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resulted in several mechanisms. However these mechanisms do not all provide the same
semantic depth. They have different goals, users and granularities.

In section 2 we give an overview of currently existing mechanisms. We describe their
purpose and their main strong and weak points. We then discuss how these mechanisms
could benefit from the others in section 2.3 and list some early research in this direction.
We give an example of mechanism cooperation and how it benefits communities in
section 3. Finally, we end with conclusions and suggestions for possible future work.

2 Meaning Mechanisms

In this section we give a brief overview of several meaning mechanisms. It is not our
intention to fully describe each of these mechanisms, but to introduce (or refresh) them
to the reader for facilitation of further sections.

2.1 Overview

The earliest form of metadata to describe meaning is the introduction of keywords.
These are labels with which the author (creator, publisher, ...) of the content describes
his content. In the early days of the web, these keywords could (and can still) be used
by search engines for information retrieval.

Tagging is the process of describing the aboutness of an object using a tag (a descrip-
tive label). In the current (so-called) Web 2.0 trend (e.g., http://del.icio.us), tagging is
done by the observers of the content. These tags can now be shared and used by all
members of the community. The organic organization that grows through this sharing
was coined folksonomy by Thomas Vander Wal [6]. Vander Wal [7] distinguishes be-
tween a broad and a narrow folksonomy. In a broad folksonomy all users can tag the
visible content, while in a narrow folksonomy only the author tags his content.

A taxonomy is a hierarchical classification of things. It is mostly created by the
designer of the system or a knowledge engineer with domain knowledge. Authors (or
categorizers) must find a good place in this hierarchy to position their content.

In faceted classification [8], objects are described by facets. A facet is one isolated
perspective on the object (e.g., color of wine). Each facet has a set of terms that are
allowed (e.g., red and white for wine color). According to Kwasnick [9] there are
many advantages in faceted classification, in particular the flexibility and the pragmatic
appeal.

Gruber [10] writes that an ontology is an explicit specification of a conceptualiza-
tion. An improved definition was provided by Borst [11]: ontologies are defined as a
formal specification of a shared conceptualization. Ontologies are seen as the technol-
ogy to enable the Semantic Web and many ontology languages and approaches have
been developed [12], for instance RDF [13] and OWL [14].

2.2 Comparison

We will focus on the main contributions of the meaning mechanisms described in the
previous subsection. It is not our intention to perform a full-scale analysis of all mech-
anisms, but rather to identify major strengths and weaknesses.
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The author-created keyword provides a very precise (high quality) view on the con-
tent. Unfortunately, they form a one-person perspective. His information can never
equal the amount that an entire community can deliver (low quantity). Narrow folk-
sonomies suffer the same disadvantages as author-created keywords as they are very
similar1. Broad folksonomies break free of the one-person-perspective and deliver an
entire community-view on the content. The drawback is of course the quality of the
metadata. For instance, a tag ”toread” is not very useful except for the person who la-
beled the content that way. A folksonomy can also be used to compile a tag profile for
users. This way, both content and people can be found (see e.g. [15]).

On the other hand, we have the more heavy-weight mechanisms. High quality tax-
onomies, facet classification and ontologies are costly to create and maintain. The most
expensive in creation and maintenance is an ontology. It requires consensual agreement
on its contents from community members. Their main benefit is that these mechanisms
deliver very rich meaning. For instance, if information is annotated by means of an
ontology, it can be queried for specific information using a conceptual query language
(e.g., [16]), much like a database can be queried (e.g., using SQL2). However, given
that most searches on the web are restricted to one or two keywords, it seems not likely
that people will learn to use such a query language. These mechanisms seem the most
distant from real-world users and are criticized as such (e.g., [17]).

2.3 Mechanism Collaboration

As we explained in the subsection, each mechanism has its own advantages when com-
pared to the others. We propose to divide the mechanisms in two groups: free and re-
stricted. A free mechanism is one that allows anyone (both creator and observer) to
annotate the content with any label he desires. A restricted mechanism is one that fixes
the metadata, and all content must satisfy it. Observers can not annotate the content
with their own labels. Free mechanisms are popular, but receive critique that the result-
ing information might not be of the desired quality. Restricted mechanisms seem less
popular, but provide higher quality metadata. However, they are said to be too static,
too inflexible for the ever evolving real-world situation.

Fig. 1. Continuous feedback loop

1 Similar, but not the same, as keywords are placed in technology (e.g., HTML) and for use by
agents (e.g., a crawler) and narrow folksonomies are displayed next to the content for use by
both human and machine agents.

2 http://en.wikipedia.org/wiki/SQL
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In Figure 1 the listed mechanisms3 are positioned according to our division. The
feedback loop in the figure indicates the way to go in meaning mechanisms. This closely
corresponds to the SECI model [18], where tacit knowledge is made explicit, combined,
and converted again to add to the existing tacit knowledge. Ideally, a third zone should
be created, a gray area where meaning can benefit from both free and restricted mecha-
nisms4. In our opinion, this will result in a system that receives the benefit from the free
zone (quantity) as well as from the restricted zone (quality).

Research in this gray zone is in its early stages and seems mainly focused on pushing
systems in the free zone towards more quality (e.g., [19,20]). We believe this is because
of the current popularity of these systems. Other research (e.g., [21,22]) takes meaning
in the restricted zone as the seed in order to guide users to richer annotation. In the on-
tology world, we mention DOGMA-MESS [23], an ontology engineering methodology
for communities. It succeeds in bringing the restrictedness of ontology a step closer to
the free zone in a messy, but structured and guided process.

Apart from improvements based on benefits of one side (either free or restricted),
methodologies and mechanisms should be created that actually use and reinforce the
gray zone (and thus both sides as well).

3 The Guide: A Research Lab’s Memory

3.1 Folksonomy and Taxonomy

The Guide is the community portal in STARLab5. The community members are the
people working at STARLab. The Guide is powered by Drupal6, an open source con-
tent management system. Its modular approach and multitude of possibilities deliver
an endless plethora of possibilities for community plumbing. At STARLab, we use the
Guide to remember and retrieve all useful information (ranging from technical issues
over team building to deep theoretical disscussions). Some content is completely free
(e.g., a blog post can be about anything), while other information has to be placed in
special containers (e.g., book pages and forum topics). All posts have to be tagged by
the author herself. This way a narrow folksonomy emerges in the Guide, which we can
visualize in a tag cloud7.

Figure 2 displays the Guides’ tag cloud at the age of month six8. The figure also
displays part of a taxonomy we distilled from the tag cloud. We analyzed all available
tags in order to get a good insight in the emerging categorization. We then grouped

3 Note that our list of mechanisms is not an exhaustive one. Other mechanisms may (and prob-
ably do) exists and will fit in this division as well.

4 According to the conjunction of ”folk” and ”taxonomy”, a folksonomy would seem to be in
the gray zone already, but there is no restriction present in a folksonomy. It is simply a flat list
of tags that users attach to all content. More quality is needed to move it to the gray zone.

5 http://www.starlab.vub.ac.be
6 http://www.drupal.org
7 http://en.wikipedia.org/wiki/Tag cloud
8 Note that the topics RoadMap and RoadMap preparation are the largest in display. As we

are currently in the process of construction a RoadMap at STARLab. The tag cloud correctly
represents these as hot topics as a lot of people tag current posts in this area.
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Fig. 2. From tag cloud to taxonomy in the Guide

relevant tags together (e.g., RoadMap and RoadMap preparation) and ordered them
from generic to specific. Finally, we looked for even more generic terms to label the
groups (e.g., Strategy). The end-result was a basic taxonomy that brings more structure
to the Guide. The approach we use here is rather ad-hoc, and if different people (or even
the same person at different times) create the taxonomy in this manner, we would end up
with different results. However, for our current research the end-result is satisfactory. It
is clear that the content will evolve continuously implying that the taxonomy will have
to follow this evolution. This update will have to occur frequently, and as such, it is
important that the construction of the taxonomy is kept as light (viz. neither complex
nor time-consuming) as possible.

3.2 Guide Ontology

In order to take full advantage of all content present, we used the STARLab’s
DOGMA [24,25] approach to build a basic ontology for our Guide. This ontol-
ogy captures the meaningful relations between all information objects in the Guide.
Figure 3 displays the Guide ontology in NORM tree representation [26]. The for-
malization of the meaning in the ontology will allow us to perform reasoning and
provide easy rule creation. For instance, because the system knows that Post
causes Comment and that Post is categorized by Tag, we can easily
add a rule stating that if Comment ’C’ belongs to Blog Post ’BP’ and
Blog Post ’BP’ is categorized by Tag ’T’, that Comment ’C’ is
categorized by Tag ’T’ is valid as well. If we combine this with knowledge
present in the taxonomy, we can for instance find from Forum Topic ’id54’ is
categorized by Tag ’Dogma Studio’, that Forum Topic ’id54’ is
categorized by Tag ’Development’ is true as well.

This ontology describes the Guide overall content system. As this is relatively static9,
the ontology will also be static. We foresee that we will have to update the ontology
rarely.

9 Relative, as new types of posts (e.g., events) can be added in Drupal using modules.
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Fig. 3. Guide ontology in NORM tree representation. Gray-colored concepts represent duplicate
occurrences appearing in the browsing process. These are included in the visualization in order
to create a complete local context of the concept in focus.

3.3 Example Application

In the previous two subsections, we described how we enriched our Guide with both a
taxonomy (to bring structure to the user-created tags) and an ontology (to describe the
structure of the Guide itself). Now that this extra meaning is attached to the content,
we must find ways in which we can usefully apply it. This way we can deliver valuable
extra functionality to the users. We will demonstrate how we can achieve expert-group
construction through our enriched Guide.

Suppose a new researcher starts working at STARLab. She is very interested in
learning all about STARLab’s previous, current and future work. The Guide holds all
this information, but despite10 both the tags and the structured posts (forum, book
pages, ...), she feels a little unsure about where to start. She would like to get in touch
with the right people, to ask the right questions and get the right answers. She navigates
to the Expert Finder page. The new researcher is asked what she would like to know
more about. She types ’Development’, because she wants to talk to the people who
built the tools for full understanding. The Guide now searches all posts that have been
tagged ’Development’. This search results in too few posts, so the system adds the
tags ’Dogma Studio’ and ’Concept Definition Service’ as these are categorized under
’Development’ in the current taxonomy (see subsection 3.1). The Guide now looks
at the people who created these posts and at the people who commented on these
posts (see the rule example in subsection 3.2), and ranks them as experts according to
their activity in these posts. The system sets up a new forum topic saying that there
is a new researcher looking for information about develoment in STARLab. It invites the

10 Or maybe because of the amount of structure and tags, as a large amount of such information
is just as difficult to handle as a large amount of actual content.
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two highest ranked experts11 by email to discuss development issues with the new re-
searcher. As soon as she determines that all answers are found, she can close this topic.
If another new researcher comes by and looks for experts on ’Development’, he will
first be guided to the existing forum topic. If he does not find what he is looking for
there, the process can start again.

The approach we followed and our example application can easily be transferred
to other real-world problems. Consider the problem of integration of a community of
immigrants into a native population. For these people, getting started is very difficult,
as the amount of information is much greater than present in our Guide. The language
aspect only adds to the complexity. A visit to the webpage of the town might help, but
this community would benefit much more from a separate information source, targeted
to their specific problems concerning integration, much like our Guide. The town’s
administration could offer a basic setup like a community portal, with some high-level
structure (corresponding in general to the native information pages) and a less restricted
part (like blogs). In cooperation with active individuals from the integrating community,
this setup could be presented in the correct language. All community members are
invited to join this portal and encouraged to locate and post solutions to issues there.

For instance, someone needs a form to indicate that he desires his administrative
mails in French, rather than in Dutch. After several difficult visits to several adminis-
trative services, he locates the appropriate form and procedures. He posts the specifics
of his administrative adventure on the portal (in a blog or specific forum topic) and tags
it appropriately in his own language. On regular intervals, the folksonomy is converted
into a taxonomy, which is coupled with the native town portal’s information as well.
Using functionality as described in our Guide example, the details on how to otbain
and use the form can be located even more easily. The original discoverer of this infor-
mation will be regarded as an expert. This approach will encourage people to use the
system, and as such, make it usable and turn it into an active community driver.

4 Conclusions and Future Work

In this work we gave a brief overview of several meaning mechanisms and what their
main advantages are. We divided these in free and restricted mechanisms and stated
that free mechanisms tend to provide quantitative (but flexible) data, while restricted
mechanisms could deliver more qualitative (but static) data. We identified the gray
zone, which combines both sides and joins quality with quantity. Which side actually
seeds the process of meaning generation is less important. We claim that there is need
for processes and methodologies to support the continuous feedback loop legitimately.
Both the community members and knowledge engineers must be active players in these
processes in order to reach and benefit from the gray zone of meaning mechanisms.
Only by combining quality with quantity in a legitimate manner can we achieve truly
meaningful metadata. Meaningful not only for humans or machines, but for both. The
example based on our Guide shows that it is indeed beneficial to move into the gray

11 Note that these two people might not be regarded as the best develoment experts by their
colleagues, but their number of posts indicate that they might be the most helpful. In the end,
this is what is important for our current search.
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zone. Using only basic meaning mechanism collaboration, we transformed the tags into
a taxonomy and combined it with an ontology. The end-result was a system that pro-
vides a lot of possibilities for empowering communities. We gave a brief example on
how to apply our approach in other, more significant real-world problems.

Future work should focus on this gray zone, and methodologies and mechanisms
that thrive there. We described research that already entered this area, and we feel that
these results provide motivation and grounds for more research. In our own work, we
will focus on how we can improve our Guide example. Our current approach was rather
ad-hoc (e.g., conversion of tags into taxonomy). We need to research further how we
can turn this into solid meaning formalization and negotiation. Furthermore, we have
to look at ways to create even more integration between the different mechanisms. We
will also have to keep working on how we can then bring all this to actual application,
and how this approach can benefit community members.
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neering. Springer-Verlag New York, LLC, 2003.

13. Eric Miller and Frank Manola. RDF primer. W3C recommendation, W3C, February 2004.
http://www.w3.org/TR/2004/REC-rdf-primer-20040210/.

14. Frank van Harmelen and Deborah L. McGuinness. OWL web ontology language overview.
W3C recommendation, W3C, February 2004. http://www.w3.org/TR/2004/REC-owl-
features-20040210/.

15. John Ajita and Dorée Seligmann. Collaborative tagging and expertise in the enterprise,
WWW2006, Edinburgh, UK.

16. Anthony C. Bloesch and Terry A. Halpin. Conquer: A conceptual query language. In ER ’96:
Proceedings of the 15th International Conference on Conceptual Modeling, pages 121–133,
London, UK, 1996. Springer-Verlag.

17. Clay Shirky. Ontology is overrated: Categories, links, and tags, 2005. http://www.shirky.
com/writings/ontology overrated.html.

18. Ikujiro Nonaka and Noboru Konno. The concept of ba: Building foundation for knowledge
creation. California Management Review Vol 40, No.3, Spring 1998.

19. Zhichen Xu, Yun Fu, Jianchang Mao, and Difu Su. Towards the semantic web: Collaborative
tag suggestions, WWW2006, Edinburgh, UK.

20. Patrick Schmitz. Inducing ontology from flickr tags, WWW2006, Edinburgh, UK.
21. Yannis Tzitzikas and Anastasia Analyti. Mining the meaningful term conjunctions from

materialised faceted taxonomies: Algorithms and complexity. Knowledge and Information
Systems 9(4), pages 430–467, 2006.

22. Judit Bar-Ilan, Snunith Shoham, Asher Idan, Yitzchack Miller, and Aviv Shachak. Structured
vs. unstructured tagging - a case study, WWW2006, Edinburgh, UK.

23. A. de Moor, P. De Leenheer, and R.A. Meersman. DOGMA-MESS: A meaning evolution
support system for interorganizational ontology engineering. In Proc. of the 14th Interna-
tional Conference on Conceptual Structures, (ICCS 2006), Aalborg, Denmark, Lecture Notes
in Computer Science. Springer-Verlag, 2006.

24. P. De Leenheer and R. Meersman. Towards a formal foundation of dogma ontology: part i.
Technical Report STAR-2005-06, VUB STARLab, Brussel, 2005.

25. P. De Leenheer, A. de Moor, and R. Meersman. Context dependency management in on-
tology engineering. Technical Report STAR-2006-03-01, VUB STARLab, Brussel, March
2006.

26. Trog D. and Vereecken J. Context-driven visualization for ontology engineering. Master’s
thesis, Vrije Universiteit Brussel, 2006.



R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 208 – 217, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Virtual Individual Networks: A Case Study 

Licia Calvi 

Centre for Usability Research (K.U.Leuven) - IBBT  
E. van Evenstraat 2A, 3000 Leuven, Belgium 
licia.calvi@soc.kuleuven.be 

Abstract. The paper will present the results of an empirical research dealing 
with the concept of virtual individual networks. This is a special case of social 
computing, in what it focuses on the concept of networking but from the point 
of view of an individual who is engaged in social relations (i.e., networking, 
indeed). The emphasis is also more on the social needs of individuals while 
networking and not so much on the technology tout court, although, of course, 
the identification of the individual social needs while networking will be used 
to define the requirements of the technology that might be used to this end.  

Keywords: Social computing, communities, individual requirements. 

1   Introduction   

Everybody is, consciously or not, a member of several networks or communities: 
family networks, communities of friends, of colleagues, of people sharing the same 
interests and passions. These ties normally originate and are maintained with direct 
contacts, but the advent of new technologies makes the shift towards virtual (in a wide 
sense) contacts not only possible, but in some cases, when it enhances and strengthens 
them, even desirable. 

The paper presents the results of an empirical research dealing with the concept of 
virtual individual networks. This is a special case of social computing, in what it 
focuses on the concept of networking but from the point of view of an individual who 
is engaged in social relations (so, in networking). The emphasis here is therefore 
mainly on the social needs of the individual who is engaged in networking with a 
view on the requirements of a possible technology that might be used to empower 
such networking. The identification of the individual social needs while networking in 
a real-life setting will be therefore used to define the requirements of this technology. 

The paper is structured as follows. First, we will define the theoretical framework 
in which our empirical study was carried on, i.e., by giving a definition of 
communities and of virtual individual networks in particular. Then, the specific case 
study will be presented. Two hypotheses were formulated about social networking 
and about their consequences on the individual social life. They were tested by using 
a methodology that consists of a combination of in vitro and in situ techniques. The 
results of this experimental case will be discussed and they will be eventually 
generalized to support a wider community requirements modeling. 
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2   Virtual Communities1  

Different theories, several definitions, and various typologies of virtual communities 
exist (see, for instance [4], [5], [6], [7], [10]). However, we refer here only to one 
such formalization [10] because this is the one we have used to build the conceptual 
framework this research is based upon. And although there may seem to be no need 
for an additional model to explain virtual communities, we instead believe that a 
theoretical basis is necessary to frame and understand the study presented in this 
paper. 

2.1   A Centripetal Movement in Virtual Community Development   

According to Wang and al. [10], a virtual (or on-line) community can be defined by 
the intersection of three different factors. Such factors are place, symbol and virtual. 
They see them as the edges of a hypothetical triangle, meaning that they are equally 
important [10]. We follow this triple classification, but we rather see these elements 
as concentrically juxtaposed as they impact upon the notion of virtual community in a 
centripetal way (Fig. 1).  

 

Fig. 1. Taxonomy of on-line communities 

This movement starts at the most exogenous level, which corresponds to place. At 
first, indeed, a community is associated with a place because real communities are 
normally established in a physical location. Physical space is however not simply 
denoted at macro level, i.e., in the dichotomy urban/non-urban, but also at micro 
level, i.e., it can presuppose a further division within the urban concept of place 
towards any dedicated yet still physical place, like a sport club or a recreation centre, 
representing any activity which keeps several people together.  

In this disaggregating movement, when the physical dimension is loosened, a 
community mainly rests on its symbolic connotation: its members ascribe a value and 

                                                           
1 An earlier version of this part was presented at the CRESC Conference on Media Change and 

Social Theory, in Sept., 2006. 
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a meaning in being together, (see, also, in [8]), they identify the community as having 
a certain identity and create their own just by participating in this community life. 

In its core, however, an on-line community is just virtual simply because it exists 
regardless of any location, i.e., in a non-physical dimension, as a bond among people 
that in many cases do not know each other personally (at least, at the beginning of the 
community existence), but who gather on-line simply because they have some 
common interest or they have some other form of relation they want to cultivate. 
Representations of the effect of this centripetal movement are for instance chatrooms, 
newsgroups, discussion lists, i.e., all forms of CMC (computer-mediated 
communication) environments that heavily rely on the spaceless interaction among 
their participants. These interactions may take different forms, and shape different 
kinds of communities: communities of people with the same interest who simply want 
to exchange information on it over one of another electronic medium; communities of 
people who share a phatic relationship; or communities of people who have a mainly 
work-related interaction. What remains in all these cases is then the relation among 
people. Such communities are then relational, to use a definition coined by Gusfield 
[2], and in antithesis to what he calls territorial communities in that they are location-
unbound.    

Although Wang and al. claim that “the virtual community exists in the mind of 
participants” [10: 411], some communities actually originates on-line and remain 
circumscribed to this space (we will call them just-virtual), while others are instead 
the extension of some communities already existing in the real world (we will call 
them meta-virtual) or yet others, starting from their on-line origin, even develop (with 
some or all of their members) a real, physical existence that progresses in parallel 
with the virtual, on-line one (we will call them semi-virtual). In this sense, 
communities clearly do not only exist virtually or in the participants’ head2. An on-
line community then emerges as its physical connotation has dissolved, when its 
symbolic and aggregating elements are still present although not predominant (and 
vary depending on the nature of the community itself) and if its distinguishing aspect 
is characterized by it being on-line. 

2.2   Types of Relational Communities  

Depending on how the relation has originated and further evolved, three types of 
communities can indeed be distinguished (see above). These three typologies can also 
be represented taxonomically (Fig. 2). 

Figure 2 highlights the essential difference among these three forms of on-line 
communities:  

• just-virtual communities originate on-line and mainly remain such. In this case, 
the fact that some of its members may decide to meet in the real world is seen 
more as the exception that confirms the rule: it happens but not so much. 

                                                           
2 We have to specify here, however, that Wang and al. also use the term virtual as a synonym 

for real: “if one agrees that communication is the core of any community, then a virtual 
community is real whether it exists within the same physical locality or half a world away” 
[10: 411]. But our notion of reality implies the community being more linked to a physical 
existence. 
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Moreover, the outcome of transferring an on-line relationship in real life is not 
always successful. For the special case of chatters involved in a romantic, on-line 
relationship, for instance, statistics reveal that when the two people finally meet, 
in most cases the relationship is jeopardised and is then petered out (both in 
reality and on-line); 

• meta-virtual communities originate in the real world but later further extend on-
line; 

• finally, semi-virtual communities originate on-line but, at a certain moment, also 
develop in the real world with a consistent number of their members (what is a 
major difference compared to virtual communities going off-line, as in the special 
example mentioned above), giving rise to a parallel real-world community. This 
is for instance the case of some expat communities. “Italians”3, for example, an 
on-line community of Italian expatriates, initially started as a virtual place where 
Italians abroad could meet and talk about their experiences as emigrants. It soon 
developed into a forum where also non-expat Italians and even non Italians 
(living both inside and outside of Italy) could meet. Additionally, a series of real 
events4 started to be organised where all community members could meet and get 
to know each other personally. These events still continue, regularly. Clearly, the 
side effect of these official gatherings is that people start to develop one-to-one 
or, also, more dedicated relationships with a restricted group of participants that 
they carry on both on-line and in the real world5. 

 

Fig. 2. Taxonomy of on-line communities 

3   Experimental Study  

We conducted a study on the importance of communities in everyday life and on the 
way people normally keep up with their friends and acquaintances that are within 
their social network. In this experimental study, the focus was on what we have 
identified above as meta-virtual communities, on their establishing and maintenance, 
that is on communities whose members share a relation which is based on some sort 
                                                           
3  http://www.corriere.it/solferino/severgnini/ 
4  The so-called “pizze Italians”, i.e., dinners to eat a pizza which are organised in different 

cities.  
5  The difference between meta-virtual and semi-virtual communities is that for the former, the 

on-line exiustence is seen as an extension of its real world counterpart, and has therefore an 
ancillary role, whereas for the latter both existences, i.e., on-line and off-line, are equally 
important, although they might not involve all its members.  
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of common interest. The geographical character of these communities, although not 
really a conditio sine qua non, is certainly an important factor to keep the community 
alive and running.  

More specifically, our study investigated the possibility for these geographical 
communities to become meta-virtual communities. This happens when people start to 
use technology to amplify the possibility of sharing information and of cultivating the 
same interest, something that until that moment has mainly occurred off-line.  

As a side effect, we are also interested in studying whether communities which are 
based on the sharing of a common goal or interest by its members (e.g., organising a 
particular sport activity or sharing a passion for Austria, just to mention a few among 
the examples we came across) also imply a social bond among the members that goes 
beyond the declared objective of the community establishment and which may or may 
not be further strengthened by participating in a meta-virtual community life. 

We formulated a hypothesis about the possible subjects who might be interested in 
being a member of a virtual (in-the-large) community. Our hypothesis presupposes 
that these people are already members of a community and foresees the possibility for 
this community to further develop on-line. In this sense, it deals with the notion of 
meta-virtual community described above (see Section 2). 

This is a (persona) hypothesis (see Table 1). This states that everybody is, 
consciously or not, a member of several communities or networks. More precisely, 
the level of activity and the involvement within each of these communities vary 
depending on the individual’s role in it and his/her motivation why being in it and, 
consequently, on the particular nature of the ties with part or all of the other members.  

Table 1. Hypotheses under investigation 

Hypothesis 1 Everybody is, consciously or not, a member of several 
communities or networks. 

Hypothesis 2 The level of activity and the involvement within each of these 
communities vary depending on the individual’s role in it and 
motivation why being in it and, consequently, on the particular 
nature of the ties with part or all of the other members.  

In this analysis, we completely transcend from the discussion on-line vs off-line 
communities, i.e., over the existence of a continuum and over the blurring of a strict 
separation between these two entities, something that is going on in other domains 
(see, for instance, in [1]). Our assumption here is that in the case under investigation 
subjects are initially members of a community that exists in real life and we intend to 
investigate in how far this existing community may eventually be transported in a 
virtual/on-line setting and which with results. In order to do so, we first need to 
identify the subjects’ requirements and necessities now, in this real community. Only 
in a second moment, we will try to transliterate such requirements into a virtual 
setting whose technical functionalities will have to be identified by then. To this end, 
a user and task analysis was carried on to identify the subjects’ needs when involved 
in a community life (see next).  
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3.1   Experimental Protocol 

The experimental protocol that was adopted for this user and task analysis is 
presented in details in the next subsections. 

Our most important criterion in the selection of subjects was their being a member 
of a community, regardless of any other element. Since, as mentioned above, the 
focus lies on real-life communities (and on their possible extension and conversion 
into meta-virtual communities), we recruited subjects with an active involvement in a 
community life. By community, here, we refer to any extra muros, leisure association. 
So, among all the possible other communities everybody is involved in (like family, 
friends and work-related communities), we gave preference to those with a clear 
purpose, whose members are explicitly invited to contribute to the attainment of the 
community goal and which implement, to this end, a clear policy. Now, it is clear that 
any community is based on these three pillars, i.e., goal, members’ motivation and 
involvement and internal policy (see also [8] for details). But we claim that in a 
network with family and friends all these elements are less prescribed and are mainly 
left implicit and tacit, while in an association with extra muros finalities they are 
normally very well formalized. Eventually, this is a formalization similar to that 
present in just-virtual communities, although the emergence of meta-virtual 
communities should entail the progressive adoption of those tacit and implicit rules 
that are also present in real-life, relational communities. 

We tried to span over other factors, like education and familiarity with new media, 
in order to collect a heterogeneous study group. Like all these elements, age is also a 
transversal factor. 

Additionally, we decided to introduce a further element of distinction among the 
subjects and divided them into two categories: individuals and couples. We recruited 
10 individuals and 5 couples, but eventually received significant feedback only from 7 
individuals and 2 couples.  

This distinction was intended to highlight the possible nuances in intimacy 
relations. In particular, we were interested in investigating in how far the fact that at 
least one of the two partners is a member of an association and therefore participates 
in the association life may affect the intimate/family relationship and may, at the same 
time, shape the associative tie. This clearly refers to the second hypothesis mentioned 
above (see Table 1). 

In our second group of subjects, however, there is a couple whose partners are both 
members of the same associations and there is a case where only one of the two 
partners is member of some associations. This group gives us the possibility to verify 
whether the bond among association members transcends the associative life to 
become something more intimate and if this intimacy is then extended to other people 
(in this case, the life partner) outside the association itself. 

It should be clear that by focusing on members of associations, we intend to 
concentrate on people who have a well defined and definite community life which is 
more than just based on family ties or on loose friendship. The associations we came 
across range from walking clubs to any form of sport club, from an Austrian fan club 
to the association of the engineers of the University of Leuven, from a dance group to 
a nature guide association, just to give a few examples. 
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3.2   Methodology Definition  

The methodology that was adopted to analyse the community life of the experimental 
subjects consisted of the combination of two different design methods: 

1. a structured interview in the form of a questionnaire that was used to highlight 
the present needs and habits in terms of communication modalities and 
practices of the subjects. This questionnaire aimed at discovering, for each of 
the selected subject: 

a. the type of most used communication technology; 
b. their level of expertise and of confidence in it; 
c. the reason for use, i.e., what, for which purpose, with whom, how 

frequently; 
d. comments on the usability, cost/effectiveness, speed and simplicity 

of use of current technologies; 
e. the importance of privacy issues; 
f. a series of desiderata about current technologies and possible 

technologies to use; 
2. a structured diary the subjects were asked to keep during a full week. In this 

diary, they had to report per day how information within the association was 
exchanged. In particular, they were asked to indicate with whom, for how 
long, what about, how and why they were communicating. The diary could be 
integrated with pictorial or printed material showing the life of the 
association: so, for instance, some of the respondents have been taking 
pictures of meetings or of events organised with the other association 
members; some others have glued in the diary emails exchanged within the 
associations; others have included newsletters or any other leaflet or flyer 
printed by the association to advertise its activities. 

4   Discussion of the Results 

Results have been processed in two ways: 

1. quantitatively6, for the ones concerning the outcome of the questionnaire; 
2. qualitatively, in a sort of text mining, for what concerns the diary. 

If we look at the first ones, we see that our subjects are not particularly familiar 
with new media. They communicate with the PC, mainly using email, but mostly 
prefer the fixed and the mobile phone, which are both essentially used to make 
arrangements/appointments or to contact friends, although this kind of 
communication is not very frequent (a few times per month). The telephone is also 
preferred as a means to receive information. 

If we try to correlate this mainly quantitative information to the qualitative one 
reported in the diary, we indeed notice that when communicating with the other 
members of the association the telephone is normally used. Sending SMS can be an 

                                                           
6  The actual quantitative results in graphical form are not included here due to a lack of space. 

They can be found on the project site: https://projects.ibbt.be/vin/.  
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alternative, but only in the case of brief messages, or as a confirmation/annulation of a 
previously taken agreement (which was normally taken by telephone). Direct contact 
via voice (through fixed or mobile phone) is also reported to be preferred for more 
intimate contacts (i.e., friends or family).    

Emails are adopted when practical information needs to be exchanged (e.g., the 
programme of an activity), or when more people (e.g., all association members) need 
to be contacted at the same time. 

From the diaries we can also infer that only in a few cases some of the members of 
the association are or become also friends. In some cases, they were friends to start 
with (and this may be the reason why our respondents were involved in that particular 
association originally), they never seem to become more intimate as a consequence of 
being members of the same association. In one specific case, this friendship extends 
to the life partners of the members and is responsible for extra associative activities 
(e.g., a dinner for a member’s birthday). But in this particular case, our subject is a 
member of the association of the engineers of the Unversity of Leuven, i.e., a group of 
people who graduated in the same year and who are therefore long-course friends. 
This result is therefore not significant for our analysis. 

Of the two couples that responded, one represents the case where both partners are 
members of the same associations. Moreover, one of these associations is chaired by 
the husband’s brother and is a neighbourhood committee that organises on voluntary 
basis activities for the neighbourhood (this may refer to Oldenburg’s notion of ‘third 
place’, see in [9] for details and also in Section 6). In this case, then, the relationships 
with the other members are also very intimate and involve both partners. Of the other 
two associations these subjects are still members, one is a very huge sport club (more 
than 800 members); the other is the association of the Austria lovers (with more than 
100 members) which organises a monthly activity in the form of a walk and a year 
activity in the form of a trip to Austria. In both these cases, then, the relationship with 
the other members is mainly formal and not particularly intimate. 

5   General Considerations 

By abstracting from the results mentioned in Section 4, four more general principles 
may be drawn: 

1. The computer is a tool and not a medium, and it is certainly not a goal in itself. 
The computer (as a synonym here for a CMC context) is not yet integrated into 
the daily activities of the respondents but it is merely used for a specific function 
(i.e., to confirm an appointment, to distribute some material to more people, and 
this all via email). Moreover, they do not seem to appreciate and even to 
understand the potential of CMC environments, the pleasure of being on-line and 
meet new people, share with them their interests and discover new information.    

2. Most people are not pioneers in the discovery of new communication media.  
The average, common person seems to be more inclined to take over trends and 
habits when they are established rather than to anticipate them. From the results 
mentioned above, we experienced a general need to see things (in this case, 
advancements) happen rather than a willingness to make them happen. It is 
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difficult to have a long-term vision, to see beyond contingent practices, maybe 
because of the too fast changes in communication media.  

3. Whatever new element, habit, or activity is taken over, this has to be adapted into 
the frame of a well-established habit. 
Any modification in one’s life, even any improvement, has to fit to one’s 
established set of habits and practices and not be perceived as an abrupt intrusion 
in one’s routine. Such modifications must take place gradually and must be 
supported by a more general shift in practices occurring in the social environment 
of the individual. Often, in order to be effective, training is necessary to convince 
the individual of the need and the benefit of a certain change in habits (see also in 
[3] and [9]).  

4. There may still be some form of reluctance and even fear in accepting unknown 
practices. 
This principle seems to summarise the previous ones. Any new practice has to be 
brought closer to the people who will have to adopt it and explained to them in 
their own language. They have to feel that this will represent an improvement and 
not an obstacle for the achievement of their goals and the fulfillment of their 
lives. 

6   Conclusion 

The purpose of this study was to identify the way in which community 
communication is carried on in real-life settings in order to infer how this could 
eventually be transferred and translated into an on-line virtual environment. We have 
been referring to this evolution as a case of meta-virtual community. The results 
presented in this paper seem to suggest that within an association members mainly 
maintain a formal relationship, which is essentially devoted to the exchange of 
information relative to the association activity or to the pursuing of the association 
goal.  

Several other issues are related to this. They include, for instance, issues of 
intimacy and of psychological closeness. We have tried to tackle them by analyzing 
how ties evolve and if they evolve (from less close to more intimate), and in how far 
relationships within an association may affect the intimate relations inside a couple. 
To this respect, we have identified different possible settings, all of them with diverse 
implications for the development of the community. 

For all these social needs, however, not many technological means are used and, by 
extension, not many functionalities may be needed when integrated into or fostered by 
some form of social software tool. We have indeed derived some more general 
principles by abstraction from the experimental results which show an overall 
tendency towards the maintenance of established and conventional habits which 
prevents people from exploring and being keen on adopting new practices.  

The key to a change in this direction might consist in persuading people that CMC 
can become an integral part of their life, and that this integration can positively affect 
all their life. A concrete way of doing so may take the form of those ‘virtual third 
places’ described by [9] where the shift towards a virtual community tout court, i.e., 
according to the definition given in Section 2.1, is gradual because the link with the 
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real-life community is more evident. This is precisely what the meta-virtual 
communities we have been investigating here are meant for. 
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Abstract. Crisis response organizations can be supported effectively by means 
of agent communities where agents represent human actors or organizational 
roles. An agent community can be organized in several ways. The paper defines 
requirements on agent community architecture and coordination structure from 
the point of view of crisis response, and proposes an architectural solution. 
Particular attention is given to the distribution of information.  
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1   Introduction 

Crisis response organizations are shifting from hierarchical and static structures to 
dynamic networks. Modern information and communication technology enables the 
dynamic creation of ad-hoc networked organizations. This trend is similar to the 
evolution towards network-centric organizations in the military [1].  

During the last decade significant progress was made in the development of 
integrated crisis response systems such as monitoring systems. Experimental 
computer supported cooperative work systems were developed e.g. for planning 
routes and coordinating crisis response teams. The introduction of GPS and GIS 
added significant functionality to the disaster monitoring and emergency team 
dispatching systems.  

Multi-agent systems [11] have been suggested by several authors as an effective 
solution to solve the disaster situation management tasks due to the distributed 
organizational framework, the use of mobility of certain kinds of agents, and the fact 
that MAS supports smoothly the idea of a community of collaborating human and 
system agents. 

The objective of this paper is to investigate the requirements on the support of 
crisis response organizations by means of multi-agent systems. Particular attention is 
given to the support of communities and to the distribution of information. Section 2 
reviews some examples of MAS support for crisis response management. In section 3, 
we list general requirements, including community support, and underline the need 
for community support by a small case study. In section 4, we focus on the 
information and communication support and discuss a couple of options. 
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2   Multi-Agent Systems for Crisis Response Management 

Multi-Agent Systems (MAS) have been suggested as a suitable solution for Crisis 
Response Management (CRM) systems. We summarize some of the work. Van 
Veelen, Storms and Van Aart [10] investigated several MAS coordination strategies 
from the point of view of agile crisis response. They distinguish between knowledge 
based coordination, such as the military SMDS systems, rule-based coordination 
typically based on negotiation in a market-like structure, and skill-based coordination 
in which there is no interaction between the agents, agents decide on their actions 
based on local optimization rules. They also refer to ant-based coordination as an 
alternative approach.  

Jakobson et al. [5] extend a basic MAS with the capability of situation awareness. 
Central to this architecture is a Situation Model, a real-time constantly refreshed 
model of the disaster, on the basis of which relief operations can be planned. The idea 
is that agents are not only reacting to messages or single event notifications, but use 
event correlation: a conceptual interpretation procedure that assigns new meanings to 
a set of events that happen within a predefined time interval. The output can itself be 
used for further interpretation. This event correlation is realized by means of case-
based reasoning techniques, where a case is a template for some generic situation.  

A different application of MAS techniques can be found in the area of simulation. 
For example, [8] uses multi agent systems to simulate evacuations and to improve 
upon traditional crowd simulators. 

3   Crisis Response Organizations – General Requirements 

An example of a crisis response organization is a medical relief operation after a 
disaster that includes field mobile ambulatory aid, evacuation processes, emergency 
hospital operations coordination and logistics support for medical supplies. There may 
be several relief organizations participating, which may involve language and 
equipment differences. The scope of the disaster may put local medicine facilities out 
of order, and it may place relief teams in hardship conditions or at risk because of for 
instance limited food and water supplies and lack of law enforcement. Specific tasks 
that need to be supported by the CRM system include overall planning of the medical 
recovery effort (personnel, equipment, supplies), dispatching, scheduling and routing 
of mobile ambulatory and other emergency vehicles, evacuation of victims, 
maintenance and care of relief personnel, and communication and coordination 
between medical teams as well as to other relief operations [5]). What requirements 
does such a situation present to the crisis response organization and its CRM systems? 
 
Agility and discipline. According to John Harrald, member of the US National 
Research Councils Committee on Using Information Technology to Enhance Disaster 
Management [4] crisis response should be both agile and disciplined. The ability to 
improvise, create, and adapt in the face of unforeseen events and circumstances has 
been the key to successful response and recovery efforts (e.g. the response to the 9-11 
attacks, response to the 2004 Florida hurricanes).  However, agility is not all.  The 
international response to the December 26, 2004 tsunami shows that government and 
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non-government organizations can be extremely agile and creative in responding to a 
disaster of historic proportions. The lack of discipline, however, was evident in the 
lack of coordination and communication, the ad hoc mobilization of resources, 
ineffective use of technology, and inability to integrate diverse organizations.  
 
Robustness. Another often-mentioned requirement on crisis response systems is 
robustness: it is typical for crisis situations that parts of the network may be 
malfunctioning and this should not disable the system as such.  
 
Embedding. To deal with crisis response systems effectively when it is needed, 
actors should be familiar with the systems. This can be achieved in two ways. One is 
by means of education and regular training events. The other is by embedding the 
crisis response system in a system that the users also use for normal activities. How 
this is to be done depends on the particular situation. For example, security guards 
may use a mobile communication system for their daily work; the same systems can 
get more functions in the case of an emergency. Although the guards will have to 
know these extra functions by training, the fact that they are accessible with the same 
devices and a familiar user interface, will improve their ease of use.  
 
Community support. In an emergency situation, such as the one sketched above, it 
typically happens that many groups have to work together that are not used to 
collaborate. To some extent, the collaboration can be improved by the use of common 
systems (standards) and combined training events. This should certainly be done, but 
there will always remain a high level of indeterminacy. We derive from this that CRM 
systems should, on the one hand, be effective in supporting communities or groups 
(such as a group of firemen, or a medical team), and on the other hand support agility 
in setting up connections between groups.  

A community is “a group of people bound together by certain mutual concerns, 
interests, activities and institutions” [9]. When people are professionals (as in the case 
of crisis response) and the collaboration is mostly or completely enabled by 
information technology, it can be called a virtual professional community [7]. A crisis 
response organization will almost never be completely virtual, but the IT support is 
becoming more and more important.  

Communities need to be supported. We mention a number of generic support 
instruments that are definitely relevant for crisis response organizations. First, a 
community needs a door keeper or guard that adds new actors to the community and 
can remove them. In this way, it can be traced down who is a member of the 
community and who is not. In the case of an agent-supported community, the door 
keeper can be a special agent that allows other agents (provides them with a proxy) on 
the basis of certain rules. This leads to the second generic instrument: rules (or norms, 
or institutions). Rules for admission, rules for communicating, rules for decision 
making, etc. These rules may evolve over time, hence they should preferably be made 
explicit. Thirdly, communities use roles; a role implies certain authorizations and 
goals [3]. A role can be fulfilled by various agents, or by different agents in the course 
of time. One advantage of the use of roles is that one can send a directive to a certain 
role without having to know which agent is fulfilling this role. 
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Fig. 1. Crisis response organization as a connected set of communities 

As we said, a crisis response organization is typically a network of various 
professional teams. Each of these teams has its own discipline and way of 
collaboration – it would not be wise to destroy that structure and put all members of 
all teams together into one overall community. So we need not only support for intra-
community collaboration but also for inter-community collaboration. However, we do 
not need completely different instruments for that. One way of supporting inter-
community collaboration is by using bridging communities. A bridging community is 
a community (with door keeper, rules and roles) whose specific objective is to 
coordinate behavior between other communities. To this end, it allows one or more 
agents of each of these communities in the role of representative. These agents act as 
linking pins. Bridging communities can themselves be represented in other (higher) 
bridging communities (we put the word “higher” in brackets because bridging 
communities can be organized as a hierarchy, with one highest bridging community at 
the top, but this is not necessary). A crisis response organization can be defined now 
as a set of communities and bridging communities in such a way that there is a path 
(at least one) between any two communities in the set (roughly said, the set is a 
connected graph – see Fig.1).  

A critical reader may object that we blur the distinction between the crisis response 
organization – the communities of human actors - and the crisis response management 
system – the multi-agent systems that assumingly support these actors. Of course, 
these are still different levels. However, in the case of MAS systems, the structures of 
the CRM system can reflect very well the organizational structure at the human level. 
And it is to be expected that in the future the support system will be the organization 
of the community, as it is already the case nowadays in many business organizations 
and networks. 
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Case study. The need for community support is underlined by a small case study that 
we have performed in the area of Incident Response. All the universities in the 
Netherlands have an incident response team to respond to network attacks, such as a 
worm virus, phishing, or hacking a server. At Tilburg University, the IR team consists 
of 7 members of which every week at least one is active.  Usually, the active 
(responsible) member consults the other members when an incident occurs, but he is 
authorized to make unilateral immediate decisions if needed.  Within the university, 
the IR team has to deal with the system administrators, as these are typically the 
people that have to take an action like disconnecting a machine from the network. It 
also has to deal with the police, in the (rare) cases that an incident happens that by law 
must be reported. The university IR team is linked to a national organization of 
universities (SURFNET) whose IR team called CERT-NL has a coordinating role and 
works on a 24-7 basis. This team can either forward information to other teams (e.g., 
there is a machine in your network that is sending spam mail) or respond itself. It is 
important to assess the possible impact of an incident: e.g., if a certain server software 
occurs to have a certain security hole in one place, then all the other installations of 
that software are vulnerable as well and need to be upgraded. Both CERT-NL and the 
university team participate in a national forum called GOVCERT.NL. Within 
GOVCERT, IR teams meet regularly for sharing knowledge and experience. On an 
international level, there are similar forums, most notably the worldwide forum 
FIRST in which GOVCERT participates. The forums have an important social 
networking function: the people that meet there regularly get acquainted with each 
other, and during a crisis situation it becomes much easier to ask help. Furthermore, 
the forums provide knowledge to their members in the form of best practices and 
historical archives of advisories. 

The case study illustrates a crisis response organization whose crisis management 
is embedded in a pre-existing organization and organizational network. The 
community aspect of the teams and forums is evident, and clearly essential. Some 
processes that are currently performed by traditional instruments such as email could 
profit from more intelligent tools such as agent support and knowledge management. 
However, such tools should never replace face-to-face meetings. 

4   Crisis Response Management – Communication and 
     Information 

At the information level, crisis situations put severe demands on the distribution of 
data across teams of people and systems, and the ongoing data collection and 
changing state makes the overall picture very dynamic. There is a strong benefit to the 
overall effort when different teams can share relevant information. However, this does 
not mean that the more information is disseminated the better. Firstly, people can be 
overloaded with information in such a way that they may miss the really relevant 
items or do not have time anymore to do their jobs. Secondly, not all information may 
be interpreted correctly by all actors involved in their different communities, which 
may cause confusion. Thirdly, there is the danger of spreading rumours and other 
kinds of uncertified data, which again may cause confusion and even panicking.  So 
what are useful mechanisms to support the communication and information 



 Agent Community Support for Crisis-Response Organizations 223 

dissemination within and across communities in a crisis response organization?  We 
assume that the CRM takes the form of a network of MAS’s. 

 
Pre-defined workflows and event notifications. A crisis situation requires agility 
and ad-hoc solutions. In that respect, pre-defined workflows have limited value. 
However, discipline is also important. A professional crisis response organization and 
its communities will have certain structures in place, and these can be supported well 
by having important workflows and event notification schemes defined and deployed. 
Evidently, these structures should not exclude other ways of communication, of 
circumventing the system.  

 
Global situation models. It is not wise to distribute all information immediately to all 
actors involved, but what is important is that all actors can access all information, if 
needed, and develop a common understanding. The task of maintaining a global 
situation model can be assigned to one actor (or team of actors) with a special agent. 
The model should be accessible in multiple ways (directly by other agents, or via a 
web page to human actors with a computer or PDA, or via the human actor). To 
support access by other agents (from different communities), a bridging community 
can be defined that contains the global situation agent plus representatives of the 
various agent communities. Such representatives we call information agents. It is not 
necessary that all communities have their information agent directly connected to the 
global situation agent; there may be one or more information agents in between. What 
is important is that all communities are connected directly or indirectly to the global 
situation agent. Preferably, the connection has a certain redundancy (robustness). 

The task of maintaining a global situation model is not trivial. It requires 
interpretation, sometimes pruning, prioritization, and in general improvement of the 
quality of the data. The detailed design of a global situation model agent is not in the 
scope of this paper. 

The installation of a global situation model team may take some time. In the mean 
time, what to do? In a professional crisis response organization, we should expect 
each community (each participating team or organization) to have its own situation 
manager (and situation manager agent). When different communities connect into a 
crisis response organization, these local situation managers can hook up in a peer-to-
peer fashion (using dynamically set up bridging communities), and exchange their 
data. Once a global situation manager is in place, these local situation managers turn 
into information agents that report to and acquire information from the global 
situation agent. 

In the above, we hinted at the problem of uncertified data spreading around. Hence 
we propose to make use of a confirmation system. Each data item should not only 
have a propositional content (the core information item, e.g. “the road between X and 
Y is blocked”) but also a modality including the source, a time stamp, and the number 
of independent confirmations (perhaps distinguishing between authorized an 
unauthorized confirmations). The system should encourage actors and agents to 
confirm data that they receive if indeed they have independent evidence. A human 
actor should be able to make such a confirmation in the most convenient way (one 
click), after which the confirmation is forwarded automatically via the information 
agents to the global situation manager. 
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Rule-based interpretation. A crisis response organization can and should have a 
global situation manager, but this does not contain of course all the knowledge from 
the various teams. Knowledge is distributed. We cannot expect that all information is 
communicated as clear action instructions simply to be performed. Agents should be 
equipped with interpretation rules that may fire on the occurrence of certain events 
(usually incoming messages) or the occurrence of complex data patterns [5]. These 
interpretation rules can be complemented with action rules that on the basis of 
interpretation results undertake certain actions, such as notification of the human 
actor. Preferably, these rules are easy to add and also to exchange between agents, so 
they should be treated as first-class objects. 

 
Problem patterns, solution patterns. If rules can be exchanged, then it is also 
worthwhile to collect and consolidate rules that have proven to be useful. This is 
typically not done during the crisis situation, but afterwards, and before a new event. 
It is to be expected that certain agencies, such as national defense organizations, will 
build up knowledge bases of problem patterns (for the recognition of a problem) and 
solution patterns (for a heuristic solution to a certain problem) that can be imported by 
crisis response organizations when needed. A disaster plan is an obvious example of a 
solution pattern, but there may be many more. For example, a medical team may 
suddenly be confronted with hostage taking of one of its members by some violent 
group, and may not know how to respond to that. Finding the right patterns for such a 
situation may itself be a hard information task. To improve recall and precision, it 
might be useful that the search request is supported by a context description such as 
maintained by the local situation manager/information agent. 

 
Overhearing. In recent agent research, it has been argued that group cooperation can 
benefit greatly from so-called overhearing [2]. For example, a person asks help from 
another team member and does it in such a way that the whole group can hear it. Then 
it may happen that a third person in the group overhears the conversation and 
provides unsolicited help, as he happens to know the answer or something relevant for 
solving the problem. To make overhearing effective, it must be assumed that the 
group has a shared model (so that the overhearer can understand what he observes), 
that the communicating agents are willing to receive unsolicited help and hence make 
their behavior public. This typically means that the agents in the community are 
supposed to be cooperative and benevolent. 

The principle of overhearing is applied, for example, in the IRT case described 
earlier. When an active member of a IR team sends an email to someone (e.g. a 
system administrator), this email is automatically cc-ed to all members of the team. 
They don’t need to react, but if they think it is appropriate, they can come up with 
suggestions. 

 
Imitation. In human society, imitation is a powerful instrument of social 
coordination, but it has not been explored very much yet in computerized systems and 
MAS – except perhaps in the form of particle swarm algorithms [6]. Imitation could 
be explored in several ways. In the situation that there is one experienced actor who 
knows what to do and less experienced actors that don’t, it should be possible to set 
up a “follow-me” relationship. This assumes that the follower can observe the 



 Agent Community Support for Crisis-Response Organizations 225 

behavior of the model. A possible example is geographical routing where actors (or 
their agents) automatically give off data about their position and direction, e.g. by an 
in-built GPS. If the data is automatically given off, the model may make his behavior 
observable by recording his actions into his agent (speech would probably the most 
convenient form of recording, possibly combined with automatic recognition and 
digitalization). The follower puts his agent into follower mode so that he gets the 
recorded information. This may be real-time, but it should also be possible to retrieve 
it later (in other words, the recordings should be stored).  

A weak form of imitation is flock behavior, which can be very beneficial. To 
support that, all actors in the community should record their doings (or some of 
them), and broadcast these to the other members’ agents. This information is not 
forwarded to the human actor, but analyzed by the agent himself. Analyze for what? 
One interesting question is whether the actor is deviating from the other ones (moving 
away from the flock – literally, in the geographical sense, or in terms of the kind of 
behavior). That could lead to a warning signal to the actor. Another objective of 
analysis is comparison: are the other ones doing better? In reaching a certain place, or 
in successful action (e.g. number of patients helped). If so, again the actor may be 
signaled, or be put into follow-me mode with a more successful member. 

5   Conclusion 

In this paper, we have looked into a specific kind of community, that is, communities 
involved in a crisis response organization. It has been suggested that such a 
community can be supported quite well with a MAS-based Crisis Response 
Management system. It has been argued that a Crisis Response Organization is to be 
regarded as a connected set of communities, and that therefore community support is 
one of the requirements on a CRM. Some minimal ways of community support have 
been discussed. Special attention has been given to the dissemination of information 
within the Crisis Response Organization and its communities. A couple of 
instruments have been discussed that can be used separately but preferably in 
combination, ranging from traditional workflow management solutions to more 
advanced mechanisms, such as imitation, that still need to be explored. Although the 
instruments were presented here specifically for crisis response management, they 
may be useful for other kinds of communities as well. 

References 

1. Alberts, D.S., Gartska, J.J., Stein, F.P.: Network Centric Warfare: developing and 
leveraging information superiority. DoD CCRP (2002) Available at http://www. 
dodccrp.org  

2. Busetta, P., L. Serani, D. Singh, and F. Zini: Extending multi-agent cooperation by 
overhearing. Proc. the Sixth International Conference on Cooperative Information Systems 
(CoopIS 2001), Trento, Italy (2001) 

3. Dastani, M., V. Dignum, and F. Dignum: Role-assignment in open agent societies. Proc.  
AAMAS'03, , Melbourne, ACM Press (2003), 489-- 496 



226 H. Weigand 

4. Harrald, J.R.: Supporting agility and discipline when preparing for and responding to 
extreme events. ISCRAM 2005, keynote speech (2005) 

5. Jakobson, G., N. Parameswaran, J. Burford,, L. Lewis, P. Ray: Situation-aware Multi-
Agent System for Disaster Relief Operations Management. Proc. ISCRAM 2006 (B. van 
der Walle, M. Turoff, eds). New Orleans (2006) 

6. Kennedy, J. and R.C. Eberhart: Swarm Intelligence, Morgan Kaufmann Publishers (2006) 
7. Moor, A. de: Empowering Communities / a method for the legitimate use/driven 

specification of network information systems. Dissertation, Tilburg Ùniversity (1999) 
8. Murakami, Y.   Minami, K.   Kawasoe, T.   Ishida, T.: Multi-agent simulation for crisis 

management. IEEE Workshop on Knowledge Media Networking (KMN’02), Kyoto 
(2002) 

9. Talbott, S.: The Future Does Not Compute: Transcending the Machines in Our Midst. 
O’Reilly & Associates, Inc. (1995) 

10. Veelen, J.B. van, P.Storms, C.J. van Aart: Effective and Efficient Coordination Strategies 
for Agile Crisis Response Organizations. Proc. ISCRAM 2006 (B. van der Walle, M. 
Turoff, eds), New Orleans. (2006) 

11. Wooldridge, M.: An Introducton to Multi Agent Systems. Wiley & Sons, Chichester, UK 
(2002) 



R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 227 – 236, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Aggregating Information and Enforcing Awareness 
Across Communities with the Dynamo RSS Feeds 

Creation Engine: Preliminary Report 

F. De Cindio1, G. Fiumara2, M. Marchi3, A. Provetti2,  
L.A. Ripamonti1, and L. Sonnante4 

1 DICo, Università degli Studi di Milano 
2 Dip. Di Fisica, Università degli Studi di Messina 

3 DSI, Università degli Studi di Milano 
4 Fondazione Rete Civica di Milano 

Abstract. In this work we present a prototype system aimed at extracting 
contents from online communities discussions and publishing them through 
aggregated RSS feeds.  

The major foreseeable impact of this project to the Community Informatics 
field will be helping people to manage the complexity intrinsic in dealing with 
the huge amount of dynamic information produced by communities, in 
particular, keeping up with the evolution of several simultaneous 
discussions/information sources.  

A special version of the Dynamo system, which is described here, was 
deployed to endow RSS channels to the forum of the Milan Community 
Network (RCM).  

Keywords: community informatics, on-line community, community network, 
knowledge management, artificial intelligence, knowledge sharing, RSS, XML. 

1   Introduction: Human Attention in the Modern Time  

Already in 1971 Herbert Simon was envisioning the advent of the so-called “attention 
economy”, claiming that "...in an information-rich world, the wealth of information 
means a dearth of something else: a scarcity of whatever it is that information 
consumes. What information consumes is rather obvious: it consumes the attention of 
its recipients.  Hence a wealth of information creates a poverty of attention and a 
need to allocate that attention efficiently among the overabundance of information 
sources that might consume it" (Simon 1971, pp. 40-41).   

Nowadays his assumptions have proven to be farseeing, since the “attention 
economy” has become the everyday reality we are living in.  Undeniably, one among 
the most time-consuming human activities in modern times is keeping up to date with 
a huge amount of continuously evolving and changing information, conveyed to us 
through a mix of different multimedia source, whose evolution too, is a restless 
process.  As a consequence of this overexposure, people’s attention has become one 
among the rarest and most valued resources. 
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Business world (and especially researchers and practitioners involved in the 
organizational, human resources management or marketing disciplines) are well 
aware of this phenomenon, and are struggling to define how to appropriately deal 
with it: let’s think of the growing interest around virtual and networked organizations 
(Lipnack & Stamps, 2000), communities of practice (Wenger, McDermott & Snyder 
2002), or tribal marketing  (Kozinets, 1999 or Cova, 2003), but it pervades every 
aspect of our lives, in every moment, being it a working or a leisure one. 

The complexity intrinsic in dealing with such information overload grows 
exponentially for people actively involved in on-line communities, since they must 
(or want to) keep the pace of discussions that may be very “active” and even split 
across multiple threads, or – in the worst case – among different (sub)communities.  
This means not simply adding one (or more) information source, but also being able 
to manage the emotional involvement and the selection of the highly-prized relevant 
pieces of information in the sea of chatters that form the humus upon which the 
collective intelligence that creates knowledge in the social network buds (Polanyi, 
1967 Wenger, McDermott & Snyder 2002, Armstrong and Hagel, 1998).    

This escalation in the amount of information we [are forced to] process every day 
underpins the skyrocketing evolution of ICT (Information and Communication 
Technology), that continuously makes new interaction media available, and that has 
been paralleled by a similar evolutionary process in the ways people are using (and 
from time to time also twisting) them to support social interactions through innovative 
paradigms, enabling more effective informative and emotional exchanges.  Perhaps 
the most outstanding demonstration of this process is the increasingly successful 
“podcasters1 movement.”    

2   RSS, ATOM, Aggregators and Other “Exotic Technologies” 

One relevant step in the direction of helping people managing such complexity has 
been made by Really Simple Syndication (RSS) and ATOM readers, that enable users 
to collect simultaneously news from different selected sources.  RSS readers 
completely revolutionized the paradigm according to which people collects 
information from the news published on the Internet: it is no longer the user that 
searches the information she is looking for, but it is the information she values that 
reaches directly its “consumers”, by downloading on their devices (PC, iPod, etc.).  

                                                           
1 Podcasting is the method of distributing multimedia files, such as audio programs or music 

videos, over the Internet using either the RSS or Atom syndication formats, for playback on 
mobile devices and personal computers. The term podcast like 'radio', can mean both the 
content and the method of delivery. The host or author of a podcast is often called a 
podcaster. Podcasters' web sites may also offer direct download or streaming of their files; a 
podcast however is distinguished by its ability to be downloaded automatically using software 
capable of reading RSS or Atom feeds. 

       Usually a podcast features one type of 'show', with new episodes released either 
sporadically or at planned intervals such as daily or weekly. In addition, there are podcast 
networks that feature multiple shows on the same feed (from Wikipedia – 
www.wikipedia.org). 
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Unfortunately this solution is still too basic, since RSS readers offer a very limited 
interactivity to users, that are enabled uniquely to subscribe the specific “feeds” they 
are interested into.  Clearly they are very helpful, avoiding people to spent an amount 
of time daily to search for the information they need across scattered sources, but they 
are unable to select only “really relevant” information or to aggregate them 
consistently with their semantic meaning.  

If this limit is quite tolerable while reading feeds collected from “news” (e.g. an 
on-line newspaper) – after all I can quite easily skip irrelevant news by reading their 
title -, the problem assumes different boundaries when applying RSS readers to on-
line communities.  In this latter case no editing service exists to format information 
according to a uniform standard; on the contrary, information flows freely in the 
stream of the discussions, and people posts their opinions and messages according to 
their mood, not worrying about how their posts will look like if collected by a RSS 
aggregator2.  According to this paradigm, it is quite impossible for the user to 
distinguish between two (or more) different replies made by different community 
members to the same post, unless reading the whole contents.  This may add a 
dramatic overhead, that risks to reduce to zero the advantages offered by the RSS 
reader (after all, what is the utility of downloading on my PC exactly the whole 
discussion taking place on my favoured on-line community instead of reading it on-
line?).   

To address this problem we are now working on the Dynamo project, which is 
aimed at developing an RSS feeds creation engine based on artificial intelligence 
techniques – namely the Answer Set Programming (ASP) - in order to provide 
community members with sophisticated news digests, tailored on their specific 
information needs.        

At the moment, a special version of the Dynamo system is undergoing a 
preliminary phase of testing in several forum of the Milan Community Network 
(RCM: Rete Civica di Milano, cfr. De Cindio et al., 2003).  

This article is organized as follows: after a brief survey of news syndication 
techniques we will give an account of  the RCM community network, where the 
Dynamo content extraction technique, which is described next, has been applied. 

3   Starting Point: The Current RCM Technological Platform 

RCM is a network of more than 20.000 citizens living in the Milan area, forming an 
community network (CN – cfr. De Cindio & Ripamonti, 2006), whose main focus is 
“being a citizen of Milan” (in the broadest sense of the term).  RCM has been founded 
in September 1994, as an initiative of the Civic Informatics Laboratory at the 
University of Milano, and, since then, it has developed several  projects aimed at 
designing and implementing services for citizens, local no-profit associations and 
local small businesses. 

                                                           
2 An aggregator or news aggregator is a type of software that retrieves syndicated Web 

content that is supplied in the form of a web feed (RSS, Atom and other XML formats), and 
that are published by weblogs, podcasts, vlogs, and mainstream mass media websites. 
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From a technological point of view, RCM core community services are currently 
managed through the FirstClass server, produced by OpenText Corp.  

FirstClass is a messaging and communications platform, mainly addressed to 
schools, learning organizations and businesses, but also to on-line community and 
CNs.  FirstClass provides its users with the ability to communicate and share 
resources and information via email, conferencing, directories, individual and shared 
calendars and on-line chats. All these features can be accessed both through a Web 
interface and a proprietary client.  

In order to understand RCM technological choice, it's important to bear in mind 
that, when RCM started in 1994, dialog and communication facilities through the 
Internet were not user-friendly enough for “everyman” (at that time they were 
implemented on text-based BBS (Bulletin Board System), and the World-wide Web 
was in its early stages, still not providing interactivity).  In that technological 
landscape, FirstClass was, and to some extent still is, among the solutions with the 
best trade-off between costs and requirements.  Indeed, FirstClass:  

− is highly interactive, hence good at supporting active citizens producing contents of 
local interest; 

− is endowed with an easy-to-use windows-based interface; 
− supports a wide range of communication protocols; 
− supplies a light “client application”, that guarantees reasonable performances even 

with cheap/out of date personal computers and modems (thus being an affordable 
mean of communication for a large group of potential users). 

At present, RCM is still running its community services using FirstClass. This is 
mainly due to the fact that changing abruptly the communicative infrastructure would 
have too relevant an impact on users’ habits.  However, new services are developed 
gradually adopting open source technologies (e.g., Web applications integrated with 
FirstClass-based user authentication and forums).   

The central element of a FirstClass system are the forums (or the so-called 
“conferences”): discussion areas where information publishing takes place by sending 
messages.  When a community member is interested in a specific forum, she can 
subscribe to it, that is, put a link to it into her personal home page.  New messages 
sent in the forum are marked with a red flag icon appearing near the forum icon, in 
order to enable community subscribers to monitor a forum activity simply by logging 
into the system and scanning through icons on her home page.  Messages are then 
displayed to community members organized in lists, showing the author, the subject 
and the creation date, but not the body of the message, that can be accessed only by 
following an appropriate link. 

Obviously this approach requires a certain amount of overhead activities for the 
community member: actually, for being aware of the real relevance of posts and 
people interacting in the discussion area, she has to log into the system, scan the 
forums’ icons, open the forums she is interested into, check for new messages, open 
them in order to access their contents (with no prior indication of their relevance to 
the discussion or to her interests).  Moreover, at the moment, a notification 
mechanism via email for subscribed forums still does not exists. 

From a more technical point of view, forum and messages are managed in different 
ways: forums can be nested, forming a tree structure, while messages are all at the 
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same level, but can be grouped into threads.  Forums can be both public or private: in 
particular, in public ones messages can be posted only by authenticated community 
members, but can be read by anyone visiting the CN Website.  

Forum and message list are rendered via Web as dynamic pages generated through 
templates coded as a mix of HTML (for the fixed part of the page: headers, frame 
disposition, etc.) and Server-Side-Include-like (SSI) scripting language (for the 
variable part: the message list, the forum list and so on). These templates can be 
accessed and customized by the FirstClass administrator.  However, customization 
cannot alter: 

− the order in which templates are picked-up to compose the whole page; 
− the availability of objects in the rendering phase (e.g. the body of a message is 

unavailable – due to internal server processing constraints - during the message list 
composition).  

Even though the FirstClass customization features could be exploited to produce an 
XML/RSS version of the message list, two main drawbacks remained: 

− the list of items could not contain the description of the news (i.e. the body of the 
message), due to the above mentioned processing constraints; 

− every forums can have its own RSS feed, but there is no way to integrate in one 
single RSS feed contents derived from two or more different forums.  

These two drawbacks imply that the RSS feeds would reproduce in a “local 
version” exactly the same structure of the online system, hence also with the same 
overheads we have described before for the community member accessing the 
contents.  

4   The Dynamo Extractor 

The Dynamo Project3 (Bossa, 2005, Bossa et al., 2006) addresses data extraction and 
channeling over legacy Web sites in plain HTML. Dynamo is intended to benefit two 
types of users.  First, webmasters may employ it to manage the creation of RSS feeds, 
thus avoiding to do it by hand or by means of proprietary software.  Second, users, 
i.e., consumers of feeds, may use it to overcame limitations such as i) old feeds may 
not be consulted and usually are deleted from servers and ii) traditional HTML 
servers cannot execute advanced queries directly.   

On the contrary, with Dynamo it becomes possible to: 

− automatically and dynamically generate RSS feeds starting from HTML Web 
pages; 

− store feeds in chronological order; 
− query and aggregate them thanks to Web Services (WS) acting as agents. 

It is important to stress that these results were obtained with a lightweight pull 
algorithm for retrieving HTML documents by Web servers, thus minimizing the 
required Web traffic for the updates of news sources (Bossa et al., 2006). 

                                                           
3 Dynamo is an open-source project available, under GPL,  from http://dynamo.dynalias.org/ 
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HTML documents contain a mixture of information to be published, i.e., meaningful 
to humans, and of directives, in the form of tags, that are meaningful to the browsers 
and determine the appearance on the screen.  Moreover, since the HTML format is 
designed for visualization purposes only, its tags do not allow sophisticated machine 
processing of the information contained therein.   

Among other things, one factor that may prevent the spread of the Semantic Web is  
the complexity of extracting, from existing, heterogeneous HTML documents machine-
readable information.  Although the Dynamo project addresses only a fraction of the 
Semantic Web vision, our management of HTML documents needs some technique to 
locate and extract some valuable and meaningful content.  Therefore, a set of 
annotations, in form of meta-tags, were defined; they are inserted inside HTML in order 
to highlight informational content that is essential for the creation of a RSS feed.  In our 
application, meta-tags are used as annotations, to describe and mark all interesting 
information, in order to help in the extraction and so-called XML-ization phases. Notice 
that with pages that are dynamically generated out of some template (which is the case 
with practically all on-line fora) Dynamo  annotation is done, manually but only once 
and for all, over the page template.  

Once HTML documents are processed by Dynamo, annotated semantic structures 
are extracted and organized into a simple XML format to be stored and used as a 
starting point for document querying and transformation. The structure of the XML 
output resembles the structure of meta-tags previously defined and the RSS XML 
structure, in order to facilitate transformations from the former to the latter. 

4.1   Dynamo: Structure and Underlying Technical Choices  

In order to allow a full transparency with respect to the action of scripting languages 
(for example, ASP, PHP, JSP) that  produce dynamic [X]HTML pages, Dynamo 
meta-tags are enclosed inside HTML comment tags, which implies that both Web 
browsers and scripting language interpreters simply ignore them. 

Another important element is the possibility of querying a Dynamo database 
through Web services which, for sake of simplicity, have been designed for the REST 
(Fielding, 2000) style of interaction (see further). 

Dynamo is a Java application with a modular structure, for maximizing the flexibility 
and the extensibility of configuration.  Three levels can be distinguished: 

− the Physical Data Storage Level. It is the lowermost level, which stores resources, 
and provides a means for retrieving and querying them.  It can be implemented 
over either relational or XML database Management Systems (DBMSs); 

− the Core Level, which holds the core part of the entire architecture, including the 
software components that implement the logic of information management and 
processing.  Each component can be implemented using different strategies or 
algorithms, and plugged into the system without affecting other components, i.e., 
by simply tuning the application configuration files; 

− the Service Level, which is the highest level, interacting with Web clients by means 
of REST Web services. 

A more detailed description follows. 
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The Physical Data Storage Level can be implemented using various techniques. 
Currently, Dynamo uses the open-source native XML database Exists (Bourret).  This 
choice allows to store and manage XML documents produced by the Wrapper 
software component in their native format, and to use the powerful XQuery language 
(Xquery, 2005) for advanced content querying and aggregation.  The native XML 
database is organized as a set of collections of XML resources, where the nesting of 
collections is allowed.  In our application, we store XML resources as provided by the 
Wrapper software component, one collection for each resource.  Each collection holds 
the various chronological versions of the resource: so, each collection effectively 
contains the history of the resource, all its informational content and a changelog. 

When a new resource has to be stored, the DataManager component performs 
checks to avoid duplicate resources.  Two resources are considered different when 
their informational content changes.  More precisely, they are different if changes to 
titles, links or descriptions of the resource channel or items are detected.  Once stored, 
the resource is chronologically archived and ready for later retrieving and querying. 

The Core Level consists of several components which define how Dynamo extracts 
relevant information from Web sources, processes them in order to extract semantic 
information and finally formats them for clients' consumption: 

− the Poller monitors changes in a set of HTML sources (defined in a particular 
configuration file) using a flat polling policy, that is at regular time intervals or, 
even better, a “smart” polling policy.  The latter consists in estimating the time of 
the next publication of the news on the basis of previously published news; 

− the Retriever, invoked by the Poller, captures the HTML files and passes them to 
other components for further computation and storing; 

− the Wrapper, which extracts the semantically relevant information from HTML 
files and creates an XML file containing the desired informational content; 

− the DataManager, a gateway to the Physical Data Storage Level.  It takes care of 
managing information in the form of the new XML documents previously created, 
storing them and permitting client components to query their contents; 

− the Transformer, which transforms the XML file into any of the desired RSS 
formats.  It uses suitable XSLT transformations in order to do this; 

− the Engine, which coordinates all previously described components. 

The Service Level lets Web clients access the RSS feeds through the use of REST 
Web Services.  

REST is the acronym of Representational State Transfer.  It is an architectural 
style which conceives everything as a resource identified by a URI.  In particular, it 
imposes a restriction about of the URL defining the page info, that, in the REST view, 
are considered resources. Each resource on the Web, such as a particular part 
specification file, must have a unique URL (without GET fields after it), that totally 
represents it. 

This allows the client (and all proxy/firewall systems in the middle) to define the 
next state change only by inspect the URL of current available forwarding links (for 
the proxy/firewall systems, only by inspect the header of the HTTP request). 

With respect to the well-known SOAP architecture (SOAP, 2003), in REST we 
never access a method on a service, but rather a resource on the Web, directly using 
the standard HTTP protocol and its methods, i.e., GET, POST, PUT and DELETE.  



234 F. De Cindio et al. 

This feature of REST allows greater simplicity and maximum inter-operability with 
any Web client, either thick, like a desktop application, or thin, like a Web browser. 

5   Applying Dynamo to the RCM Community 

As shown above, the template generation model adopted by the FirstClass system, 
although widely flexible, cannot be used directly for generating a useful RSS index 
file.  However, the template model easily permits to put the special mark tags inside 
Web pages and to carefully choose where to place tags inside the text.  This option, 
however, is an all-or-nothing type: either all generated pages are marked or none will. 
As a results, experimentations can take place according to an incremental schema, 
since single subgroups of forums can be processed separately, selecting them 
accordingly whichever criterion we feel adequate for testing a specific aspect or 
functionality of Dynamo (e.g. semantic similarity, frequency of posts, presence of 
attachments/pictures, etc.).  Presently we have tested the system for collecting the title 
and the URL of the forum, that are used to populate the channel description part of the 
RSS feed index, and the author, title, date and body of the messages posted in the 
forum, that are needed for filling the item part of the feed.  The tags used to guide 
Dynamo during the extraction are described in the following table:    

 
TAG Description 

<!-- <channel:title> --> <!-- </channel:title> --> the forum title 

<!-- <item:author> --><!-- </item:author> --> 
marks the sender of the 

message 
<!-- <item:link index="n"> --> <!-- </item:link> 

--> 
marks the link of the n-th 

message 
<!-- <item:title index="n"> --><!-- </item:title> 

--> 
marks the subject of the 

n-th message 
<!-- <item:extension localName="date"> --> 

<!-- </item:extension> --> 
marks the date of the 

message 
 
Thanks to the insertion of the tags, the Dynamo servlet can collect the marked-up 
information by periodically polling the RCM forums4, and store the parsed 
information into the Exists database.  All the RSS generation process, polling, parsing 
and deploy RSS feeds, are performed by a distinct host respect to that used for RCM 
framework, running a Tomcat server for the Dynamo engine and a standalone 
instance on the Exist open-source, native-XML DBMS.  

6   Open Problems and Future Work 

This article described the deployment of the Dynamo data extraction tool to the RCM 
community Web site.   

                                                           
4 Currently the polling period is set to one minute. See Bossa et al. (2006) for a discussion of 

the tuning of polling policies. 
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The deployment of Dynamo-based RSS services to RCM forums is very recent and 
meaningful statistical data over adoption by the community is not yet available. 
Hence, the impact of the introduction of Dynamo RSSs over the community could not 
be assessed at this stage 

The most visible result of this partnership is the solution of the legacy barrier that 
prevented RCM, locked into proprietary and perhaps a little outdated software, to 
offer to its users the now-standard RSS feed service (this result could be also 
beneficial to other communities who are using FirstClass or similar software 
products). Also, the availability of RSSs  may somewhat facilitate (and simplify) 
community research over RCM.  

Less visible but very interesting, in view of future developments, is the possibility 
to conceive and deploy sophisticated aggregation policies for the contents extracted 
from the community’s forums.  Since all RCM forums are now marked up with 
Dynamo meta-tags, users may  effectively customize their feed channels to suit their 
interests and perception associated to each forum.  To do so, we are developing a 
Dynamo customization tool to be offered on the Web to RCM users who want to 
decide a personal information mix over the several forums she may want to consult at 
once. 
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Abstract. This paper aims to provoke further theorising and action by the 
Community Informatics community about working with Indigenous 
communities. In particular, we present research undertaken with the Indigenous 
Maori and Pakeha (European) community in Aotearoa/New Zealand as a case 
study to learn from. Maori are of interest because of their engagement with, and 
speaking out, about ICTs. We suggest that particular attention needs to be paid 
from an ethical perspective in working with diversity in order that research and 
action are undertaken that benefits both the researcher and participant 
community. Community Informatics would benefit from more attention to 
articulating its assumptions about the nature of research and action with cultural 
diversity in its role as a bridge between diverse communities and the design and 
implementation of Information and Communication Technologies.  

Keywords: Community technology; community informatics; Maoris and 
technology; Kaupapa Maori research (Indigenous Knowledge); New Zealand 
and technology. 

1   Introduction 

In June 2005, a number of community informatics researchers and practitioners came 
together in the UK to discuss qualitative research issues in Community Informatics 
(CI) 1 . A strong concern was expressed about the power imbalance between the 
researcher and the researched, including work with minority and Indigenous 
communities. It was felt that such concerns needed further, in-depth exploration, in 
order that CI develop a more sophisticated and ethical approach to action and research 
with non-Western communities, given the history of exploitation of Indigenous 
people through all sorts of research and practice projects that have frequently 
benefited the researcher far more than the researched [1]. 

This problem is further complicated by Western researchers inadequately 
representing the experience and worldview of the ‘other’ in their research accounts, 
an experience well-known to many Indigenous peoples around the world. CI cannot 
stand outside of this historical experience. The history of iniquitous relationships 

                                                           
1  http://kmi.open.ac.uk/events/ci2005/pmwiki.php/Together/Summary#theme1 (Accessed: 1 

October, 2005). 
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means that we should seek a form of CI practice that does do not imply dependency 
upon, or patronisation because of researcher or practitioner expertise, but instead, 
partnership with. It is for Indigenous people to decide what they wish to do with 
ICTs.  

But how we go about this is not well-understood. Research about human actors in 
social-technical systems is well-advanced, for example, in the corporate world. 
Orlikowski has convincingly shown that the take-up of ICTs is closely linked to 
cultures and sub-cultures in corporations, and that these have powerful agency [2, 3]. 
Similar studies of Indigenous communities or lesser known forms of social 
organisation such as the welfare sector in developed countries are not so common [4].  

Similar concerns have been raised by Salvador and Sherry in an account of their 
ethnographic work for Intel in South America and elsewhere. They spoke of the need 
to have a deeper understanding and ‘enliven the lived experience’ of the ‘local’ in the 
intersection between ‘people and places’ in order that technology design has real 
meaning in local contexts [5].  In addition, a draft Ethics Statement for CI including 
research with Indigenous communities is being written2. Such statements should 
include a specific reference to the need for developing cultural safety and cultural 
competence. Cultural safety and cultural respect are more than recognition of the 
‘other’ on the part of the expert or practitioner: they actively partner knowledge and 
skills held by the different parties (such as the researcher and members of an 
Indigenous people)[6]. This paper is intended as a contribution to partnerships with 
Indigenous communities as they relate to localised social-technical opportunities3. 

2   The World of the New Zealand Maori  

New Zealand’s geographic isolation, small  population (just over 4 million people), 
and ecological and economic fragility have prompted considerable interest in ICTs 
from its national government as a means to use ICTs for building a better society and 
to more effectively connect it to the rest of the world [7, 8].  Aotearoa is one of the 
last places on earth to be settled by people. Maori arrived there from eastern Polynesia 
about 800 years ago, and European colonisation only took hold in the latter half of the 
eighteenth century. New Zealanders are thus conscious of their origins in ways that 
are not found elsewhere in the world and for many Pakeha (European origin) New 
Zealanders, and immigrants from other cultures, their life in these islands in the 
Pacific is increasingly lived as a multicultural encounter with the values and heritage 
of the Maori, the tangata whenua4, the ‘people of the land’.  

                                                           
2  See (Draft) Code of Ethics for Community Informatics Researchers, http:// vancouvercommunity. 

net/lists/arc/ciresearchers/2006-07/msg00024.html, 27 July 2006. 
3  We do not speak with a definitive or authentic or authoritative voice for Maori. Furthermore, 

this paper betrays our ideals by not being the product of a much more collaborative process 
with our interviews and fieldwork participants.  Our paper should be therefore regarded as 
the introduction to, rather than end-point of ongoing research and action and a step in our and 
the CI community’s learning. 

4  See http://en.wikipedia.org/wiki/Tangata_Whenua 
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Te Tiriti, the Treaty of Waitangi5 (1840), in which particular rights were granted, 
serves as a tool ‘by which we can measure the benefits,  and make use of existing 
structures within Maori societies [9, 10]. However, the Treaty guarantees were never 
upheld and Pakeha dominance has persisted in many arenas of social life, including, 
of special interest here, the conduct of community-based research and action. This has 
lead to the development of a particular set of protocols for research called Kaupapa 
Maori research (Indigenous Knowledge). This challenges traditional Western research 
practices in its stance of being collectivist and participatory, and in which the subjects 
of research and action have a strong and determining voice [11].  

3   The Tuhoe Tribe as a Case Study6 

Maori are users of ICTs, even though lower direct ownership levels of computers are 
more a problem of cost and low socio-economic status than attitude to technology 
[12]. In the recent New Zealand government statement about community 
connectivity, it is made clear that the term ‘community’ takes on  special  meanings in 
Aotearoa and that technology has a powerful role in  maintaining traditional social 
forms, as well as forging new relationships between Pakeha (European inhabitants) 
and Maori and other cultural groups: 
 

ICT can enhance our sense of identity and connection to a particular place or 
group. It can extend services to isolated communities or those excluded from 
full participation in the life of the community. It can enable people to become 
more involved in democratic processes and decision-making at all levels. 
The government recognises the vital role that community, voluntary, and 
M ori organisations and iwi play in New Zealand society. ‘Community’ 
means more than geographic communities. The term includes traditional 
associations such as wh nau and hap , ethnicity or occupation, and virtual 
communities of interest or practice [7: 33]. 

 
Recent New Zealand government policies include extending broadband through 
experimental technologies into remote rural communities and linking remote Maori  
boarding schools through video so that all members of an iwi can be connected 
(whether living in urban settings or on tribal marae) and be involved in decision-
making about their futures. Funding for remote and under-served community 
broadband is available through the Digital Strategy’s Broadband Challenge Fund. 
Recent funding includes the Tuhoe community network.  

Tuhoe are a Maori iwi (or tribe), whose traditional land (Tuhoe rohe) is in the 
eastern part of New Zealand’s North Island. Tuhoe is a confederation of 25 hapu  
(extended families or subtribes) and 40 marae  (formal meeting spaces) linked by 
                                                           
5  http://en.wikipedia.org/wiki/Treaty_of_Waitangi 
6  This research was conducted by Craig and others as part of the 2020 Trust Computers in 

Homes project which gave 200 Tuhoe whanau (family) computers, training and internet 
connections as a first step in the digitising of mataruanga Tuhoe, that is, Maori research and 
resources including physical, oral, literary, artistic, and  other means (see http://www. 
tuhoematauranga.org.nz/). 
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whakapapa (geneology). They have a strong Maori identity, including use of the 
Maori language. At the 2001 NZ census, 25,000 lived in the tribal areas, with another 
25,000 widely dispersed globally and throughout other New Zealand communities. 
Traditional communities are sprinkled throughout a remote, rural mountainous area 
with very poor infrastructure and access to services such as telephone and electricity. 
Yet ICTs play an important role. Interviews with residents show how Webcams, MSN 
and chatrooms are all used for communication. 

 
My uncle wants to set up a chatroom with all my cousins I haven’t seen or 
heard from since they were like babies (sic). I am starting to learn how to do 
that.  

 
These communities are economically depressed and geographically isolated, but with 
a very strong local identity and culture. ICTs in these communities are tools for 
connecting tribal members so that all Tuhoe can be engaged in local decision-making 
and knowledge can be better shared. ICTs are also powerful tools for maintaining 
identity, culture and language and to place Tuhoe firmly on the digital landscape. 
Tuhoe seek alliances with various Pakeha agencies such as universities and 
government to appropriate the benefits of global communications for their peoples 
collectively. Through such partnerships they have digitised their collective history, 
installed WIFI across the valleys and put videoconferencing in the schools and 
computers with internet access into the homes. Interviews with families with home 
computers show this collective and reciprocal arrangement rather than individual 
ownership of ICTS in these communities, in contrast to the individualism and private 
arrangements that are more familiar to Pakeha. 

The whole community comes over to use it. They play cards. They found this 
computer game and they put it on and gradually the game was killing 
everything on the machine. 

There are just three of us at home. I have got a few whanau [family] boys 
and stuff that come around. Usually while I am at work they will come over 
during the day and thrash it [the computer] to bits. 

Intergenerational learning is another collective way of interacting with technology in 
these communities. Grandparents traditionally spend a lot of time with their 
mokopuna, their grandchildren. This younger generation have lots of access to ICTs 
in school and grandparents depend on their mokopunas’ help after school with using 
the internet for finding information or using their email. An interview with a school 
principal suggested that intergenerational learning with ICTs could help foster the 
Maori language and culture in the young generation at the same time as bringing 
tribal elders up to speed with new technologies. 

We had a couple of grandparents online but they gave up because their 
helpers – the young ones- were moving too fast. If the language of 
communication was Maori that will slow them down. Most of our children 
are not bad at both languages but our young parents have a bit of a problem 
and come here to school for Maori classes….our grandparents are best with 
Maori. 
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4   Other Perspectives 

For a researcher or practitioner concerned to work effectively with Maori, kin 
relationship and connection, what is called whanaungatanga, are at the core of any 
process of engagement. Bishop, a proponent of Kaupapa Maori research,  suggests 
that establishing a research group as if it were an extended family is one form of 
utilising what he refers to as the ‘treasures of the ancestors’, the collective wisdom of 
the ages, that guides and monitors  everyday practice [11: 128].   This approach to 
research is about re-creating the infrastructure of reciprocity and relationship in a 
culturally appropriate way. 

While the utilisation of such a framework, and particularly, the process of 
engagement with community could be dismissed as distracting and time-consuming 
background noise that inhibits ‘efficient’ Western-style research, they are clearly real 
and relevant factors with strong agency and with which the researcher must engage. 
In fact, the process of reflexive practice and  empathetic engagement with the research 
partner/s (called by Giddens the double-hermeneutic [13]), is integral to qualitative 
participatory research but here it located within the Maori world view, not that of the 
researcher. 

This collectivist approach is not confined to academics, but is common practice for 
Maori in their communities in New Zealand. In other conversations conducted for a 
set of research interviews in New Zealand7, both Maori and Pakeha described very 
particular world views. Maori concepts and words were used to describe the world 
view, affiliations, genealogical and historical and cultural connectedness that people 
have with their communities and how ICTs are part of that world. In particular, the 
importance of genealogy and collective, rather than individual affiliation and identity 
were emphasised.  
 
Thus, a Maori interviewee with a high level of online skill said that:  

 
You know, as Maori we all have responsibilities as well, so we all have a 
responsibility to our families, our immediate families, but to the wider 
community. So if you’re educated, your responsibility and the expectation is 
that you will contribute to your lives, to your land, to the development of 
your hapu, yes your tribe. Now that’s the expectation …we’re constantly [in 
demand], because we don’t have a lot of people that are skilled in those 
provinces, those of us who have those skills are expected to share them. 

 
This orientation towards a community, rather than individual use of technology is also 
addressed by comments from another interviewee. Whanaungatanga is the term used 
by one Pakeha interviewee in discussing her technology work with Maori people:  

 
It’s tied up with trust, it’s a safe place for them to come to, it’s familiar, 
somewhere where the learning, particularly out in the Maori rural areas, 
because the learning operates on what we call whanaungatanga, whanau is 
family…It is the act of doing it, it’s the inclusive family relationship that 

                                                           
7 These were conducted as part of Stillman’s PhD research. 
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goes with learning, so that it’s not about the individual student coming along 
to class, to learn, bugger you, I’m just going to do what I want to do, it’s all 
about learning as a group, and the success of the school is the success of the 
group. 

 
And another person said: 

 
[P]eople are taught about IT in the individual sense, so when they talk 

about user needs, they’ll go and study how individuals work. But say if we 
are going to have a plan to provide, I don’t know, broadband to a Maori, it’s 
not about individuals is it? It’s about how does the collective get their 
service? And I mean talking to them, obviously all of them, or developing 
tools that are meaningful for a group, and not just an individual, you see. 

 
Another, non-Maori interviewee, experienced in community development work with 
particular disadvantaged communities, said that: 

 
Tertiary [i.e. university] education has become about bums on seats, there is 
a need to use Maori terminology. Awhi  is the word, awhi, is to nurture, when 
you awhi someone, you nurture and mentor them along…there’s a lot of 
awhi, awhi, in that process of Maori learning, and why [Technology] Project 
has been embraced a lot, by the Maori community and schools, because as 
much as possible we go in alongside them,  and work with how they are, and 
how they want to work, rather than imposing something from the top down, 
you poor people, this will be good for you. You’d get short shrift out the 
door. 

 
At least one Maori writer with links into both academia and community action has 
articulated a particular, Maori theory of technology, taking account of cultural issues 
and the history of exploitation, assimilation, and racism. Interestingly, her definition 
of information technology is one that is beyond the technical artefact, but refers to 
cultural processes and actions as well:  

 
Definitions of information technology need not be limited to those found in 
information technology journals. Potentially, any means of storing, analysing 
and disseminating information can be included – even our minds. By 
ignoring the jargon and focusing on this idea, it is clear that Maori concepts 
such as matauranga and hinengaro can encapsulate (and enhance) what we 
believe about information technology and offer a wider context. Matauranga 
refers to education and intuitive intelligence, and is linked to the divine. 
Hinengaro is the mind, the thinking, knowing, perceiving, remembering, 
recognising, feeling, abstracting, generalising, sensing, responding and 
reacting …In this light, Maori knowledge informs us about why Maori might 
be highly motivated to take up information technology and why concepts of 
information technology, as its industry sees it, are not only accessible to 
Maori but even simplistic [14: 466]. 
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This assertion of an affirmative, localised, and Indigenous response to technology is a 
response to colonisation. As a Pakeha interviewee put it in explaining the different 
views of technology which he has encountered in the Maori community: 

 
[People say] “Well, we were colonised once, and there is a great possibly 
that we are going through a digital colonisation phase as well”. But they’re 
saying, during the original colonisation, the white people defined their 
history. They gave them the literacy to do that. They defined their history for 
them. And the culture that the white people were coming from had no 
context to explain the culture of the Maori people.  

 
In response to that loss caused by European domination in the past of their culture and 
history (and the potential for future loss), Maori concerned about ICTs and their 
people have increasingly developed their own understanding of how technology can 
be used for the cultural protection and production. 

5   Implications for Community Informatics 

Community informatics (CI) is an emergent discipline and practice that draws upon 
social and technical expertise. According to what is regarded as a consensus position 
[15] in Wikipedia:  

 
Community Informatics… refers to an emerging set of principles and 
practices concerned with the use of Information and Communications 
Technologies (ICTs) … for enabling the achievement of collaboratively 
determined community goals; and for invigorating and empowering 
communities in relation to their larger social, economic, cultural and political 
environments. [16] 

 
What Maori bring to the table is a particularly powerful Indigenous articulation of a 
philosophy of collaborative participatory research  [17, 18] to take up the challenge of 
collaboration presented above. Indigenous culture has been too often regarded as 
primitive, easily acquired, and secondary to the expert knowledge (including technical 
knowledge) held by the Western-trained researcher or practitioner. As a consequence, 
the history of action and research (even of the most well-intentioned sort) with 
Indigenous communities  has all too frequently been bound up with issues of 
colonising epistemologies, unequal benefits of research, and deterministic cultural, 
political, and economic agendas in favour of the researcher, rather than the 
‘researched’ [11]. The same comment is relevant to socio-technical agendas, even if 
well-intentioned.  

Thus, a real concern by some Maori continues to be the ongoing appropriation of 
‘Indigenous knowledge, system of classification, technologies and codes of social 
life’ into electronic networks and their potential misuse [1: 60].  Maori have been 
particularly concerned about the appropriation of biological and genealogical records 
for public distribution, and these pose difficult ethical and practical challenges 
because of the spiritual and cultural significance of such data to them. Others are 
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concerned about the individualist economic push revealed in ICT policy, rather than a 
commitment to reciprocity. The challenge is to work with communities to find socio-
technical solutions to the proposition that ‘Indigenous peoples are not merely 
stakeholders in their heritage—they own that heritage and that the right to fully 
control and if and how research is undertaken on that heritage’ [19: 236 ].    

This is no easy task. We need to be prepared to allow communities to develop 
research at their own pace and through their own processes of governance, in 
conjunction with outsiders so that far more equitable power relations are established. 
Kamira suggests that a key principle which underlies this kaitiakitanga, in which 
there is ‘guardianship, protection, care and vigilance of data about Maori that is 
collected, stored and accessed’ [9].  Such statements have enormous significance for 
how ICTs are to be presented, controlled, and put into effective use [20] by such 
communities.  

6   Conclusions 

Via a case study of what we have been able to discern about Maori understandings of 
the place of technology in their social and cultural development—and the way in 
which knowledge about their community is governed—we have hoped to make 
clearer the challenge of invigorating and empowering indigenous people on their own 
terms. What is significant about Maori is that they have begun to articulate a 
particular theory of ‘collaborative’ research and its location in the family and tribe 
and this provides a very clear conceptual and practice base for CI researchers and 
practitioners in New Zealand to work with. It is an example to be considered 
elsewhere. It is necessary for CI in fact, to re-interpret the very concept of 
‘technology’ if it is to work well with such communities. From the perspective of 
welfare and community research, as well as in the writings of Foucault or Heidegger, 
‘technology’ can be re-interpreted to be seen as a network of human processes or 
practices and techniques involving the use of resources and power, incorporating a 
body of knowledge and practice which can be complemented by ICTs [21, 22].   

A broader definition of technology hearkens back to classical understandings of 
technology as a culturally-embedded skill and process [23], but it is also alluded to in 
the comments of Kamira, quoted previously, as relevant to Maori interaction with 
ICTs [14].   The more specifically ‘technical’ aspects of CI, which draw upon 
expertise in Information Systems and other disciplines can be considered as part of 
the basket or mix of social and artefactual technologies that are drawn upon in the 
development of community technologies such as community networks, specialist 
knowledge systems, databases and so on, but at the same time, social change and 
development processes that benefit all parties [24].     

The ways in which indigenous peoples like Maori understand the process of 
research and action should be brought into the discussion of CI so that it develops a 
richer and more ethical appreciation of different ways of working with other peoples. 
Additionally, CI needs to embrace a broader idea of what we mean by technology and 
be more prepared to thoroughly and patiently negotiate and engage in a contestable 
discourse about what the ‘social’ side of socio-technical solutions means and then 
work on technical solutions in close and astute partnership for self-determination.  
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Abstract. Legitimacy, defined as fairness plus public good, is a proposed 
necessary online and physical community requirement. As Fukuyama notes, 
legitimate societies tend to prosper, while others ignore legitimacy at their peril. 
Online communities are social-technical systems (STS), built upon social 
requirements as well as technical ones like bandwidth. As technical problems 
are increasingly solved, social problems like spam rise in relevance. If software 
can do almost anything in cyberspace, there is still the challenge of what should 
it do? Guidelines are needed. We suggest that online communities could decide 
information rights as communities decide physical action rights, by a legitimacy 
analysis. This requires a framework to specify social rights in information 
terms. To bridge the social-technical gap, between what communities want and 
technology does, rights must be translated into information terms. Our 
framework has four elements: information actors (people, groups, agents), 
information objects (persona, containers, items, comments, mail, votes), 
information methods (create, delete, edit, view, move, display, transfer and 
delegate), and the information context.  The conclusions apply to any social-
technical community, and we apply the framework to the case of  Wikipedia. 

Introduction 

It has been proposed that legitimacy is necessary for social productivity whether 
based on electronic or physical media [10], where legitimacy is defin0ed as fairness 
plus social good. In this view email, chat, bulletin boards and groupware are social-
technical systems (STS), i.e. social systems that overlay technical ones, where 
“technical” includes both software and hardware aspects. IS theory suggests 
information systems have different levels: Grudin suggests three: hardware, software 
and cognitive [4], Kuutti adds a work processes level [5], and Alter suggests 
hardware, software, people, and business processes [2]. Table 1 shows four STS 
levels, each a “view” of the same system, not different systems. Each level “emerges” 
from the previous, as information/data derives from mechanics, cognitive meaning 
has an information base, and community norms arise from human cognitions [11]. 
Information here is used as Shannon and Weaver originally defined the term [9], and 
equates to what business calls “data”. Higher levels assume lower levels, so a level 
failure implies failure at levels above it, e.g. if hardware fails, software does too, as 
does the user interface, but a program can fail as software level but still function as 



248 B. Whitworth, A. de Moor, and T. Liu 

hardware. Why not reduce everything to hardware? Describing computing by chip 
and line events is as inefficient as describing World War II in terms of atoms and 
electrons. Higher “holistic” levels increase performance, so communities can generate 
enormous productivity. STS design must reflect social requirements, lest online 
“civilization” become a stone-age culture built on space-age technology. 

Table 1. Information system levels  

Level Examples Error Discipline 

Social/ 
Cultural 

Norms, culture, laws, sanctions, 
social roles 

Unfairness Sociology 

Personal/ 
Cognitive 

Semantics, attitudes, beliefs, 
opinions, ideas, ethics 

Misunderstanding Psychology 

Information/
Data 

Software, data, bandwidth, 
memory, processing 

Infinite Loop Computing 

Mechanical/ 
Physical 

Hardware, computer, telephone, 
FAX, voltages, heat 

Overheating Engineering 

Translating acceptable principles of social interaction into STS specifications can 
bridge the social-technical gap, between what communities want and what technology 
does. STS designers must know what to do in information terms, based on legitimacy 
requirements, expressed as “rights”. Just as a physical community uses ownership to 
express physical rights, so an online community can use information ownership to 
express information rights [10]. Legitimate rights like freedom increase social 
productivity but can do so at the cost of social stability. This social problem has not 
one but many “solutions”, e.g. there are forms of democracy. Yet while social issues 
have no perfect answer, not all social forms have equal outcomes, as in general more 
legitimacy is better than less. We propose a general framework to specify online 
“rights”, as these are the design building blocks of a healthy online community. We 
hope others find our framework useful to build upon, modify or even contradict.  

Criteria 

For a software designer to implement social rules they must be: 
 

1. Complete: The computer knows what to do in every case. 

2. Consistent: The rules are easy to program and apply to new cases.  

An online community in contrast desires interaction rules that are legitimate: 
 
1. Fair: That the STS is impartial to individual actors, treating them as it were from 

behind a veil [8]. Justice is blind to individuals, i.e. does not favor specific actors. 
The social goal is social productivity, not personal gain (which is corruption).  

2. Socially beneficial: A legitimate STS improves the public good. People tend to 
cooperate with legitimate communities and oppose illegitimate ones.  
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Rather than argue what past communities agree, we assume the following: 

I. Social entities should be accountable for their acts to the community, which 
may apply sanctions like banishment.  
II. To be accountable, social entities must be identified (not anonymous) to that 
community. Privacy gives the right to be anonymous to others, not to the 
community itself. A society can record data on birth, marriage and death etc, as 
necessary to identify its members.  

Specification 

How software architecture allocates information rights defines the social options of a 
virtual community [6]. We now explore STS rights given the earlier criteria of 
completeness and consistency (for the computer) and legitimacy (for the community). 

STS Primitives  

We define the primitives of an STS as social actors, objects and methods (Table 2).  
 

Social Actors. Social actors are people or groups who are accountable to society for 
their acts. We use “actors” rather than “users” to stress their ability to be accountable. 
Social agents are actors who act on behalf of another social entity, and can be people 
or automata, e.g. application installation programs are automated agents for a 
software company. Independently acting automated entities, however intelligent, are 
actors but not social actors. They are not accountable, and have no “self” to feel social 
sanctions. The STS objects that represent social actors can be called persona. A 
persona can be an online “handle”, not a real name, but must be unique. As physical 
identities make people accountable in that world, persona identities make people 
accountable in virtual worlds, e.g. one can be banished from an online game. A 
persona represents when a person "exists" or is active within the STS. When a person 
“logs on” with userid and password, the STS then sets an active session for them until 
they "leave". We call personas "people", though they just represent them. The basic 
social actors in Table 2 are people, groups and agents.  

Information Objects. Since an STS is an IS, it is an information object (O), as are the 
objects within it. It can contain items (I) whose main purpose is to convey meaning, 
defined as the cognitive processing evoked in people. If an item’s meaning is 
dependent upon another source item, it is a comment item (IC). Items transmitted 
between people communicating are mail items (IM), and items whose meaning is only 
choice information can be called votes (IV). A container (C) is a complex object that 
can contain other objects, like an item list. Objects exist within containers, and the 
STS environment is the first C. If a container is destroyed any objects within it are 
also destroyed, as the existence of O's in C depend on C existing. A C may contain 
another C1, in which case C1’s objects are also part of C. The core information 
objects proposed are persona, containers, items, comments, mail and votes (Table 2). 
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Table 2. Social-Technical System Components 

Social Actors Objects Social Methods 
People  
(exist outside the STS) 

Persona (represent people) Create/Delete/Undelete 

Groups  
(composed of people) 

Containers (contain objects) Edit/Revert  

Agents (for people/groups) Items (convey meaning) Archive/Unarchive 
   Comments (dependent meaning) View/Hide 
   Mail (transmit meaning) Move/Undo 
   Votes (choice meaning) Display/Reject 
  Join/Resign 
  Include/Exclude 
 Rights Transfer 
  Delegate/Undelegate 

Social Methods. The actions social actors can apply to information objects include 
create, delete and edit, and most have an inverse. Some involve two objects, e.g. 
move changes an object’s container, and can be enter or exit. 

STS Rights 

Using the components of Table 2, one can define a “right” as follows: 
 

Right = R (Actori, Objecti , Methodi), or  Ri  =  R(Ai, Oi, Mi)    

Roles, such as “owner”, are sets of rights, e.g. to "own" an object is the right to all 
actions on or with that object:  

 
RightOwner  = R(ActorOwner, ObjectOwned, MethodAll)  

Rights Errors. A rights “error” occurs when a party allocated a valid right is unable 
to exercise it, e.g. when multiple actors have same object rights one party’s rights can 
deny another’s. If many actors can delete an item, if one person genuinely deletes it 
then it is gone, so the others have lost their choice to delete or not. The first actor 
abrogates the rights of others. A simple way to avoid rights errors is for one person to 
own everything (dictatorship), but this is not fair. In contrast, that everyone owns 
everything (anarchy) is fair, but invites rights errors and conflict. The middle path 
between anarchy and dictatorship, that most modern societies pursue, seems based on 
distributing ownership, and that is the approach we take here. Multiple ownership is 
complex, as people can act severally (where any can act for all), e.g. husband and 
wife who trust each other, or act jointly (where all must consent to act), or act 
democratically (where a majority prevail), or a combination, e.g. democratically elect 
a leader to act for the group. Ownership can also be passed back and forth, as in joint 
document writing.  

Transfer. Rights built from Table 2’s actors, methods and objects are also 
information objects in themselves, and shown as second tier objects, subject to meta-
actions like transfer and delegation. Transfer changes an object's owner. A right that 
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incurs no existing information responsibility can be transferred in one step, e.g. a right 
to view that incurs no viewer obligations may just be given. In contrast, if a transfer 
incurs information responsibility, both parties must agree in a two-step process: 

a. The owner relinquishes ownership (and may designate the next owner) 
b. The new owner takes up the ownership. 

The new owner must agree if the new ownership involves accountability. 

Delegation. Transfer gives all action rights to the target, so is non-reversible, but 
delegation transfers all object rights except the right to change rights, so is reversible, 
i.e. the owner can take back ownership at any time. The delegatee cannot further 
transfer ownership, as they have no right to transfer rights, e.g. loaning a book to 
another gives no right to loan it to a third party. Note that while people can (and do) 
do this, the issue of whether they should do it is a separate issue.    

 
Object state. An object’s state defines the action set that can be performed upon it, 
with the normal state as "active". In ownership transfer, when owners relinquish 
ownership they cannot still change the item. In the "given away" state the only action 
possible is "take ownership", by either the original or new owner(s). When in transfer 
or delegation, no acts are allowed except take ownership, which returns the object to 
the "active" state. Another state example is “archived”, where no edits can occur but 
view is still possible, e.g. journal publication is a copyright transfer of ownership 
followed by an archive state, with viewing but no further edit changes allowed. 

Creation Rights 

The STS components of Table 2 can define many classes of STS rights, including 
creation, display, view, comment and group rights, and [10] provides many examples. 
Space does not permit us to review all these classes here. However, we can briefly 
discuss creation rights, given the others can be defined analogously.  

Object Creation. It is reasonable to assume the initial owner of a created object is its 
creator, as without them the object would not exist [7]. However in an online setting, 
where does the right to create come from? An information object comprises various 
fixed data attributes that must be known before it is created, i.e. it is an instance of a 
prior general form. If to create an object its general form must be known, the form 
information must be stored somewhere prior to creation. It cannot be in the object, 
which is not yet created, so must be in the object’s container (or its container, etc, up 
to the STS). All objects are thus created using information from the object(s) that 
contain them, Also creating an object also changes the container it becomes part of. 
Hence it is reasonable to see object creation as an act upon the container the object is 
created in, which implies the container owner has the right to create objects in it:  

RightCreateObject  = R(ActorContainerOwner, ObjectContainer, MethodCreate)  
Persona Creation. If the STS itself is a container, its owner has the right to create all 
objects within it. Since persona can act throughout the STS, they seem objects created 
upon the STS itself, i.e.: 
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RightCreatePersona  = R(ActorSTSOwner, ObjectSTS, MethodCreatePersona)   

In this case, the STS owner would also own the persona created. However the right 
to freedom suggests that the person a persona represents should own it.  

RightFreedom  = R(ActorPersonRepresented, ObjectPersona, MethodAll)  

While people normally own what they create (property rights), the right to freedom 
suggests people should own their online persona selves, which should not be owned 
by others (slavery). This rights conflict is resolved if the STS owner creates a persona, 
then transfers its ownership to the person concerned, as many mailing lists do. 
Systems like Hotmail delegate persona creation, letting entrants self-create persona, 
as the following right involves no responsibility for existing information:  

RightCreatePersona  = R(ActorSTSEntrant, ObjectSTS, MethodCreatePersona)  

If an object owner has all rights to it, this includes the right to destroy it, so one 
should be able to delete one’s persona, e.g. a hotmail-id. However this assumes all 
transactions are complete, else one could uses an online persona to commit say credit 
card fraud, then “vanish” into thin air by deleting ones persona.  

Item Creation. A container owner may delegate their right to create items to people 
who enter their container, as bulletin board owners let members create items in them. 
The right can be given freely as no accountability is implied. To create objects within 
C one may need to “enter” the container, which may be open entry or restricted by a 
password, equivalent to a door passkey. The delegated right is: 

RightCreateItem  = R(ActorContainerEntrant, ObjectContainer, MethodCreateItem)  

When an item is added to a list, is it owned by its creator or the list (container) 
owner, given they are not the same? In the first case, only its creator can delete it, and 
in the second, only the bulletin board owner can. We propose the initial object owner 
is always its creator, however the container owner can prevent its display to others 
(except of course its creator who can always see it) [10]. 

Creation Constraints. If creation within a container is delegated from the container’s 
owner, the latter can delegate in degrees, i.e. a container may constrain object creation 
in any way, e.g. a list may require all items be signed. Such constraints should be 
evident at creation time, giving item creators informed choice. Creation constraints 
apply only at the moment of creation, so are not retrospective, e.g. if a list allowed 
anonymous contributions, then required that all contributions be signed, existing 
anonymous items need not have signatures. The changed creation condition applies 
only to creations after the change, but if an anonymous item owner wanted to edit it, 
the new edited item must then be signed (or the edit cancelled).  

Creation constraints illustrate a rights context, where a right is limited by a 
contextual right. The delegated right to, say, add an item to a bulletin board can be 
written: 

RightCreateItem = R(ActorC-Entrant, ObjectContainer, MethodCreate, ContextConstraint)  
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Wikipedia Ownership: A Rights Analysis 

To illustrate a rights analysis we consider Wikipedia, since it is fairly successful, and 
its philosophy that no-one need own anything is a good test case. Wikipedia holds that 
all content in Wikipedia is owned by all Wikipedians, apparently currently numbering 
over 1.9 million. While this is public ownership rather than no ownership, it suggests 
all rights specifications reduce to a single statement: 

 
RightAll  = R(ActorAll, ObjectAll, MethodAll)  

However this utopian specification is not the Wikipedia we actually see today. 
From its inception, Wikipedia has been under attack by “vandals”, trying to destroy 
its content integrity with graffiti, pornography, insults or deletions. In response, it has 
evolved many social rules, which currently involve literally hundreds of pages, 
detailing rights to edit, to delete, to resign, to join, to create new topics, to revert an 
item, to change signature etc., e.g. while anyone can edit any item, to create a new 
item one must first register. Also a social hierarchy has evolved, of stewards, 
bureaucrats, sysops and other levels including that of Jim Wales, who listens to others 
but as he notes “…at some ultimate fundamental level, this is how Wikipedia will be 
run, period”. Even in Wikipedia, the STS owner has absolute rights.  

We approach Wikipedia in two ways. First, as a successful online social system, to 
define generally how Wikipedia allocates various rights, so other applications can 
implement some or all of them in a different context. Second, a rights analysis may 
suggest alternative options to those chosen by Wikipedia.  

Wikipedian rights. The Wikipedia model has several interesting rights features: 

• Public editing. A wikipedia creation condition is that the item created is 
editable by all. When one publishes in a journal one gives them public display 
rights via a copyright form, i.e. all can view it. Wikipedia simply goes a step 
further, in that to publish in it, one must give public edit rights.  

• Accountability. While in Wikipedia anyone can edit anything, it records the IP 
address, which IP can be banished for community offences.  

• Pseudonymity. Registering an online pseudonym makes one real world 
anonymous but still accountable online, as one’s pseudonym reputation affects 
promotions, and banishment loses reputation gains. All Wikipedia acts are 
traceable, so all an actor’s acts can be reviewed. If someone vandalizes one 
item, their other item edits can be checked. Each actor’s “talk page” allows 
public comments, which they cannot delete or edit.  

• Transparency. Administrative processes, like steward promotions, are public, 
i.e. everyone has the right to comment, and everyone can see all comments on 
position applicants. Final decisions are based on democratic votes. 

• Versions.  After every edit a version copy is kept. Hence nothing on Wikipedia 
is really deleted, as a “revert” can undo an edit. This reduces rights errors, as 
no-one ever really loses their rights by permanent deletions. 

• Attribution. Wikipedia records who made each contribution and so gives 
unique attribution rights if not unique edit rights. 
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Wikipedia is an encyclopedia by the people for the people. It engages the power of 
the community, but must still protect itself against unfair actions like vandalism. In 
Wikipedia, one “troll” can destroy the good work of many others. Part of that 
protection is its software base, which implements a rights specification that defines 
who can do what to what information. Misplaced computer power means a small 
minority can increasingly damage the majority, e.g. email spam [12]. 

 
Wikipedian alternatives. Two alternatives to the Wikipedia rights choices regard 
ownership of account name and ownership of new item contributions.  

Account name. In Wikipedia one’s account name is attached to every online edit. A 
Wikipedian who initially registers under their real name, like John Doe, then after 
some edits wishes to change to a pseudonym must ask an administrator to do this, as it 
affects the Wikipedia database. This creates usurpation problems as one can overwrite 
an inactive username, i.e. pretend to be a previous contributor. It also means 
Wikipedian actors have no right to resign, except as permitted. A rights analysis 
suggests one should own one’s display name entirely. While Wikipedia can create and 
own unique accountable system ID for each actor, privacy gives actors the right to 
display themselves to others or not. This suggests two data entities, a “SystemID” 
known only to, and owned by, the system, and used for community sanctions like 
banishment, and an “ActorID” or signature, used for public displays. The SystemID 
never ever changes, so usurpation is impossible. The ActorID is entirely changeable, 
via an editable profile, so actors need no administrator to change it, and Wikipedias’s 
change username policy is unnecessary. Wikipedians could genuinely resign, which is 
not currently allowed without administrative permission, and keep their signature, 
which no other could then use, or delete it and let another take that signature, making 
their edits attributed to “Resigned”. The latter illustrates that while physical 
publishing attributions cannot be changed once done, online publishing authorship 
allows retrospective reattribution. Changing a Wikipedia signature from Rising Devil 
to Fallen Angel, gives the system two options. It can retrospectively change all your 
past edits to the Fallen Angel signature, or it can leave them as Rising Devil but 
allocate any new edits to Fallen Angel. In the latter case, your signature has 
effectively two versions arising from your edit of it. 

Ownership choice. While Wikipedia favors public ownership it still supports 
copyright, perhaps because if Wikipedia expects members to follow its rules, it would 
be inconsistent for it to ignore national and international rules like copyright. 
Wikipedia Foundation could be held responsible the larger community for flouting 
copyright, as music copying web portals were shut down by legal action after 
copyright violations. While Wikipedia seems an island, it connects to a social 
mainland that values ownership. Hence rather than force people to give edit rights 
away, Wikipedia could give item creators choices like: 

1. Public Edit: Anyone can edit the item to improve it (default). 
2. Public Comment/Private Edit: The item is open to comment by anyone, but 

only you can edit it. 
3. Private: The item is viewable by others but only you can edit or comment. 

Option 1 is currently Wikipedia’s only choice. Private rights (option 3) do not 
prevent a Wikipedia administrator from rejecting its display rights, i.e. “deleting” it. 
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Giving authors choice could open Wikipedia to many experts currently wary of it. In 
Wikipedia’s criticism section Legio XX notes: “Dr MC Bishop, an archeologist and 
world renowned authority on Roman armor, wrote an article on the Roman lorica 
segmentata, only to see it mangled beyond recognition.” and so refused to contribute. 
Andrew Orlikowski notes that well written articles are being “pecked” by amateurs 
until excessively long and frequently wrong. Wikipedia articles it seems can decay as 
well as grow. Choice lets a contributor topic expert give away some but not all 
control, and so not be overwhelmed by the majority, as the Wikipedia product is the 
last edit, and “revert wars” are won by the most persistent. Already within Wikipedia 
many suggest that “deserving” articles be “semi-protected”, to limit allowed edits. 
“Private” contributions could be marked as such, to let readers evaluate credibility. 
Delegation gives even more complex options, as items could be open to the public for 
a while, then return to private editing. The general principle is that if Wikipedia wants 
to invite all authors, why not give authors freedom of choice, with public ownership 
as just one option?   

Conclusions 

Online societies like Wikipedia challenge humanity, asking what have we learned in 
several thousand years of society? If social knowledge can be put in information 
terms, computing could enable a global online society in the near future. If not, and if 
concepts like legitimacy have no computer meaning, then we must re-learn what 
social value means online. Wikipedia illustrates the struggle, as it began open and 
optimistic, then developed social structures and rules in response to vandalism. Its 
social rights model began simple but quickly became complex, and it could still fail as 
an online experiment by “social error”. The difference between online and physical 
societies is that online “architecture” is defined by computer code, which in turn is 
defined by analysis and design. Rights analysis must become part of social-technical 
system design, to carry forward social knowledge into computer code, to close the 
“socio-technical gap” [1], and to help online communities succeed by increasing 
social health. Since the social level supercedes the technical one (Table 1), what a 
community says ought to happen actually should happen, not as an optional ethical 
“frill”, but as a necessary requirement for social productivity. Wikipedia is new but its 
social problems are old, and communities over thousands of years have evolved social 
structures and rules as Wikipedia has done in just a few years. Social knowledge need 
not be relearned if we can define and discuss social rights in information terms.   

We began with the premise that every information system object is owned, 
including the system itself. This seemed to make every online system a dictatorship, 
as indeed most bulletin boards are, albeit benevolent ones. However the social 
innovation of democracy suggests that in certain conditions, a group can “own itself” 
in general, i.e. the owner of a social-technical system can be its member community. 
Democracy, like privacy, can be seen as an extension of freedom, an individual’s 
right to own him or herself. While the complexities of democratic voting cannot be 
discussed here, that online members of a system can own it brings our social logic full 
circle. Control “by the people” is fair, and “for the people” is socially beneficial, 
making democracy a legitimate solution to the social problem of who owns the 
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community. Democracy does not mean anarchy, as democratic community can still 
sanction individuals within it. Even Wikipedia, where anyone can edit anything, still 
is not entirely democratic, but one can see a social principle evolving, as after all, 
what will happen to it when its founder retires? The millennial IS challenge is to 
translate successful social rights into software code, because when online, code is law. 
The rights framework outlined in this paper can help meet that challenge, and provide 
a basis to teach a rights information analysis in social-technical system design classes.    
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Abstract. Requirements determination is arguably the most important phase of 
any system development project. This is due to the fact that the entire project is 
shaped according to the perceived or real requirements obtained in this phase. 
Although there is a wide body of literature on requirements engineering for IS 
development projects, there have been only a few attempts lately to theorize 
requirements determination for community informatics development. This 
article attempts to analyze the requirements determination efforts for a proposed 
community informatics project in Turkey by Activity Theory. 

1   Introduction 

Several system development methodologies have been developed for computerized 
Information Systems (IS). Avison and Fitzgerald define methodology as a collection 
of procedures, techniques, tools, and documentation aids which will help the 
developers in their efforts to implement a new system [2].  

Although all methodologies have several steps, these steps can be classified in two 
major groups, namely analysis and design. A third group which may involve steps 
like testing and user training is the implementation phase where the final product is 
prepared to be put into service. This is a consecutive process, i.e. design cannot be 
performed before the analysis and implementation cannot be before the design. The 
name of a popular system development methodology, waterfall model [22] implies 
this consecutiveness. However, consecutiveness does not mean that there is no going 
back to the previous steps after a step is completed. On the contrary, system 
development is also an iterative process and it is a frequent requirement to return to 
the preceding phases and make modifications in IS development projects. 

After an initial step that investigates the possibility and feasibility of a proposed 
project, the expectations from the system must be determined. This is accomplished 
by involving all or some of the stakeholders with the aim of determining what the 
system is supposed to do. Called requirements analysis, this is an indispensable stage 
in all formal and semi-formal system development methodologies. Since the 
requirements analysis step determines what is to be done in the succeeding steps of 
the development process, it can be regarded as the most important and consequential 
step in any IS design [8], [25]. As stated above, all IS development processes are 
iterative. This means that expectations about what the system must do may change 
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during the development process, implying that requirements determination continues 
during the lifetime of system development and beyond. Thus, not all, but the bulk of 
the requirements determination must be performed before the design. 

As an emerging discipline, Community Informatics (CI) borrows several system 
development tools and concepts from traditional IS. This article attempts to analyze a 
step in requirements determination efforts in a proposed CI project in Turkey. 

2   Activity Theory 

Activity theory (AT) has its roots in German idealistic philosophy where Kant, Fichte, 
and Hegel studied mental activity (tätigkeit) in the process of establishing the 
relationship between subject (a person or a group of people) and object (motive of the 
activity of the subject). In the 1920s and 1930s a Russian psychologist, Lev 
Semyonovich Vygotsky developed the concept of tool mediation and object-
orientation (nothing to do with object-oriented computer languages or databases) in 
psychology which was then dominated by psychoanalysis and behaviorism [26]. 
Although Vygotsky never used the term activity theory nor he did not make a 
thorough analysis of human activity, these two concepts became the most important 
tenets of AT which was later developed by his colleagues as a cultural-historical 
school of psychology. Leontiev introduced and further developed the term “activity” 
within the framework of AT [18]. Drawing on Vygotsky’s [26] “mediated act” which 
involves a stimulus-response process that also incorporates sign as auxiliary stimulus, 
Leontiev’s “activity” is not a reaction or set of reactions to a stimulus, rather it is a 
coherent and conscious endeavor with internal structure and transitions within that 
structure. This activity involves two interacting entities in the individual level, namely 
the individual (subject) and the object. The object is the aim or motive for the subject 
and their interaction is mediated by a tool. As a result of this interaction the outcome 
is produced after a transformation process. The motivation of the individual for 
performing the activity is the desire for forming the outcome. During the activity 
process it is possible that the subject, the object, and the tool can undergo some 
change. Tools mediate and are mediated by an activity. An object can be a tangible 
thing such as raw material for constructing a hut, or it can be an intangible thing such 
as an idea to construct a hut. 

Although the two-level AT with subject, object, and tool has some explaining 
power in the individual level, it is inadequate for explaining complex activities that 
involve several individuals. Engeström extended AT to incorporate the community as 
the third level to address this inadequacy [9].  

Beyond extending the model by incorporating community, Engeström’s model also 
encompasses mediating entities. Similar to the tool mediating subject and object in the 
two-level Leontiev model, rules mediate subject and community, and division of labor 
mediates community and object in Engeström’s model.  

AT posits that an activity is meaningful with actions, and actions are meaningful 
with operations. Thus, we can talk about a hierarchy of human doings: 

activities (motive) consist of  a chain of actions (goal) consist of  a chain of 
operations (conditions) 
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Fig. 1. Engeström’s three-level structure of an activity 

Activities, actions, and operations are not static structures; rather they can be 
interchangeable by the increased proficiency that comes by expertise. Leontiev gives 
the example of car driving for this process [18]. A novice driver’s every operation is 
performed as an action with an orientation where orientation is the conscious 
planning phase of the action. In time, increasing expertise of the driver allows her to 
perform gear shifting unconsciously without any orientation and this crucial step in 
car driving becomes an operation for her in an action which might be increasing 
speed in a freeway or turning corner in a narrow street. Hence, shifting gears ceases to 
be an isolated goal-oriented process for the driver and it is performed unconsciously 
as if it did not exist.  

Although individual operations and actions are themselves meaningful, they might 
seem irrational and meaningless in the same level when seen independently from a 
higher level. We can attribute a coherent meaning to the whole set only by 
investigating the question from a higher level. Leontiev’s often-quoted example 
illustrates this fact [18]: In a hunt of a primitive tribe hunters are divided into two 
groups. While one group frightens animals by beating bush toward the catchers, the 
other group hunts them. Although seemingly irrational, bush-beaters’ action is crucial 
to perform the hunting activity. 

From an ICT point of view the most important tenet of AT is its tool mediation 
concept. Facilitating communication and information processing, computers are 
regarded as tools that mediate between subjects (human actors) and objects targeting 
an outcome. Having an important implication of social appropriation of ICT, this 
mediation is not merely between a person and the object, but also with other people. 
According to AT, tools can be tangible such as a pencil or they can be intangible such 
as a plan in mind. They are shaped by historical and cultural conditions and their 
usage shapes the way people behave. Hence, tools are carriers of culture and social 
experience. Tool mediation implies two interfaces. One is the interface between the 
user and the computer and the other is the interface separating the outside world from 
the user and the computer. Kaptelinin elaborates the concept of tool mediation by 
investigating the boundary between the individual with its tool and the external world 
[14]. He asks whether this boundary coincides with the boundary between the 
individual and the tool or with the one between the tool and the world. He states that 
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AT answers this question with the concept of functional organs which are 
“functionally integrated, goal-oriented configurations of internal and external 
resources”. External tools extend and complement human organs to accomplish tasks 
that cannot be accomplished by internal resources. For example, scissors elevate 
hands into an efficient cutting organ and notebooks enhance memory. Computers are 
also integrated into functional organs and they enable some enhancements in human 
capabilities such as practically unlimited memory capacity, efficient communication, 
and fast information processing. This applies not only in individual level, but also in 
the community level. In other words, computers can be functional organs that 
empower a community for, say, economic development, as much as they can be a 
functional organ for an individual fast and cheap communication.   

3   AT and Information Systems 

AT was introduced to the Western psychology in the 1960s and since then it became 
the most influential approach among contextualist theories of child development [24]. 
It diffused to the Human-Computer Interaction (HCI) sub-field of Information 
Systems (IS) discipline in the 1990s by the influential the work of Bødker [5]. During 
that time some Computer-Supported Cooperative Work (CSCW) researchers who 
were dissatisfied with the cognitive view of IT and HCI saw it too rational, too 
technology-oriented, and too individualistic. They were also appealed by AT which 
promised a social context. Thus, for those researchers focus of CSCW shifted from 
interaction of humans with computers towards focusing on the interaction of humans 
among themselves which is mediated by computers [1]. Beyond HCI and CSCW, 
several IS researchers who attempted to understand the nature of computer-mediated 
human activity in and out of organizations found AT useful for this task (e.g. [1], 
[12]). Hasan argues that AT offers real strength to IS research by providing cross-
discipline discussion and by its suitability for descriptive and explanatory studies 
[11]. Hasan and Gould attempted to explain the ways in which senior managers make 
sense of, and use, organizational knowledge for computer-assisted decision making 
through AT [12]. They argue that AT is appropriate for studying “informate-type” of 
systems (as opposed to “automate-type” [28]) like Decision Support Systems and 
Executive Information Systems, software systems used by middle or higher level 
managers. This is mainly due to the unstructured and messy nature of computer-
assisted decision-making tasks of these people. Karlsson and Wistrand use AT to 
study behavior of actors in an IS development environment [15]. Berge and Fjuk use 
AT for understanding the roles of online meetings in a collaborated e-learning 
environment [4], and using AT, Scanlon and Issroff  propose a new approach to the 
current practice in the evaluation of learning technology in the UK [21]. Fuentes et al. 
implement AT in studying the relationship patterns of Multi-Agent Systems in 
Computer Science [10]. They argue that these patterns guide analysis and design 
refinements and help to detect inconsistencies. 

“The Connected Kids” project in Troy City of New York is an attempt to develop a 
CI project guided by AT [27], [13]. The project was conducted in Troy City which is 
a relatively poor area and it is host to the relatively affluent Rensselaer Polytechnic 
Institute where the conductors of the project are based. Thus, the background of the 



 Requirements Determination in a Community Informatics Project 261 

project is a digitally divided environment. The action-research based project involves 
applying AT into the general design and requirements determination phase. The 
authors argue that when designing the project an important problem was to work with 
the potential users who had little computer literacy. AT had been a useful tool for 
solving this problem by distinguishing between the actions of individual users which 
do not seem meaningful without knowing what they are aimed and their activities 
which provide the context for understanding their objectives. Thus, AT enabled 
researchers to determine the real requirements even is they cannot be fully articulated 
by the potential users. The main method used in this process were the participatory 
design sessions that focused on the information necessary in users’ work, family, and 
community activities and how this information might be provided by the system 
proposed.  

At this point it is worth elaborating the difficulty of users in articulating their 
information requirements for a computer-based information system and how AT can 
provide a coherent guide to solve this problem. This is the most important difficulty in 
all IS development projects and, as stated above, it has it crucial implications for the 
later phases of the process as well as for the overall success of a project. Although 
there has been significant progress in software engineering, software development is 
mainly a labor-intensive craft [22]. This manifests itself particularly in the 
requirements determining phase where the most important task of the system designer 
is to “make the users talk” about their information requirements. Brooks, who was the 
project manager of the operating system development project for IBM System/360 
computer laments that 

 “The hardest single part of building a software system is deciding precisely  
 what to build. (…) the clients do not know what they want. They usually do 
 not know what questions must be answered, and they almost never have 
 thought of the problem in detail that must be specified.” [6, p.199]  

These remarks have been made in an organizational context where technicalities 
are strongly emphasized and users are highly proficient in ICT. Thus, they are even 
more relevant in CI projects where users are usually much less proficient in ICT. The 
explaining power of AT over human activities can be an ideal starting point for 
accessing the desired outcome of determining real user requirements in system 
development.  

4   The Proposed Project 

This study is based on an intended CI project in the town of Kars which is located on 
the Eastern border of Turkey. Town of Kars is the regional center of the province with 
the same name and the province has in excess of 300,000 inhabitants 90,000 of which 
live in the town. The main economic activity in the province is animal husbandry and 
agriculture. The town and its surroundings have a significant potential for tourism 
which is currently untapped.  

Kars is one of the 81 administrative provinces in Turkey and it is one of the less 
developed ones in the country. According to the data provided by the Turkish State 
Planning Organization it occupies the 67. rank in the social and economic 
development index of Turkish provinces [23].  
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The project involved in this study is currently under investigation for TUBITAK 
(The Scientific and Technological Research Council of Turkey) support. It is a joint 
endeavor of Kars Municipality and the Istanbul Branch of Turkish Informatics 
Society (TIS). A unit of TUBITAK which is responsible for developing and 
supporting the Turkish distribution of Linux (Pardus) also supports the project. The 
project aims to contribute to the ICT usage in the town through education, providing 
free (or almost free) ICT access for the locals, developing some local ICT 
applications, and delivering some economic benefit to the region. The following 
activities are envisaged within the framework of the project: 

 
• Educating children, women, youngsters, and teachers in the following topics 

with the education material that will be developed by the Pardus team: 
 

• Developing a portal for the city that will contain the following: 
 

1. Developing a web site for fostering tourism that will have quality 
information about the cultural heritage and natural attractions in the 
town and surroundings.  

2. A web site that will have information about the events, bids, assets, 
and announcements of the Municipality. It will aim to provide total 
transparency in the Municipality activities. The Mayor and his 
assistants will be accessible through e-mail and/or chat. 

3. Establishing several e-mail discussion groups about the topics 
related to the town. 

Table 1. ICT education program of the project 

Children Women Youngsters Teachers 
Estimated number of beneficiaries  1000 1000 1500 200 
Computer supported education applications   
Office applications (Introduction - Open Office) 
Office applications (Advanced - Open Office)   
Accessing knowledge sources on the Internet 
Web design    

• Providing some economic benefit to the town. Kars province is known for its 
high-quality dairy and other livestock products and it may be an option to 
market these products in the country through the Internet. Another alternative 
is to develop a sophisticated web site with an interactive and payment-enabled 
booking system for hotels in the province with the aim of fostering tourism. It 
is a crucial phase of requirements analysis to decide on one of these 
alternatives. Supporting an economic activity is seen as a measure to provide 
sustainability of the project after the funds cease. 

 
If accepted, the project funding will last for 12 months. Although currently most of 

the members of the project team are from TIS, the project is designed in such a way 
that all phases will be carried out by the local sources of Kars Municipality and the 
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TIS team will act as coaches whose main task is to transfer technical knowledge to the 
local team while learning the local conditions from them. Transferring technical 
knowledge includes relatively sophisticated tasks such as interactive web 
programming. Hence, it is envisaged that the “foreign” contribution to the project will 
be as small as possible and ideally it should fade as soon as possible. This is seen as a 
remedy to avoid a “parachute project” [7] with little knowledge of local needs and 
goals. Such a project design is also important to overcome the positivist and 
technological determinant viewpoint widespread not only in the “field”, but also in 
TIS whose members are usually seasoned ICT professionals. 

5   Requirements Analysis for the Project 

Kars was visited twice by the project leader who is the author of this article. The first 
visit was in April 2006 and the second one was in early June 2006. Although the main 
objective of the first visit was to analyze the feasibility of the project, a rough 
requirements analysis was also performed which contributed to the document for 
funding application. The second visit was organized solely for determining the 
requirements. The most important task in this visit was to decide on the type of the 
economic activity to be supported by the project (selling dairy products on the Net or 
tourism). The activities in this second visit also shaped the main tenets of the project:  

 
1. The project will be conducted as a Participatory Action Research (PAR) 

study. PAR aims to change a given condition to a desired state with the 
active contribution of all parties involved. Time and distance permitting and 
subject to the concerns about avoiding a “parachute project” mentioned 
above, members of the “foreign” and local project team will strive to engage 
as many locals as possible. This is true for all stages of the project such as 
requirements analysis, design, and actual implementation phases. “Serving 
two masters”, namely for developing a system that offers some benefit to the 
local population and attempting to understand the dynamics of a CI project 
in the local conditions, PAR is an ideal methodology for such projects 
[7], [3].   

2. It is important to infer lessons for possible future projects. Although PAR is 
a robust research methodology that allows researcher to gain rich insight to 
the topic, it might be a better strategy to triangulate it with other methods 
such as survey instruments. Such a marriage of quantitative and qualitative 
methods yields even richer insight to the topic involved. To this end, two 
survey questionnaires, one in the beginning and one at the end of the funding 
phase of the project, will be distributed to the 604 employees of Kars 
municipality who can be regarded as a fair sampling of the town population. 
The questionnaires will contain almost the same questions that aim to gauge 
the quantity and quality of ICT usage in the town before and after the funded 
phase of the project. In other words, this longitudinal survey aims to 
investigate the benefits the project provided to the community during 12 
months of its lifetime.  
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3. Unlike some other countries where CI projects are funded by the 
government, international agencies, and NGOs, there has been no such 
funding in Turkey. Consequently, there have been very few projects in the 
country which could be identified as CI [16]. Although private Internet Cafes 
are widespread and popular in the country (there are more than 20 in Kars 
town center alone where patrons usually have to wait in the queue to get a 
seat) there are almost no government-funded Internet access points open to 
public.1 However, in the newly launched National ICT Strategy of Turkey it 
is envisaged to establish 4500 Public Internet Access Points during 2007 all 
over the country. Each having 20 computers and periphery devices such as 
printers and projectors for computer literacy training, these centers will be 
established in public buildings such as local libraries. The lessons learned in 
this project will be reported to the Directorate of Widespread Education in 
the Ministry of Education, the organization responsible for establishing and 
running these centers. 

 
Requirements determination for such a project is a formidable task where several 

stakeholders are involved. Although it is ideal to engage as many stakeholders as 
possible in a PAR project, practical limitations such as time did not permit such a 
broad participation.  

A total of nine interviews were conducted in the second visit. As noted above, that 
visit was organized solely for determining the requirements and the majority of 
interviewees were public officers. The two exceptions were the president of the local 
Chamber of Commerce and the manager of the Kars branch of Turkish Telecom 
which is a private monopoly since a few years. Although it sounds less than ideal to 
emphasize local bureaucracy and bypass other stakeholders in a PAR project, local 
conditions dictate such a measure. Turkey is a country with a strong bureaucratic 
tradition and it is important to get the support of the local bureaucracy and their 
concerns should be addressed in the project. Since it is obvious that remote control 
from Istanbul is not an ideal working environment for such a project and the project 
must be appropriated by the local owner, namely Kars Municipality, all interviews 
were conducted in the presence of Mayor’s Assistant. He was also functional in 
arranging the interviews with the public officers. 

Although the interviewees were generally positive about the project, some of them 
did not seem very enthusiastic. For example, the officer who is responsible for 
primary and high school education in the town had some concerns about the computer 
training in the project, because of the private computer education programs in the 
town which are being run by high school teachers. Such programs are useful and they 
provide some support to the modest salaries of teachers. It is quite probable that the 
project will adversely affect these programs. AT recognizes contradictions as 

                                                           
1 A notable exception is the free Internet and computer access provided by the local libraries. 

This is facilitated by Ministry of Culture and it is quite widespread in the country. However, 
the benefit it provides to the local communities is doubtful. In the visit to the local library in 
Kars it was observed that all of the primary school children who were using the ten computers 
in the library were playing computer games and there was little doubt that the ones waiting in 
queue would do the same.  
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inevitable in human activity and one can expect more of them when the project 
actually starts. According to Kuutti contradictions in AT indicate a misfit within 
elements, between different activities, or between different developmental phases of a 
single activity [17]. In the above case the contradiction is the former, i.e. between 
teachers who teach in private computer courses and the project itself, and in order to 
avoid win-lose or lose-lose cases the project team must find creative ways to engage 
these people in the project constructively. Although not impossible, this is a difficult 
task in a community where social capital is low [20]. Indeed, low level of trust and 
self-organizing capability aspects of social capital are the main source of concern for 
the success of the Kars project where there are significant ethnic and political fault 
lines in the local community. 

Unlike traditional system development methodologies, AT does not provide a 
detailed roadmap for requirements determination. Instead, it provides a useful insight 
to the requirement determination process as an object-oriented human activity with a 
clear target. The advantage AT offers is threefold. Firstly, it allows comprehending 
the requirements determination process as a logical and hierarchical progression. 
Related to this, it prevents getting lost in details. Thirdly, like the traditional system 
development methodologies, it allows determining outcomes –deliverables- quality of 
which can be used as a measure of success of the activity.  

As stated above, the scope and nature of an activity is subject to change. An action 
can become an operation by increased proficiency that comes by expertise, or a time-
dependent activity can be regarded as an action of a larger activity when looking at 
the big picture. Hence, although the task accomplished in the second visit can be 
regarded as an activity in isolation, it is in fact an action in the larger requirements 
determination activity. In a higher level of an abstraction, requirements determination 
activity can be explained by the AT in the following “Engeström triangle”:   

 

 

Fig. 2. Activity of requirements analysis 

The elements in the triangle can have different meanings in different levels of 
activity. Analyzing the situation in two levels, namely the general requirements 
determination phase of the project and the requirements determination efforts in the 
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above mentioned second visit, the following table can be constructed. The table is by 
no means complete; for example, tools used in both activities can be extended to 
cover additional tangible utensils such as voice recorders in the interviews or 
intangible skills such as the interview organizing capacity of the Mayor’s assistant.  

Table 2. Hierarchical components of activities 

General requirements determination  Requirements determination 
effort in the second visit 

Tool Tangible: notebooks 

Intangible: Knowledge and skills of the 

analysts  

Tangible: notebooks 

Intangible: Knowledge and skills of 

the analyst 

Subject All members of the project team 

responsible for requirements determination 

Project leader and Mayor’s assistant  

Object Determining requirements for the project 

that would provide maximum benefit to the 

local community 

Determining the most appropriate 

economic activity that would be 

supported by the project 

Rules Local culture Local bureaucratic culture 

Community Municipality, TIS, local bureaucracy, 

potential beneficiaries of the project  

Municipality, TIS, local bureaucracy 

Division of 
labor 

TIS to organize and conduct interviews, 

Municipality to decide on the final form of 

the requirements  

Project leader to conduct interviews, 

Mayor’s assistant to organize them  

Outcome Requirements document Choice for the economic activity   

From the above table it is obvious that “requirements determination effort in the 
visit” column is a subset of “general requirements determination” column. In other 
words, hierarchical nature of tasks manifests itself as a nested sets of activities, 
actions, and operations in AT. This holds true for wider activities such as 
requirements determination as a subset of system development activity as well as 
individual steps within the requirements determination activity. 

6   Conclusion  

CI differs itself from traditional IS development activities in several aspects. Firstly, 
CI projects aim to provide some benefit directly for the user community whereas IS 
development in an organization usually aims to provide some benefit to the 
organization where the user community is only one of the stakeholders and humans 
are only one of the resources to realize organizational goals. Secondly, source-
providing mechanism for system development in IS is the internal budget whereas CI 
projects are usually dependent on external funding. Thirdly, user population in CI 
projects for whom the project is developed tends to be less computer-literate than the 
professional user population in IS projects. And lastly, IS projects tend to be more 
focused and aim to solve a particular problem such as inventory control. On the other 
hand, a CI project can have several different and competing objectives such as 
computer training and providing some economic benefit to the user population.  

These differences manifest themselves in the requirements determination efforts in 
both types. With a strong community orientation, requirements determination efforts 
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in CI development have to be different from the established requirements engineering 
of traditional IS development. With strong emphasis on the concepts of community, 
division of labor, and tool mediation, AT has a sound explaining power for 
requirements determination efforts of CI development. Armed with the theory, what is 
required at this point is to develop tools and methodologies for requirements 
determination and other CI development steps.  
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Abstract. This paper presents a case in the development of a knowledge 
community support system in the context of an industrial association group in 
the construction sector. This system is a result of the Know-Construct project 
which aims at providing association sponsored SME communities of the 
construction sector with a sophisticated information management platform and 
community building tools for knowledge sharing. The paper begins by 
characterizing the so-called construction industry knowledge community. The 
Know-Construct system concept and the its general architecture are described, 
focusing on the semantic resources, in particular the ontologies structure. The 
final part of the paper depicts the approach to the actual introduction of the 
system in the community. An action-research approach was planned to obtain 
research results regarding the social acceptance of semantic resources such as 
the ontologies and technical classifications used in system.  

Keywords: enterprise sponsored virtual communities, ontology based infor-
mation systems, action-research. 

1   Introduction 

Enterprise sponsored virtual communities (ESVC) are emerging as serious business 
schemes fostering collaboration and knowledge sharing both intra and inter-
organizations. The community paradigm is winning space among more established 
inter-organizational interaction forms such as chains or networks, complementing 
them in some cases. ESVCs are complex socio-technical systems, difficult to design 
and maintain, needing multi-disciplinary approaches for their development. This 
paper1 presents a case in the development of a knowledge community support (KCS) 
system in the context of an Industrial Association Group (IAG) in the construction 
sector. The system is a result of the Know-Construct project which aims at providing 
IAGs sponsored SME communities of the construction sector with a sophisticated 
information management platform and community building tools for knowledge 

                                                           
1  Part of this paper result from research work financed by the Fundação para a Ciência e 

Tecnologia - MCTES - POCTI/GES/49202. 
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sharing. The Know-Construct project2 intends to improve the effectiveness of the 
Construction Industry (CI) SME's by improving and extending the relationship with 
their customers through an innovative support regarding information and knowledge 
about products, processes and associated issues. This is achieved through specifically 
developed tools, supporting in particular the formation and operation of SME's 
knowledge communities in the context of Industry Association Groups (IAG). More 
specifically, these objectives aim (i) to provide a platform to support the creation and 
management of a community of CI SME's, coordinated by an association, fostering 
collaboration and knowledge sharing among its members (shareable knowledge 
includes, besides product and services information, companies' experience, e.g. best 
practices); and (ii) to provide problem-solving support to the individual IAG 
member's customers regarding the products’ selection, applications and processes, as 
well as addressing other related problems such as legislative issues, safety issues, etc.  
This leads to a wider and deeper technical and professional competence shared by the 
SME's community, fundamental to its ability to satisfy customer needs, obtained 
through closer co-operation and knowledge exchange. It will be materialized as an 
internet-based platform that will offer the possibility to establish a "one to one" 
communications medium. Manufacturers and wholesalers (SME) may interact with 
their customers, advising them on specific topics relying also on knowledge created 
and maintained by the community of SME's mentioned previously.  

These objectives where translated into two main modules of the KC system: (i) 
Customer Needs Management (CNM) System: a decision making support system 
regarding the products characteristics, applications and other consultancy services for 
SMEs customers applying a "web enabled dialogue"; and (ii) Knowledge Community 
Support (KCS) System: a system for SMEs to support a form of co-operation through 
the creation of Knowledge Communities of SMEs in Construction Industry. 

2   Characterization of the CIK Community 

There are many explanations around the community concept. After thorough review 
of the literature on this subject, a characterization of the Construction Industry 
Knowledge (CIK) community according to three approaches was made: type of 
utility, participant’s behavior and typology. 

The classification of different types of utility [1] presents a basic predictive model 
of different communities types, with particular relevance for those able to generate 
some type of utility for someone. The CIK Community can be classified as an hybrid 
of a Practice and Interest Community. On the one hand, company employees as 
individuals should see a direct utility to their particular jobs when participating in the 
CIK community. On the other hand this direct utility also comes into light when an 
employee (and consequently the company) realizes that, when solving a problem for 
an important customer, the information/knowledge used to reach the solution has been 

                                                           
2  COLL-CT-2004-500276 KNOW-CONSTRUCT Internet Platform for Knowledge-based 

Customer Needs Management and Collaboration among SMEs (2005-2007). Project co-
funded by the European Community. "Horizontal Research Activities Involving SMEs-
Collective Research Programme. 
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made available by other community members. Nevertheless, not all the activities can 
be tracked to a causal benefit to the SME. For example, a chat session between two 
employees exchanging professional experiences or a report on a concern regarding the 
performance of a material in a news or blog entry by another employee, are activities 
that make sense in a community but cannot be assigned a concrete and immediate 
value for the organization.  

Looking at professional development as the process of continually developing 
knowledge, skills and attitudes of professionals by means of formal and informal 
learning in the course of practice, the use of on-line knowledge communities for this 
purpose implies that an on-line knowledge community has to support this process. As 
a CIK community member, professionals in the construction sector will have a place 
for continual professional development that gives: individualized, flexible and easy 
access to a coherent and up to date knowledge domain, a range of opportunities to 
interact with like-minded persons and a range of opportunities to develop and exploit 
the knowledge domain. An example of this is: applying knowledge, learning from it, 
guiding others, disseminating ideas and results or doing research, embedded in a 
professional network. Our premise is that the membership of professionals of an on-
line knowledge community will have positive effects on their continuing 
development, expressed not only in competences like knowledge, skills, experiences 
and attitude, but also, in the acquisition of organizational knowledge assets expressed 
in the growth and elaboration of professional knowledge, applicability of knowledge 
and legitimacy of knowledge. Based on work of [2], the CIK Community can be 
further characterized: (i) the goal is to develop and exploit knowledge about civil 
construction sector; (ii) there are continuous interactions between participants to meet 
these goals, (iii) information and communication processes are continuously made 
explicit, (iv) it adds value to the participants (professionals within the sector and 
customers alike), the on-line meeting place that is usable, (v) the culture focuses on 
the participants’ needs as the route to high performance; involvement and 
participation create a sense of responsibility and ownership and, hence, greater 
commitment, and (vi) the context is highly complex and constantly evolving and the 
CIK Community will have to continuously cope with the expectations of its 
participants and their context of use of the system. 

Based on the typology of virtual communities proposed by Porter [3] where the 
communities are classified under two levels - establishment and relationship 
orientation - the CIK Community is classified as an organization-sponsored 
community relatively to type of establishment and as a commercial community 
relatively to the relationship orientation. This community will have key stakeholders 
and/or beneficiaries (e.g. customers) that will play an important part in sponsoring the 
community's mission and goals. Being an organization-sponsored community, it will 
foster relationships both among members (e.g. professionals belonging to the 
associations of the project partnership) and between individual members (e.g. 
customers) and the sponsoring organizations (associations of the project partnership). 
Based on the classification of the CIK Community under the virtual community 
concept and the attributes commonly suggested in the literature to characterize virtual 
communities [4], the key attributes of the CIK Community. The key attributes that  
characterize of the CIK Community can be summarized as the Five Ps [3]: Purpose 
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Fig. 1. Characterization of the CIK community according to the five Ps [3] 

(Content of Interaction), Place (Extent of Technology Mediation of Interaction), 
Platform (Design of Interaction), Population (Pattern of Interaction) and Profit Model 
(Return on Interaction) (see Figure 1). 

3   The KCS System Concept  

3.1   The KCS System Functional Architecture 

As mentioned before, the KC project has a very specific goal: to enable individual 
SME's to better solve their customers’ problems. Therefore, KCS is focused on 
pursuing this goal in the first place. Although a knowledge community encompasses, 
as stated before, mechanisms that surpass this simple instrumental goal, the initial 
vision of the KCS system was specifically conceived having this in mind. This means 
that the KCS system supports CIK community building in a broad sense, though 
focused fundamentally in generating wide ranging and detailed knowledge to be used 
in managing the SME's customers' relationship, particularly in problem solving. The 
operationalization of KCS system is made through the use of mechanisms  that will 
allow [5]: (i) the support of social processes (trust building, group formation and 
coordination), i.e., conditions for tacit knowledge exchange; (ii) increased levels of 
interactivity and to stimulate the dynamic exchange of knowledge (collaborative 
content management systems); and (iii) support to the personalization of user 
interaction (via the selection and presentation of content), maximize the impact of 
distributed knowledge and also facilitate the establishment of new relationships 
between the users. Keeping in mind the basic idea that the KCS system should 
support the CIK Community building in a broad sense, though focused primarily in 
generating a knowledge base that is as comprehensive and detailed as possible so as 
to be used in managing the SME's customers' relationship, particularly in problem 
solving, the following general functions of this module were specified.  

Community building tools that support the processes of community building by 
providing the instruments to foster professional interaction and socialization; forums 
and weblogs are two such instruments and are tailored in KCS to be tightly integrated 
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with the semantic structure supporting knowledge management in KC; Semantic 
resources management i.e., the infrastructure and corresponding set of functionalities 
that support information and knowledge acquisition, organization and storage in KCS 
system, enabling (i) the management of classifications, thesauri and vocabulary, (ii) the 
acquisition of knowledge from digital content (including forums and weblogs entries, 
web pages, etc.) both internal to the CIK and from external sources, (iii) the 
maintenance of an ontology which is the base of knowledge representation, access and 
storage; Knowledge resources access i.e., creating, searching and updating knowledge 
resources constitutes a fundamental set of functionalities in KCS; although much of the 
community's information/knowledge will be created in communication/interaction 
processes (forums, weblogs), there will be also the need to create/access knowledge in a 
more structured way; digital content management and document management are the 
natural approaches regarding this issue.  

This generic architecture can be decomposed in two layers (see Figure 2): KCS 
Core Services layer and Systems/Applications layer. KCS Core Services layer 
provides a set of services centred in the semantic resources management of KC. The 
basic architectural idea of KCS is to have a set of services to be used by specific, 
adaptable and, eventually, off-the-shelf systems/applications. The rationale is to take 
advantage of as great a number of open source systems/applications as possible that 
already provide the end user functionalities required in a knowledge community. For 

 

 
Fig. 2. Knowledge Community Support system 
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example, we can use a content management system (CMS) such as Zope/Plone or 
OpenCMS providing off-the-shelf functionalities to organize reports, data sheets, 
legal documents, and to publish web pages related with some community topic. 

The CMS is configurable and extendeable to use content/document services, search 
services and semantic navigation services in order to provide value added knowledge 
management to the community. 

3.2   Ontologies Structure and Content 

During the requirements analysis phase, a perception gained strength - to deal with 
the very concrete reality of the SMEs of each country and each Construction Industry 
Knowledge (CIK) Community of KCS, the KC system need to include a local 
ontology that would answer the KC partners’ particular professional and cultural 
needs and attend to its social context of use. This meant the need to construct not one, 
but more than one ontology.  Different countries (or even different associations) need 
to use local classifications, thesauri or ontologies. As different countries have 
different local ontologies, the best process to “plug-in” a local ontology into the CIK 
ontology is to align both ontologies. This has the advantage of making it easier to 
maintain and evolve the ontologies and, in practical terms, the option for ontologies 
integration can be a lot more difficult when managing the ontologies and its evolution 
process, for example when discovering the part of the integrated ontology that will 
suffer changes. The central ontology (CIK ontology) reflects standards and related 
classification schemes in the industry and the local ontologies will account for the 
individualized SME conceptual schemes, i.e. they will be strongly related to the 
consortium partners' needs. 

The CIK Ontology that defines the domain of the CI summarized in the following 
sentence: The Construction Industry involves a set of resources  that follow certain 
conditions which are used or required in a process that leads to results. As such, the 
proposed taxonomy includes four domains to classify these major concepts: 
Construction Resource; Construction Process; Construction Result; Technical Topic. 
The first three domains coincide with the major themes in the ISO 12006-2 standard 
[6]. The other domain (Technical Topic) is the result of the integration of an e-
COGNOS module, further developed so as to include issues related to the CI that are 
not covered by the e-COGNOS ontology and IFC model. All domains integrate 
modules from e-Cognos ontology [7]. 

4   Implementing the KCS System in an IAG Sponsored  
     Community 

Empirical studies regarding the company's adoption and use of information systems 
based on advanced semantic infrastructures are scarce in the literature. Particularly 
when it comes to ESVC, our knowledge about the context, conditions and actual use of 
such type of systems is almost inexistent (as much as the authors are aware). In this 
project we decided to go further in the development of the Know-Construct system, 
taking advantage of prototype testing in realistic organizational situations to research the 
adoption and use of semantic enabled information systems in ESVCs. In this section we 
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will describe this approach emphasizing the research design and planning. This research 
is undergoing which means that existing results will be object of a future paper. 

4.1   An Action Research Approach 

Action research encompasses several different approaches. In this respect, Coghlan 
[8] distinguishes between mechanistic and organistic approaches. In addition, there 
are specific elaborations according to the type of inquiry, namely clinical, 
developmental, appreciative, cooperative, and participatory. These several ways of 
conducting action research may also reflect an emphasis on either the practical 
outcome [9] or the inquiry process [10]. In terms of the inquiry process, Avison [11] 
identifies problem diagnosis, change and reflection as the core activities of action 
research. Coghlan [12] similarly refers to planning, taking action, evaluating action 
and further planning. For the specific case of information systems research, Iversen 
[13] refers to initiating, iterating and closing, based on specific tasks that we 
synthesize below: 1. Establish the research team; 2. Identify the problem situation; 3. 
Delimitate the theoretical context; 4. Identify the research questions; 5. Plan specific 
tasks and coordination mechanisms; 6. Implement specific tasks and mechanisms; 7. 
Evaluate research and problem-solving; 8. Repeat cycle 5 to 7 as required to answer 2 
and 4; 9. Exit cycle 5 to 7; 10. Elicit theoretical, empirical and methodological results. 
In practice, the action research’s main dilemma is between researchers’ control and 
participation. Sense [14], for instance, defines control as “the desire/actions of the 
researcher to influence the research proceedings in ways that ‘drive’ the process along 
the researcher’s pre-determined path”; and participation as “the active engagement of 
the researcher in the activities of the study but without the need to dictate/mandate the 
processes in play”. According to Sense [14]  this dilemma can be attenuated by 
clarifying the roles of the participants and respective expectations while adjusting to 
changes in the project such as the mix of team members, the social, political and 
personal motivations, and the exact research questions and problem situation. In our 
view, this dilemma between control and participation can be further attenuated by 
ensuring a consensus on what constitutes the content (research questions and problem 
situation) and the context (theoretical and empirical) of the project. In other words, 
although the content and context of the study may change over time, the research 
team may still agree on the next task ahead. It is this permanent consensus that 
ultimately ensures the viability of action research.  

4.2   Designing the Action-Research Based Approach   

A first technical prototype of the KCS system was developed in two modules: (i) a 
minimally configured Content Management System providing basic content 
management, and basic community building functionalities i.e., a forum and a weblog 
application, and (ii) semantic functionalities module providing classification and 
ontology browsing, semantic searching, and content annotation. Two IAGs were 
selected to implement the first socio-technical KC prototype. Besides the IAG 
management unit, six companies in each IAG were chosen for the prototype testing 
and study. In each of these companies a set of people was selected to form the KC 
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Table 1. Specific topics to research through the KC prototype testing  

semantic resources related ESVC related 
cognitive apprehension of the ontology 
and classification schemes 

use of content shared within the 
community; trust and perceived 
importance of the information 

intended and effective use of the 
ontology 

intention to share information according a 
"community" worldview; actual uploading 
of content; quality of the shared 
information 

contextual factors of ontology adoption: 
country, type of  association, type of 
company 

intention to use community building tools 
(forums, weblogs, wikis); actual use of 
community building tools 

testing groups. During a training day they were introduced to the CIK community 
concept and to the use of the KCS system. 

The general research questions can be formulated as the following: (i) how do 
workers in SMEs adopt and accept collaborative information management strategies, 
and (ii) how do workers belonging to SMEs participating in some form of network 
apprehend and appropriate the concept of enterprise sponsored virtual community. 
These research questions can be detailed in more specific topics (see Table 1). 

4.3   Structure and Process of the Action-Research Intervention  

Following the general guidelines from section 4.1 and the research questions 
formulated in section 4.2 the structure and process of the socio-technical prototype 
testing was designed, being depicted in the following figure: 

 

Fig. 3. The action research process of the Know-Construct prototype testing 
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5   Conclusions and Further Work 

This paper presented the main issues in the development of a system to support a 
knowledge community of SME's in the Construction Industry. We presented the 
characterization of the Construct Industry Knowledge Community according to three 
approaches in the context of the Know-Construct project. Summarizing, the CIK 
Community was conceptualized as an aggregation of professionals and customers 
who interact around a specific shared interest of construction sector, sharing 
information and knowledge about products, services, techniques, legal aspects, 
experiences, etc, and where the interaction is totally supported and/or mediated by 
web technology and guided by some agreed protocols or norms. 

To present the generic architecture of the KCS (Knowledge Community 
Support) system that supports the CIK community, the concept, layers and high-
level design of KCS system were described. The high-level design organizes KC 
functionalities in four main areas: modelling (ontology development and use), 
tagging, query, and visualization. The future work will involve, obviously, the 
implementation and validation of the system. Further, one of the crucial 
development and validation tasks is related to the ontology implementation and the 
associated functionalities.  

Given the selection, evaluation and structuring process described in this paper, it is 
highly probable that the CIK ontology reflects the standards and related classification 
schemes in the industry on the one hand and, on the other, that the local more specific 
ontologies will account for the individualized SME conceptual schemes, i.e. they will 
strongly relate to consortium partners' needs, as identified in the analysis of business 
case scenarios and in the users’ requirement definitions. 

The implemented method aims at developing a methodology of common 
Construction Industry Knowledge representation applicable to large sets of SMEs in 
the construction industry as a basis for the establishment of a knowledge community. 
Because of the available time frame, the described method was not as fine grained as 
desired. Therefore, further work in this area will be directed to detail the evaluation 
criteria. The next steps will involve the definition of the ontologies and maintenance 
strategies.  

Although the phase regarding the analysis and specification of the KCS system 
(basic functionalities, semantic resources definition: high-level ontology and local 
ontologies definition, integration processes) has been comprehensive, and involved 
the users [15], we concluded that it was necessary to refine the requirements and 
design options through the use of a socio-technical prototype. This process is complex 
as we are dealing with virtual communities. Thus, there was the need of using 
innovative ways to establish a social test environment in order to achieve the goals of 
prototyping. We presented the design and planning for an action-research based 
prototype testing, which means not only to obtain new knowledge about the use of 
advanced semantic based tools for community support but also an innovation for the 
companies participating in the project. 
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Abstract. Often research on online communities could be compared to archae-
ology [16]: researchers look at patterns in digital traces that members leave to
characterise the community they belong to. Relatively easy access to these traces
and a growing number of methods and tools to collect and analyse them make
such analysis increasingly attractive. However, a researcher is faced with the dif-
ficult task of choosing which digital artefacts and which relations between them
should be taken into account, and how the findings should be interpreted to say
something meaningful about the community based on the traces of its members.

In this paper we present a framework that allows categorising digital traces
of an online community along five dimensions (people, documents, terms, links
and time) and then describe a tool that supports the analysis of community traces
by combining several of them, illustrating the types of analysis possible using a
dataset from a weblog community.

1 Introduction

Although research on online communities has a long-standing history, the technolog-
ical infrastructure and social structures behind them evolve over time. In this respect
communities supported by weblogs is a relatively recent phenomenon.

A weblog is “a frequently updated web-site consisting of dated entries arranged in
reverse chronological order” [22]. Weblogs are often perceived as a form of individu-
alistic expression, providing a “personal protected space” where a weblog author can
communicate with others while retaining control [11]. On one hand, a randomly se-
lected weblog shows limited interactivity and seldomly links to other weblogs [13]. On
the other hand, there is growing evidence of social structures evolving around weblogs
and their influence on norms and practices of blogging. This evidence ranges from
voices of bloggers themselves speaking about the social effects of blogging, to studies
on specific weblog communities with distinct cultures (e.g. [23]), to mathematical anal-
ysis of links between weblogs indicating that community formation in the blogosphere
is not a random process, but an indication of shared interests binding bloggers together
[17].

Often research on online communities could be compared to archaeology [16]: re-
searchers look at patterns in digital traces that members leave to characterise the com-
munity they belong to. In the case of weblog communities relatively easy access to
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these traces and a growing number of methods and tools to collect and analyse them
make such analysis increasingly attractive (e.g. papers from the annual workshops on
the Weblogging ecosystem at the WWW conference in 2004-06).

Many of the existing tools apply text or temporal analysis to large volumes of we-
blog data, often focusing on short bursts in time or popular topics (e.g. [1], [15], [21]).
Others apply methods of social network analysis to identify and characterise networks
between bloggers based on links between weblogs (e.g. [12], [19]). In our work we fo-
cus on combining both in order to go beyond currently available views on weblog data,
aiming at developing tools that take into account existing community structures [14] and
support the understanding of specific conversational clouds [18] and the “cloudmakers”
behind them [20].

Although our work is based on the analysis of digital artefacts that weblog commu-
nity members leave online, we find it important to articulate explicitly how studying
the results points to more general questions about weblog communities: which digital
artefacts and which relations between them are taken into account, and how the findings
should be interpreted to say something meaningful about the community based on the
traces of its members.

In this paper we present a framework that allows categorization of digital traces of
an online community along five dimensions (people, documents, terms, links and time)
and then describe a tool that supports the analysis of community traces by combining
several of these dimensions, illustrating the types of analysis possible using a dataset
from a weblog community.

2 Framework

In this section we present a simple framework that can assist in the analysis of online
communities. The formulation of the framework is motivated by the perceived need to
provide community researchers with a conceptual tool to focus on particular aspects of
the community.

There is a strong relation between the framework we propose and ongoing research
into the study of online communities. The field of social network analysis (SNA) can
be characterised by studying the relations between persons and their links, sometimes
taking into account time. The field of text mining from communities, sometimes called
semantic social network analysis [4], mainly looks at the relation between terms and
documents, largely disregarding the notion of the individual. Finally, the area of iden-
tifying trends in communities (e.g. [10], [8]) looks at documents, terms and time. The
research that is closest to what we are trying to achieve is work on iQuest by Gloor and
Zhao [9]. Their tool supports studying communities by making it possible to look at the
community as a whole (topics discussed) and the contribution of members (who says
what and when).

When thinking about online communities there are, therefore, at least five dimen-
sions that play an important role and are possibly of interest for investigation:
Document. A self-contained publication by a member in the community. Examples of

documents are a web page, email or weblog post.
Term. A meaningful term used by one or more members of the community. These

terms occur in documents.
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Person. A member of the community.
Link. A reference from one document to another document, and implicitly between

the persons who authored the documents.
Time. The date, and possibly time, of publication of a document.

The framework thus focuses on communities that leave digital traces in the form of
documents, and derives the other dimensions from the metadata (person, time) and con-
tent (terms, links). Given a dataset represented along these dimensions the researcher
can navigate through it by specifying one or more initial dimensions, fixating a partic-
ular dimension (e.g. focusing on a particular term, person, or time period). Navigating
along multiple dimensions makes it possible for the researcher to obtain both an over-
all view (what are the most frequent terms used in the community) and more detailed
views (term usage of a particular member over time). The more dimensions involved,
the more detailed, and maybe also the more interesting are the results of the analysis.

3 Tool

The framework has been implemented on top of a tool called tOKo [7]. tOKo is an
open source tool for text analysis, with support for ontology development and, given
the extensions described in this paper, exploring communities.

Fig. 1. Screenshot of the tOKo user interface with community research extensions
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The only input tOKo requires is a corpus of (HTML) documents. Applied to com-
munity research, we assume a corpus represents the documents of the community under
study. To be able to apply the framework it is necessary that for all documents the author
(person) and the date of publication (time) is provided as metadata. Terms are automat-
ically extracted by the Sigmund module of tOKo [2] which clusters lexical variants (ab-
breviations, inflections and alternate spellings) into a single, possibly compound, term.
For example the term community has the lexical variants community and communities.
Links between documents are by default extracted assuming the documents are HTML
(anchor element). The implicit links between persons are inferred by considering the
author of a document. After this extraction process is completed we have the data along
all five dimensions for a given community represented by a corpus.

Fig. 1 shows the user interface of tOKo with the community research extensions.1

The main difference between the base version of tOKo and the extension are additional
methods and visualisations to cater for the links and time dimensions. The community
research functions are available through the Community popup in the menubar and by
clikcing inside the five browsers with community data at the top.

4 Examples

Our research focuses on a cluster of weblogs in areas of knowledge management and
social software. This is a dense social network of weblog authors, and may be classified
as a community, given the many bonds and interactions between participants (see [6]
for a discussion). The goal in this research is to understand how knowledge develops
in a weblog community and to develop tools to monitor those processes. Although
knowledge flows in a community are difficult to grasp with automatic analysis we focus
on inferring them from combined investigation of patterns in language use and linking
patterns between community members.

In the rest of this section we provide an example how the framework can be applied
to address questions emerging in our study. In the analysis the tool is used to analyse a
corpus of 6329 documents (weblog posts), over a period of a single year (2004), written
by 24 persons (bloggers).

A researcher who wants to study a community asks herself questions. Answering
such questions requires several transformations. First, a question will be related to a
particular slice of the complete dataset according to the framework and the selection
of the appropriate subset, which may result in less than five dimensions, is necessary.
Second, on the resulting subset, some method of computation has to be applied. The
particular method of computation obviously depends on the question asked, and in gen-
eral the scientific community offers a wide variety of choices here. Finally, the results of
the computation must be presented to the researcher. This is also the order we use in an-
swering the questions below: relation to the framework, methods used and visualisation
of the results.

4.1 Q: What Is the Topical Focus of the Community?

This is a question that can be answered by considering a single dimension: terms. The
rightmost browser in Fig. 1 shows the most frequent terms for the community at hand,

1 All other figures in this paper just show the content of the Graph sub-window.
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Fig. 2. Network of terms that have a high co-occurrence with “instant messaging” in the commu-
nity

low-content and high-frequency terms have been filtered out by Sigmund. A researcher
might, based on this list conclude that this is a “knowledge management community”.
The more frequent terms blog and post are the result of the publication medium.

A simple example of restricting the dataset is to only look at the terms of a single
person. Some examples of the most frequent terms for individual members of the com-
munity are: P1: community, technology, virtual community, role, process; P2: knowl-
edge management, organization, information, blog, article; P3: company, community,
blog, corporate, knowledge management.

4.2 Q: How Are Community Topics Related to Each Other?

One approach to answering such a question is to consider an operationalisation of “re-
lated to” as “occurring in the same document”. This, first of all, requires two dimen-
sions: document and term. And secondly, we need a statistical method to compute the
relevance of what it means for two terms to be in the same document. For the latter we
use the co-occurrence metric defined in [3]:

Definition: Let n(B | A) (respectively n(B | ¬A)) be the number of occurrences of
the term B in documents that contain the term A (respectively do not contain the term
A), and likewise let n(∗ | A) (respectively n(∗ | ¬A)) be the total number of terms in
the documents that contain the term A (respectively do not contain the term A). Then
the co-occurrence degree c(B | A) is defined as

c(B | A) =
n(B | A)/n(∗ | A)

n(B | ¬A)/n(∗ | ¬A)
, 0 ≤ c(B | A) ≤ ∞

We say that B co-occurs with A to at least degree k if c(B | A) ≥ k. Note that
c(B | A) = 1 if B is as frequent in documents containing as it is in documents not
containing A, i.e. that term B and A seem to be unrelated.
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Fig. 2 shows a graph of the co-occurrence network of the term “instant messaging”
for the entire community. Edges between terms denote high co-occurrence (degree >
1.5). For example, “instant messaging” has a high co-occurrence with both “telephony”
and “bandwidth”. In addition, “telephony” and “bandwidth” themselves also have a
high co-occurrence with each other.

The co-occurrence metric thus provides a device that enables finding related terms
in the community. Obviously, the same method can be applied to a member of the
community by fixating a single point on the person dimension.

4.3 Q: Do Community Topics Change over Time?

This question involves the dimensions term and time. And the obvious way to answer
it might be to plot the frequency of a term over time, similarly to what BlogPulse [8]
does. There are, however, technical, social and perhaps principle reasons for not (only)
using plain frequency over time. The technical reason is that frequency of term usage
in a particular (small) community generally results in an irregular sequence of spikes
that makes it difficult to identify trends. Trending frequency for very large communities
(e.g. the entire blogosphere as with BlogPulse) does not have this problem: when a
large event occurs, within days a significant proportion of the blogosphere will mention
it. A social reason is that, because we are studying a community, there is a significant
difference when a term is resonated in the community, compared to when it is not.

The social issue is addressed by considering that a community can be defined in
terms of who-links-to-who (along the person dimension), but that the real discussions in
the community in all likelihood consists of the linked documents. Put another way, there
is a principle reason to view the community not just as the collection of all documents
produced by the community, but to also look at the cross-section of the documents that
are linked. In order to investigate this we split the dataset in two sub-sets depending on
whether a link exists within the community as follows:

Dlinked = di ∈ D | link(di, dj), person(di) �= person(dj)

That is, Dlinked is the set of all documents linked in the community excluding self-
links. Dunlinked is the difference between D and Dlinked.

The technical issue is addressed by using tf.idf (term frequency vs. inverse document
frequency) rather than frequency and by computing tf.idf over a sliding time-window
to identify trends. The formula we use for determining the relevance of a term i for a
document j is one of the many variants of tf.idf :

weight(i, j) = (1 + log(tfi,j)) ∗ log(N/dfj)

where tfi,j is the frequency of term i in document j, dfj the number of documents that
contain term i and N the total number of documents.

The time-window can be defined by the researcher, the default is a period of two
weeks which takes into account that discussions in the blogosphere have a lag that is
measured in terms of days rather than hours (as compared to discussions over email).

Fig. 3 shows an example of the trend of the term “knowledge management” used
in the community. The x-axis represents time in days and the y-axis is the moving
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Fig. 3. Trend of “knowledge management” for all, linked and unlinked posts

tf.idf average over a period of two weeks. The three lines represent the values for the
community as a whole (solid line), linked documents (Dlinked, thick line) and unlinked
posts (Dunlinked, dotted line). A conclusion that might be drawn from this visualisation
is that “knowledge management” is more specific for linked posts than it is for unlinked
posts and that this is the case continously. Therefore, KM is one of the key terms of the
community.

A graph for the term “Skype”, drawn using the same method, is shown in Fig. 4. The
pattern which emerges is very different than the graph of KM. Skype is used in bursts
from time-to-time (thick solid peaks), then dies away (unlinked usage is above linked
usage). According to the terminology used by Gruhl et al. [10], in this community KM
is a chatter term, whereas Skype occurs in spikes. Gruhl et al. look at all documents
in their community and make no difference between whether links exist between docu-
ments. This corresponds to the average trend in the graphs and it is interesting to observe
that both KM and Skype would be chatter topics using Gruhl’s approach, whereas the
inclusion of the link dimension reveals that in our community the trend patterns are
different between how KM and Skype are used in discussions.

Fig. 4. Trend of “Skype” for all, linked and unlinked posts

4.4 Q: What Makes a Specific Community Member Different from Others?

We address this question by looking at term usage, other answers might come from
studying linking practices (SNA). Intuitively, we can define that a person is aligned
with the community when she uses the same terms at the same rate compared to the
community as a whole. Terms that are used more often by a person (compared to the
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community), might point to expertise or a certain passion for such terms (and the topics
these terms point to).

Fig. 5. “Fingerprint” of term usage by a person with respect to the community

The method we use to find terms that significantly identify a person compared to the
community is to compute for each term the following:

IDF (i) = log(N/dfi)

sig(i, pj) = average((1 + log(tfi,j)) ∗ IDF (i)), dj ∈ Dpj

where Dpj is the set of documents by person pj . In other words, we use the inverse
document frequency (IDF) of the entire community and compare it to the average term
frequency of a particular person. The results can be visualised by a list of the values
for all terms. Fig. 5 shows a visualisation as a “fingerprint”, sometimes referred to as a
Zeitgeist. In this kind of visualisation the font size of a term increases with significance.

4.5 Q: What Conversations Occur in the Community?

We define a conversation in a community as a set of documents that are linked directly
or indirectly: if d1 links to d2 and d3 links to d2 all three documents are part of a single
conversation [5]. Fig. 6 gives an example of the visualisation of such a conversation.
Left to right is the time dimension, top to bottom are the persons involved in the con-
versation (in the tool the names are printed to the left of the boxes). The small coloured
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Fig. 6. An example of visualising a conversation

rectangles are the documents making up the conversation, and the lines between them
are the links (it is only possible to link backward in time, so no directional arrow is
required).

A related question that could be asked is: what is this conversation about? For this we
use the same technique as with fingerprinting, and for this conversation, it results in the
following terms being the most significant (compared to all documents in the commu-
nity): KM Europe, personal knowledge management [workshop], keynote, workshop,
Amsterdam, etc. The conversation was about a personal knowledge management work-
shop at KM Europe in Amsterdam. The researcher can guess this from the above list of
terms or by inspecting the documents making up the conversation in more detail.

The wavelike lines for each person shows the use of the term “personal knowledge
management” over time (tf.idf for the given person). As can be observed the second
person mentions this term regularly, whereas some of the other participants only pick it
up when entering the conversation. Such visualisations can perhaps be used to identify
when the community picks up a new term and study the stickiness of terms over time.

Finally, we note that Fig. 6 contains datapoints from all five dimensions from the
framework in a two-dimensional visualisation.

5 Conclusions

In this paper we presented a framework that allows categorising digital traces of an on-
line community along five dimensions (people, documents, terms, links and time) and
illustrated how it can be applied to translate general questions about a weblog com-



288 A. Anjewierden and L. Efimova

munity and its members into specific questions that could be answered with specific
sub-sets of the data and specific methods for analysis.

In addition to supporting research on communities the approach we propose might
be useful for community members, facilitators or sponsors. For example, newcomers
are often overwhelmed by a wealth of information available in a community and find
it difficult to navigate between multiple digital artefacts or find the right people to ad-
dress. Dimensions of our framework could provide an additional way to navigate those,
for example, by discovering documents or people associated with their own topic of
interest. Community moderators or sponsors might be interested in identifying trends
over time, to monitor patterns of activity (e.g. dynamics conversations) or to identify
emergent “hot” topics or thought-leaders in order to adjust necessary support.

We find the framework and its implementation useful in several respects. First, it
supports translating research questions into questions that could be answered based on
a definite number of dimensions directly connected to the data available from the com-
munity interactions. Second, it inspires thinking of alternative ways to answer research
questions by looking at combinations of the dimensions of data which might other-
wise be missed. Third, it allows us to quickly compare alternate methods or research
questions proposed in the literature. Finally, although our examples in this paper refer
to a weblog community, our experience elsewhere suggests that the framework could
be useful in other online community cases, for example for analysing forum-supported
communities such as communities of practice.

Apart from extending the tool and its functionality we see two major challenges
going forward. The main challenge is that we desperately need an “automatic” method
to derive topics. Some researchers avoid this issue by simply stating term equals topic.
Others are seriously addressing the topic issue, but report that automatically extracting
them from weblog data is non-trivial [4]. Another challenge is to provide a user interface
that allows a researcher to enter a question directly. Currently, the user interface is
extended with a new control for each type of question.
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Abstract. This paper aims at showing how beneficial it is to use an analysis 
grid as a guide to evaluate the dynamics of an online community and, on the 
basis of this grid, to develop agent-based models to explore each of the 
dimensions characterizing online communities within this grid. Several models 
from different perspectives have been proposed to study the dynamics of online 
communities (socio-technical perspective, life stages perspective…). In this 
paper, we consider two dimensions to evaluate them: the informational one and 
the social one. Their constituents are derived from an empirical analysis and a 
review of the literature on online communities and reputation. 

Keywords: methodology, analysis grid, agent-based models, online 
communities, participation, informational aspects, social aspects. 

1   Introduction 

An online community can be seen as a complex system, the system being much more 
than the simple aggregation of its elements, which are “autonomous” entities with 
complex interactions. The study of any complex system and their composing parts need 
the use of a research method, especially if we aim at capturing and explaining complex 
behaviours. We propose in this paper to tackle a methodological point of view dedicated 
to the research field of social simulation in the particular case of its use to social system 
where social and informational aspects are of importance. Our method considers and 
organizes the different involved phenomena related to participation in online 
communities, proposes an analysis grid to express these phenomena, facilitates the 
choice of research directions. We also show how to use it in order to develop specific 
agent-based models to simulate the identified phenomena. Two main categories are 
considered in this grid to define participation in online communities. The first main 
category concerns the informational aspects (knowledge and interest) of participation in 
online communities whereas the second one concerns the social aspects (reputation, 
reciprocity and trust). 

The paper is organized as follows. After presenting the different perspectives for 
studying the dynamics of online communities, we present our analysis grid, which is 
organized according to the two mentioned dimensions: the informational and the social 
one. We also give a synthetic view of the different concepts discussed (knowledge, 
interest, reputation, trust, reciprocity). In section 4, we describe briefly the collection of 
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agent-based models built using this grid. The last section explains how it is valuable 1) 
to use an analysis grid to understand how online communities work, and, 2) for each of 
their characteristics, to develop an agent-based model to explore it. This section 
describes too the encountered problems with this approach. The last section concludes 
presenting the main directions for future research. 

2   Background 

From the literature, several perspectives have been yet adopted to study the dynamics 
of online communities: sociological, socio-technical, life stages. 

2.1   Detecting Communities in Networks 

From a sociological perspective, the dynamics of online communities has been mostly 
examined from a structural point of view. Online communities are then envisaged or 
represented as social networks, i.e. as a set of people connected by a set of social 
relationships, the social network being represented as a graph.  

The discovery and the analysis of communities in social networks have received a lot 
of attention by the mathematicians and the physicists in the recent years. The notion of 
community structure in networks was in particular pointed out by Girvan and Newman, 
defining it as “a subset of nodes within the graph such that connections between the 
nodes are denser than connections with the rest of the network.” [9]. Several methods 
for detecting the community structures in complex networks have been proposed and 
they all require “a definition of community that imposes the limit up to which a group 
should be considered as a community” [7]. The methods go from traditional methods 
such as spectral methods [11] [18] and hierarchical clustering [20], which are based on 
similarity measures, to more recent methods that include algorithms based, for instance, 
on betweeness measures [6]. The main differences between these methods concern the 
way community is defined and in particular the fact that the solution take into 
consideration multi-community memberships of an individual. 

2.2   Sociability and Usability in Online Communities 

From this perspective, online communities are socio-technical systems. They are 
supported by software technologies (Internet Relay Chat, newsgroup, bulletin 
board…) that mediate interactions. 

In her book, Preece [19] gives some useful advices concerning community 
development and management. To improve the success of an online community, she 
proposes to consider two components, sociability and usability, in a single 
perspective; she argues that it is important to relate social interactions with interface 
design. The key components of sociability are the group's purposes and policies and 
the key components of usability are dialogs and social interactions support, 
information design, navigation and accessibility. Preece proposes a framework for 
usability and sociability that focuses on mapping the needs of people and their 
purposes to the policies and software that support them. Success depends on 
understanding the social and technical contexts in which the communication occurs.  
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2.3   Life Stages Perspective 

From this perspective, the dynamics of online communities is considered through 
different steps, which represent each one of their steps of development. Three main 
steps are generally given: birth, maturity and death. The aim of these models is to 
understand how communities evolve in order to provide them with a better support and 
management. 

The community’s life cycle of Preece [19] is composed of four stages: pre-birth, 
early life, maturity and death. Pre-birth is when the development of the community is 
established, the software designed, and the initial policies are planned. During the 
second stage, new members are brought into the community and, although a 
diminution of the involvement of the developers, the community still needs nurturing. 
Maturity occurs when the community runs independently of direct guidance and when 
there is a critical mass of users. Death is the final stage of online communities, when 
members leave and the discussion slows down or ceases. McDermott [13] views 
communities of practice as living human institutions. He proposes a life-cycle 
perspective to describe the five stages (plan, start-up, grow, sustain/renew, and close) of 
the community development. This model is similar to Wenger's model but it associates 
the development of the communities with the understanding and the resolution of the 
tensions. According to Wenger [22], communities of practice pass through five stages 
(potential, coalescing, active, dispersed, and memorable), which are characterized by 
different levels of interactions and types of activities. The interactions generally 
increase through the active level and then decline through the dispersed stage, and 
pretty much disappears at the last one. Their model of Gongla and Rizutto [10] is 
similar to Wenger's and McDermott's in recognizing formative and growth stages of 
development (potential, building, engaged, active and adaptative). But it can’t be 
considered as a life-cycle approach as a community can mature and dissolve at any 
one of these stages beyond the initial formation level. It is an evolution model, which 
describes how communities transform themselves, becoming more capable at each 
stage, while at the same time maintaining a distinct, coherent identity throughout. 

2.4   Discussion 

From the first perspective, researchers analyse email communication flow, visualize 
the structure and the dynamics of networks, delimit the frontiers of the communities, 
consider the number of links, try to detect communities in order to facilitate and 
improve collaboration or to help the understanding of the communication patterns 
within groups. The dimension considered to characterize online communities is 
structural. From the second perspective, the creation of meaningful interactions (i.e. 
the success of an online community) relies on the ability to communicate well. To 
communicate well, individuals need adapted tools. Online communities can be 
viewed through two distinct dimensions. The first one concerns the social aspects of 
online communities (purpose of the community, the needs of the individuals…). It is 
necessary to identify them. The second dimension concerns the technical aspects of 
online communities and consists in selecting tool(s) adapted to the social aspects, to 
facilitate the exchanges. The models included in the third perspective consider that an 
online community evolves and that at each step of this evolution, changes occur; for 
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instance, the number of individuals, the use of a new communication tool, the level of 
involvement of the moderator… They offer generic patterns of online communities. 
Each of the aspects is necessary to success in online communities. 

According to us, these models have a limitation: except the model of Preece [22], 
which considers the needs of the individuals, these models consider online 
communities from a general point of view. The individuals who are apart of them are 
not really taken into account for explaining the dynamics. The models presented don’t 
consider the factors that explain why an individual participates or not, don’t focus on 
the motivations to contribute. Our proposal for explaining and understanding 
participation success in online communities, rely on personal attributes as we adopted 
and individual-based approach for explaining macroscopic behaviours. Thus, the 
dimensions proposed by the authors from the literature are useful but not sufficient.  

3   Our Analysis Grid 

Two sources of information have been used to elaborate our analysis grid: 1) the 
analysis of two-years (2002 and 2003) archives of the French-speaking mailing-list 
ergo-ihm (with 613 members, 698 e-mail address, 1880 discussion threads identified 
and 4101 exchanged messages), which is a community of practice in the area of human 
computer interface and human factors, 2) the analysis of the results of two surveys of 
individual interviews from the same mailing-list. The first one was conducted from July 
11, 2004 to September 30, 2004 and answered by 88 members of the mailing-list. It 
deals with the activity of the participants to the mailing-list. A deeper questionnaire was 
conducted from February 16, 2005 to March 31, 2005 and answered by 23 identified 
members. It aimed to know if the interactions were motivated either by social or 
informational aspects. This sociological analysis allows us to identify different 
behaviours, which can be classified in two categories according to whether they can be 
explained by informational or social motivations. They constitute the two main sections 
of our analysis grid and are described in the next sections. 

3.1   Informational Aspects 

In this section, we distinguish the behaviours related to the information (asking 
advices for instance) we can find in mailing-lists from the motivations for reading 
messages and contributing, which are individual properties. 

Information exchange typology. Different behaviours related to the information 
among online communities can be identified. The typology by Burnett [5] exhibits 
three kinds of behaviours, excluding lurking, hostile behaviours (trolling, flaming) 
and behaviours that are not specifically dedicated to information exchange (jokes, 
etc.); he distinguishes the announcements, the questions and other kind of information 
requests and group projects. The analysis of our surveys results and of the archives 
exhibits two main types of messages: post of messages that initiate a discussion (these 
messages can be divided in two primary types: messages that provide information 
such as call for conferences and job offers and requests such as questions and asks for 
references) and post of answers to requests. 
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Motivations for reading and posting messages. In an online community, interaction 
requires not only active posting, but also reading of others' messages. It is a pre-condition 
for sending answers. Members usually don’t read all the messages. They make a selection 
according to the topic of the message. Are they interested in or not? 

For members, posting messages is a way to help and inform the community of 
ergonomics (27 %). Participants answer a message for two main reasons: 1) they are 
interested in the subject of this message or 2) they have sufficient knowledge to share 
or they can improve or precise the previous answers. They make requests if they 
basically need of information. The members also want to be sure that their 
contribution will really be the answer the requester is waiting for. The behaviours 
associated to this informational dimension could then be seen as purely rational, 
members aiming at gathering useful information for them and answering requests in 
order to make the list survive for future needs. 

3.2   Social Aspects 

Reputation. We find in ergo-ihm the different categories of contributors identified by 
Millen and Dray [15]: regular contributors, sporadic contributors, very infrequent 
contributors and lurkers (individuals that never contribute or rarely). According to the 
participants in the survey, regular contributors are key members; the other participants 
consider them as experts. Moreover, their contributions are relevant and generally 
concern a specific domain. Reputation of the author of the messages influences the 
participation of other members. We consider here that reputation is a subjective 
measure and reflects how members perceived each other members. In our study, we 
consider several indicators to evaluate reputation of messages writers: the perceived 
knowledge, the perceived activity, the perceived citations, the reactivity, etc. From 
our inquiry, some members said that they were enabled to answer messages because if 
the perceived difference of knowledge between them and the author of the message 
was quite small, but they have hesitations when the author has a “high” reputation, i.e. 
appears to be an expert (considering here the level of knowledge as the main 
indicator). 

Reciprocity. According to the analysis of the results of the second survey, the identity 
of the author of the messages influences the participation of the readers. For example, 
some members said that they answered more readily to members that helped them 
previously or helped others members. Moreover, to the question “which type of 
member do you appreciate?”, they essentially say that they have a preference for the 
members who contribute and particularly the members that participate in a relevant 
way. 

Trust. “At any given time, the stability of a community depends on the right balance 
of trust and distrust. Furthermore, we face information overload, increased uncertainty 
and risk taking as a prominent feature of modern living. As members of society, we 
cope with these complexities and uncertainties by relying trust, which is the basis of 
all social interactions” [1]. 80,7 % of the respondents considers that trust is a necessary 
condition for a community to live. Trust helps a community to better work. Focusing on the 
messages, the exchanged information can be viewed in terms of: richness, exactitude, 
integrity, relevance, interest, mutualisation, quality, credibility, honesty, guaranty, respect, 
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conviviality, truth and legitimacy. If that trust doesn’t exist, disappears or is abused, the 
community suffers (there are less posts, the members unsubscribe), and may indeed collapse. 
Some respondents precise that all the members can’t be trusted in the same manner. 
According to some members, trust is not important: the information that is exchanged in the 
list is general, is only recommendations. Moreover, it is to anyone to take what he wants to 
take, knowing that each of the informations can be verified. Like reputation, trust is a very 
subjective perception about each other and also about the global list. 

3.3   Our Analysis Grid 

On the basis of this empirical analysis, we developed an analysis grid compiling the 
described criteria above. We will use it as a guide to explore participation in online 
communities. Our grid is composed of two main categories that cover the various 
aspects of the informational and social dimensions of participation in online 
communities. We don’t consider in the grid emotional factors although they do 
influence the dynamics of the mailing-list and the nature of the relationships. For 
instance, some of the respondents said that the tone used in the messages had an 
influence on their participation. Others answered that they couldn’t help some 
members because these ones had had a bad behaviour with some members (for 
instance, new members or students). We can also precise that social events are 
sometimes organized which can modify the exchanges between members. Emotional 
factors are numerous and various and it seemed to us that it was first more relevant to 
consider only two dimensions in order to not complex more our model. Moreover, 
they are difficult to model. Fig. 1 shows a schematic representation of the grid. 

 

Fig. 1. Schematic representation of the analysis grid 

Participation in online communities consists in posting messages and can be 
viewed as a form of information sharing. Informational aspects and social aspects 
influence participation. Informational aspects can be decomposed into the knowledge 
an individual has on the subjects and the salience he accords to each one. Social 
aspects that influence participation are 1) the reputation an individual gained from his 
level of participation and his level of knowledge, 2) the reciprocity (we refer to the 
interchange between two individuals and to the reciprocating toward individuals 
indirectly through a third party), and 3) trust, which corresponds to the probability that 
an individual will perform a specific action. Notice that reputation influences trust. 
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4   From the Analysis Grid to Agent-Based Models Development 

As a complementary tool to the analysis grid and the classical sociological analysis, we 
use agent-based social simulation (ABSS). It enables to describe observed phenomena 
but also to propose formalized hypothesis concerning the generating mechanisms [14] 
of theses phenomena (by the simulation) at an individual level (following the multi-
agents approach) or of regularities observed at a macro level [3][8]. 

4.1   Scenarios Elaboration 

On the basis of the grid, we defined several scenarios in order to explore the different 
aspects observed in the real data. Some of them are presented in Table 2. We focused 
first on the informational dimension of online communities by combining the 
knowledge an individual has on a subject and the interest he gives to it.  

Table 2. Description of the rules applied for three scenarios – concerning the calculation of 
probaInit, probaAns and levelKnewMess / probaAns: probability to answer a message; 
probaInit: probability to initiate a discussion; probaRead: probability to read a message; 
levelKnewMess: level of knowledge contained in a new message 

 Probabilities  

 probaAns probaInit probaRead levelKnewMess 

Scenario A static 
[0.01,0.1] – 0.01 

= levelS 
probaInit > nb 

= levelS - 

Scenario B = (levelKmess – levelKMemb) = levelS 
probaInit > nb 

= levels [0,Kmemb] 

Scenario C = (levelKmemb – levelKmess) = levelS 
probaInit > nb 

= levelS [0,Kmemb] 
[Kmess,Kmemb] 

… … … … … 

The changes from one scenario to the other concern the calculation of the 
probability to answer, the calculation of the probability to initiate a discussion and the 
calculation of the level of knowledge contained in the messages. For instance, in the 
first scenario (scenario A), described in Table 2, the probability to answer a message 
about a subject corresponds to a static value, which is the same for all the individuals, 
whereas the probabilities to initiate a discussion on a subject and to read a message 
about a specific subject correspond to the salience an individual gives to the subject. 
In the first scenario, we don’t consider the level of knowledge an individual has on 
subjects nor the level of knowledge contained in the new messages. 

The next step will consist in creating scenarios for exploring social aspects of 
participation in online communities and in combing different scenarios that take into 
account both informational and social aspects. In the next section, we propose an 
agent-based implementation to test our different scenarios. We describe the models 
we implemented. 
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4.2   Experimentation Models 

In this section, we present briefly the different agent-based models we developed, 
following the structure of the analysis grid (Fig. 2). For each model, we formulated 
hypothesis and various declinations on each type of model. 

 

Fig. 2. Hierarchy of models 

Information model. Interactions depend on the knowledge a participant has on a 
subject and/or the salience he accords to it. He will post an initiating message on a 
subject if he has information to give and will send a request about a subject if he 
needs some. He will answer a message if he has enough knowledge or if he can bring 
something new to the previous answer. Notice that for some of these informational 
behaviours, the agent doesn’t need to be interested in the subject, and when he asks 
for some help concerning a subject, the subject generally interests him. 

Social models. We distinguish three social models: the reputation model, the 
reciprocal model and the trust model. For each model, we formulated hypothesis. 

Reputation model. The reputation of an agent concerning a subject depends on his 
knowledge and on his level of participation (how many messages did he post?) on it. 
Notice that there is as much evaluations of individuals than of members in the 
mailing-list. In this model, three types of participating behaviours relying on 
reputation are considered: an agent contributes only to increase his reputation; an 
agent read a message about a subject according to the reputation of its author; an 
agent answers essentially to messages whose author has a high reputation. 

Reciprocal model. In this model, the participation of an agent depends on the participation 
of the others. An agent prefers to answer a message sent by an agent who already helped 
him (direct reciprocity) or helped the others (indirect reciprocity). Direct reciprocity refers 
to interchange between two agents and indirect reciprocity “refers to interchange between 
two concerned agents interceded by mediating agents in between.” [19] 

Trust model. In this model, an agent will place trust in another agent according to his 
reputation. Trust not only concerns the relations between the agents but also the trust 
an agent places in the mailing-list. 
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5   Discussion 

Online communities can be viewed as complex systems: this means that to understand 
how they function, it is necessary to use a methodological approach, both precise and 
rigorous, which allows exploring the multi-facets of online communities’ 
participation, by making adapted and relevant experimentations.  

In this work, we used an analysis grid and a related collection of models to study 
participation in online communities. Why did we use this tool and this approach? 
That’s what we explain in this section. 

Elaboration of an analysis grid. Several authors [4] [12] [21] defined modeling 
processes. These researchers agreed that it is necessary to first formulate the problem 
(it consists in defining the goals of the study and in determining what needs to be 
solved), next, to plan the project in detail (the objective of this step is to ensure that 
sufficient time and resources are available for completion), and then to define the 
conceptual model. Law and Kelton [12] and Banks and al. [4] explain that data 
collection is an essential step in the model conceptualization, but don’t explain how 
we must use these data, describe them, organize them in order to define the 
conceptual model? We consider that these elements are important. How to organize 
the information extracted from the data? Which aspects should we consider? How 
many models do we need to implement to test hypothesis? We proposed, in this work, 
to use an analysis grid. 

Our analysis grid aims at answering to those questions. It is linked to problem 
formulation and consists in the result of the data analysis. It is a kind of guide useful 
for leading experimentations. In this grid, the main dimensions that characterize the 
systems and the various aspects that are used in these categories are identified by a 
name. Each category is also defined and illustrated by examples.  

By using this tool, we are able to evaluate the need to develop several models, and 
then to help us to develop them. An analysis grid has several advantages: it joins 
together in a single tool the main information to consider the models to develop (they 
are identified by a name, a definition and a set of examples), organizes and structures 
the main components of the system, presents in a relevant way the main mechanisms 
to consider in the model(s). This approach provides a mean to discover the relevant 
aspects and relate them in a relevant way. 

Collection of models as a framework. On the basis of the analysis grid, we 
developed a collection of models, which account for the complexity of our social 
system, the mailing-list ergo-ihm. We have chosen this approach because we think 
that several models are richer in information than only one: a single model allows to 
answer only a few questions whereas a collection of models, by maintaining a multi-
levels view of the system, allows to observe how the system functions at different 
levels of abstraction. Other advantages can be associated with this approach: it allows 
to exclude complex models and thus to avoid too much details and “enables to 
validate more securely the final model, because it furnishes a more complete 
depiction of the real system, at different grains” [2]. One can precise too that we used 
an agent-based modelling approach. Agent-based modelling is a powerful approach 
“because it combines the rigor of formal logic with the descriptiveness of an agent 
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paradigm for representing social actors and their interactions” [18]. It can bring 
valuable insights thanks to its flexibility in the construction of agent architectures. 

6   Conclusion 

A participation analysis grid has been elaborated on the basis of a sociological analysis 
to help understanding participation in online communities. It is composed of different 
categories and gives a view of the different factors that may influence participation. 
Associated with agent-based modelling, this tool gives valuable insights. 

On the basis of this grid, based on an empirical analysis concerning participation 
within mailing-lists, we built a collection of agent-based simulation scenarios. Our 
objective was to test hypothesis concerning the generative mechanisms of the 
behaviours isolated from data analysis. A first probabilistic scenario (scenario A) 
dealing with the way participants answer to messages highlighted a burst in messages 
due to the following rule: the more responses there are, the more messages to answer 
to. The analysis of the results let us suppose that the change of the static variable by 
different equations taking into account the level of knowledge contained in the 
message and the level of knowledge of the agents could allow controlling this burst. 
This hypothesis was verified in the two following scenarios (scenarios B and C). But, 
we have to remark that even the hypothesis we took for scenarios B and C, can be 
realistic in some cases, they cannot be applied systematically, and surely the case 
where population is heterogeneously composed of agents having one or the other 
behaviour has to be studied. 

Another step consists in considering the reputation, reciprocity and trust effects in the 
behaviour of the individuals on mailing-lists in order to concentrate on the social 
dimension of the phenomenon. We also plan to consider several subjects (the levels and 
the types of participation can vary from one subject to another one for a unique agent). 
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Abstract. This paper presents an empirically based method of indicator 
measurement for systematically linking applied Information Systems project 
outcomes with their technology inputs and particularly for assessing the 
situation before and after the development and deployment of the system. The 
result is a method to guide technology developers and decision makers in 
developing and deploying systems for which the community based outcomes 
may be systematically assessed and specifically in this instance as applied in the 
development and deployment of e-Government systems in support of enhanced 
locally based e-good governance. 
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1   Introduction 

A major driver underlying the process of globalization is the expansion of 
communication technologies: “computer networks, telephony, electronic mass media, 
and the like” [1]. The expansion of these technologies has changed the face of the 
world by enabling immediate interactions across political borders and irrespective of 
geographical distances [1].  Such expansion enabled the penetration of these 
technologies into many institutional structures, including as in the current case, public 
administrations in the form of “E-Government.” In this context there is an increasing 
interest worldwide in implementing E-Government projects recognizing that ICTs 
have been found to transform states in ways that positively influence their quality of 
governance as is the underlying objective of the ongoing Fez E-Government Project.  

As background to an action research project supportive of local e-Government it has 
been necessary to review the current range of understandings with respect to certain of 
the concepts of particular significance.  These notions include those of governance,  
e-governance, and “good” governance. Our intention through this analysis is to identify 
means to operationalize certain of these concepts as a way to systematically assess the 
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significance and value of the outcomes being produced. This paper presents the outline 
of this methodology for empirically assessing the outcomes of e-Government 
implementations through the measurement and evaluation of the outputs of these 
implementations and in the context of their contribution to broader governance 
objectives. This analysis is done in the context of assessing the outcomes of an E-
Government project currently underway in Fez, Morocco specifically as a means to 
measure the contribution of the project to enhanced good governance by examining the 
governance situation before and after the development and deployment of the system.  

In this process a method has been developed for linking the broad “vision” of a 
project’s proponents with project outcomes and related indicators.  The overall 
intention is to provide a well-defined method of analysis as a means to guide 
developers and decision makers that want de develop and deploy e-government (or 
other systems with socially purposeful goals) in pursuit of identified governance (or 
other) enhancements. This paper presents that method. 

It will of course, be noted that the specific content of the methodology being 
employed varies directly with the objectives of the system being implemented and 
even more specifically in relation to the goals of the particular stakeholders on behalf 
of whom the assessment is being undertaken.  That we have chosen to highlight the 
effect on governance of the system being introduced in this project is a reflection of 
the goals of the proponents (and funders) of the system (the researchers, the 
International Development Research Centre and the government of Fez) rather than 
for example, the effect of the system on operational efficiency or effectiveness as 
might have the been the case in other such implementations1. 

2   Governance 

The concept of “Governance” has been found to have varying definitions. The World 
Bank Group’s  [2] Poverty Reduction Strategy Paper (PRSP) defines Governance in 
terms of how “…power is exercised through a country’s economic, political, and 
social institutions”.  In this sense, governance deals with the way political and socio-
economic structures operate within a state.  

The United Nations Development Program (UNDP) provides a more elaborated 
definition. Governance is  

“the exercise of economic, political, and administrative authority to manage 
a country’s affairs at all levels. It comprises mechanisms, processes, and institutions 
through which citizens and groups articulate their interests, exercise their legal rights, 
meet their obligations, and mediate their differences” [2].  

This definition indicates that governance has two major elements: a country and its 
citizens. Governance is how a political entity (i.e. state) organizes and administers its 

                                                           
1 We are indebted to the anonymous reviewer for suggesting that this point be highlighted.  It 

might be useful to note that it is in this area where the linkages can be most directly made 
between this project and the broad field of Community Informatics which is most directly 
concerned with the achievement of “social” and “community” goals through Information 
System design and implementation as well as or alongside more traditional Management 
Information System (MIS) goals of operational efficiency or effectiveness.  
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functions through exercising power via its various establishments. In addition, 
governance includes the sum of procedures, actions, and entities available to citizens 
(the people of a country) in order to enable them to conduct numerous operations, 
such as communicating their concerns, exercising their rights, undertaking their 
responsibilities, and arbitrating their disputes.  

As a way of defining governance, the International Institute of Administrative 
Sciences (IIAS) differentiates between “government” and “governance.” Government 
is an institution that consists of a set of sub-institutions, namely “the constitution, 
legislature, executive and judiciary” [3]. In contrast, “governance” transcends 
government in that it “involves interaction between these formal institutions and those 
of civil society” [3]. In this sense, “governance” is the sum of relations taking place 
between the establishments of a government and those of civil society.  

To further define “governance”, the IIAS identifies a number of components of 
which the concept is comprised; thus: “the degree of legitimacy, representativeness, 
popular accountability and efficiency with which public affairs are conducted” [4]. 
This suggests that there are four elements by means of which “governance” may be 
assessed: the presence of mechanisms that legitimize a system’s structures, processes, 
and actors; and the extent to which the system’s institutions and actors are 
representative, accountable to the general public, and effective.  

Clearly, the definition of governance varies according to the institution. Each 
institution produces a definition of the term in question by highlighting one element 
or a set of elements that make up the nature of governance. Nevertheless, they have 
one element in common: governance is not synonymous with government.  Rather, 
government is just one actor among several whose internal and external interactions 
with the other actors, such as civil society, the private sector and the general public, 
shape governance.  

3   The E-Fez Project 

The Fez E-Government (e-Fez) Project has as of March 2006, been in progress for 
one year with funding from the International Development Research Centre (IDRC) 
and conducted by a team of professionals at Al Akhawayn University in Ifrane 
Morocco. The project’s aim is to create a pilot E-Government system for the city of 
Fez that will facilitate citizens’ to receive governmental information and services 
easily, efficiently, quickly, and equally.  As a background to this project, it was 
necessary to explain a variety of interlinked concepts in the area of governance, good 
governance, and E-Government. The intent of this was to identify ways to 
operationalize these broad notions in a manner capable of providing systematic and 
ongoing assessments of outcomes and ultimately impacts. 

The project specifically is concerned with implementing an Information and 
Communication Technologies (ICT) system in support of Fez municipal service 
delivery in the ancient Moroccan capital of Fez and particularly services what is 
called the Bureau of “L’Etat Civil” (BEC). The BEC is the municipal government 
office which delivers many of the most widely requested services and document 
including Birth Certificates (BC).  Although the BEC has daily and direct contact 
with local citizens it has in fact, remained to this time completely paper-based and 



304 D. Kettani et al. 

with uniformly manual process i.e. the systems are what we are terming “archaic”. 
These archaic systems present a variety of problems in delivering services to citizens.    

It has been the intention of the e-Fez project to automate the BEC back office 
through digitization into a uniform and network-accessible database of all BEC 
Citizens’ Record Books2. The project also developed and deployed an electronically 
enabled front office allowing for the automated processing of citizens’ birth 
certificates’ requests. This electronic “front office” provides three channels or modes 
for the submission and processing of a BC request: via a BEC employee desk, an 
interactive portal for the Fez community supported by an online service delivery 
platform, and via a related touch screen kiosk. The kiosk is available to the Fez local 
community at a pilot BEC site, free of charge, and usable by citizens, including those 
without literacy skills to facilitate automated submission and processing of BC 
requests.  

Introducing ICT to a fully manual and paper-based service delivery is 
revolutionary in the Moroccan context. It has had the effect of automating the service 
delivery of Birth Certificates and has as a consequence generated numerous outcomes 
that have direct implications for the improvement of local governance.  Aspects of the 
project are presented in other current or upcoming publications.   

The Fez E-Government Project by automating the delivery of one of the most in 
demand citizen oriented services--birth certificates, will generate many outcomes that 
can be systematically evaluated in order to produce and disseminate knowledge on the 
deployment of such a project.  

4   E-Fez Project Assessment 

The need to assess and measure the project outcomes led us to the development and 
refinement of what we are terming an “Outcome Analysis” methodology. In this 
methodology we identified five major outcome categories that needed to be assessed: 
technology, organization, citizen, regulation, and good governance related outcomes. 
Concerning the project outcomes related to good governance, we proceeded in a 
systematic way. We began with the above identified UNDP definitions of the nine 
attributes of good governance. More specifically, we linked the e-Fez project to these 
attributes by developing working definitions adapted to the characteristics of the 
project.  

Thus, in the context of e-Fez we developed the following project specific working 
definitions of the general UNDP attributes of good governance: 

− Transparency: refers to bringing visibility to the service workflow for citizens by 
means of an automated service delivery 

− Effectiveness and efficiency: refers to enabling optimal use of resources for 
citizens and tax payers in the service delivery 

                                                           
2 The system being automated is one where all individual and family records are entered 

manually into large bound volumes (in triplicate) and kept in storage in the individual BEC 
for updating as required (through a change in an individual or family life-cycle event) or as 
might be required to authenticate the production of a necessary personal document (e.g. birth 
or marriage certificate).  
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− Participation: refers mainly to enabling the process of empowering citizens to 
legally control the service delivery to their advantage  

− Equity: refers to citizens receiving the service on an equal basis  
− Rule of law: refers to ensuring that the laws and regulations governing the service 

are applied in an impartial way  
− Accountability: refers to creating standards against which the individuals 

providing the service and the service delivery can be held accountable  
− Responsiveness: refers to serving all citizens in a consistent and predictable way   
− Consensus orientation: is not applicable to this project which is concerned 

primarily with service delivery 
− Strategic vision: is also not applicable to the project.  

 
These working definitions identified for the project in turn enabled us to identify 

specific project outcomes and thus to track how the project is proceeding in relation to 
the broader definition and requirements of “good governance”—and in turn allow us 
to indicate the manner and degree to which the project was supporting the 
achievement of “good governance” within this particular service and institutional 
context.  

5   Measuring Project Outcomes 

From this basis and in close consultation with the stakeholders and the on-going 
development of the project we were able to identify the following project outcomes 
which in this instance can be directly linked to the previously identified attributes of 
good governance.  The process here is one of reviewing the activities of the project, 
identifying outcomes and then determining through inspection which of these 
outcomes might be linked to which working definition.  Alternatively this can be done 
by reviewing the working definition of each of the identified attributes of the overall 
definition to determine how the operations of, in, and through the project (the ICT 
installation) might have an indicative relationship to the specified attribute. Thus for 
example :  

− Transparency: can be seen in a workflow that has become visible, transparent, 
and accessible for citizens via automated service delivery 

− Effectiveness and efficiency: can be identified as when citizens and tax payers are 
enabled to have an optimal use of resources in the delivery and utilization of the 
public service  

− Participation/ empowerment: occurs when citizens are empowered to legally 
control the service delivery to their advantage (thanks to the process of dis-
intermediation that involves reducing/eliminating roles of middle people in service 
delivery) 

− Equity: is realized when all citizens are served on an equal basis  
− Rule of law: is achieved when laws and regulations are applied in an impartial way  
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− Accountability:  arrives when standards are available against which individuals 
can be held accountable (thanks to the process of routinizing the service delivery; 
when the system is opaque, it is not possible to held individuals accountable ) 

− Responsiveness: is when all citizens are served in a consistent and predictable 
way. 

The table below summarizes the project outcomes related to good governance: 

Table 1. Summary of Project Outcomes Related to Good Governance: 

UNDP attributes 
of Good 

Governance 

UNDP Definition Project working 
Definition 

Project Outcomes 

Transparency “Transparency is built on the 
free flow of information. 
Processes, institutions and 
information are directly 
accessible to those 
concerned with them, and 
enough information is 
provided to understand and 
monitor them” 

bringing visibility 
of workflow for 
citizens via 
automated service 
delivery 

workflow become visible, 
transparent, and accessible 
for citizens via automated 
service delivery 

Effectiveness 
and efficiency 

“Processes and institutions 
produce results that meet 
needs while making the best 
use of resources” 

enabling optimal 
use of resources 
for citizens and tax 
payers in service 
delivery 

citizens and tax payers are 
enabled to have an optimal 
use of resources in 
receiving services 

Participation “All men and women should 
have a voice in decision-
making, either directly or 
through legitimate 
intermediate institutions that 
represent their interests. 
Such broad participation is 
built on freedom of 
association and speech, as 
well as capacities to 
participate constructively” 

process of 
empowering 
citizens to legally 
control the service 
delivery to their 
advantage 

citizens become 
empowered to legally 
control the service delivery 
to their advantage (thanks 
to the process of dis-
intermediation that 
involves 
reducing/eliminating roles 
of middle people in service 
delivery) 

Equity “All men and women have 
opportunities to improve or 
maintain their well-being” 

serving citizens on 
an equal basis 

all citizens are served on an 
equal basis 

Accountability “Decision- makers in 
government, the private 
sector and civil society 
organizations are 
accountable to the public, as 
well as to institutional 
stakeholders. This 
accountability differs 
depending on the 
organization and whether the 
decision is internal or 
external to an organization” 

creating standards 
against which the 
individuals can be 
held accountable  

 

standards are available 
against which the 
individuals can be held 
accountable (thanks to the 
process of routinizing the 
service delivery; when the 
system is opaque, it is not 
possible to held individuals 
accountable ) 

Responsiveness “Institutions and processes 
try to serve all stakeholders” 

serving all citizens 
in a consistent and 
predictable way   

all citizens are served in a 
consistent and predictable 
way 
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Table 1. (continued) 

Consensus 
orientation 

“Good governance mediates 
differing interests to reach a 
broad consensus on what is 
in the best interest of the 
group and, where possible, 
on policies and procedures” 

not applicable to 
the project dealing 
mainly with 
service delivery 

 

not applicable to the 
project dealing mainly with 
service delivery 

 

Strategic vision “Leaders and the public have 
a broad and long-term 
perspective on good 
governance and human 
development, along with a 
sense of what is needed for 
such development. There is 
also an understanding of the 
historical, cultural and social 
complexities in which that 
perspective is grounded” 

not applicable to 
the project dealing 
mainly with 
service delivery 

 

not applicable to the 
project dealing mainly with 
service delivery 

 

Having identified project outcomes, the team then reviewed the project activities 
to identify project outputs i.e. specific and measurable results from the project for 
which a quantitative or qualitative (indicative) measure could be assigned. The 
identified project outputs as linked to outcomes etc. can be captured from table 2 
(colon 2). 

6   The Outcome Analysis Methodology 

The “Outcome Analysis” methodology provides a means by which those involved in 
the design, development and deployment of ICT systems (in this case e-governance 
systems) can assess the broader significance of those systems in relation to normative 
goals and using both qualitative and quantitative measurements. The logic of 
Outcome Analysis begins with formal (and generally accepted) definitions and their 
underlying characteristics (attributes)--including as in this case definitions of 
normative goals, moving through to project specific working definitions i.e. 
translating general definitions into the specific normative project goals (as identified 
by project stakeholders), further moving these to anticipated project outcomes and 
from there to specifiable (and measurable) project outputs.  

Notably, this method can be applied to the range of normative goals, including 
goals in the variety of domains in which the implementation will have an effect i.e. 
technology, organization, service delivery, and so.  It should be noted, that an 
“Outcome Analysis” approach is meant as a partial replacement for the more common 
concern in such projects with “Impact Assessment”3.  The challenge with “Impact 

                                                           
3 As well to the more recent development of the Outcome Mapping Methodology cf. Sarah 

Earl, Fred Carden, and Terry Smutylo, “Outcome Mapping: Building Learning and 
Reflection into Development Programs”, IDRC 2001, http://www.idrc.ca/en/ev-9330-201-1-
DO_TOPIC.html  
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Assessment” is that for most ICT implementations of the kind being discussed here 
the possible “impact” of the project will be very difficult to assess since “impacts” of 
ICT projects take a considerable period of time to emerge (impacts having to do with 
anticipated changes in the broader social and economic environment) and since the 
concern is with these broader changes, discerning these changes (and making any type 
of quantitative or even in most cases qualitative assessment) is extremely difficult. 

Table 2. Attributes, Indicators and “Values”: Before and After Implementation 

Governance 
Attributes 

Measured 
Indicator 

Value before automated 
system deployment 

Value after 
automated system 

deployment 
 
 
 
 
 
 
 
 

Transparency 

 

 

 

Visibility of 
workflows for 
citizens via 
automated service 
delivery  

No 

Since the BEC back-office is 
completely manual, sub 
processes of making BC 
request, processing the request, 
and filling out the needed 
copies of BC are carried out in 
separated way (and sometimes 
with different employees). The 
citizen cannot monitor/ see the 
processing progress of his BC 
(e.g. the possibility of 
length/possible reasons for a 
delay in a processing are 
neither accessible nor visible) 

Yes 

Since the BEC back-
office is 
electronically 
enabled, sub 
processes of making 
BC request, 
processing the 
request, and printing 
the processed BC are 
merged in one 
process carried out on 
a real time basis. This 
secures the principle 
of: first-come-first-
served   
 

 
 
 

Effectiveness and 
efficiency (as a 

citizen user) 

Efficiency: 
optimal use of 
resources for 
citizens to request 
& obtain BC 

No 

requesting and obtaining BC is 
costly for citizens:  

- extended waiting 
time 

- several trips to 
BEC  

- need to tip (or use 
social connections) 

Yes 

Citizens making 
time/money/effort 
savings in requesting 
and obtaining BC:  

- no waiting 
time 

- one trip to 
BEC 

- no trip 
 
 
 
 
 
 
 

Effectiveness and 
efficiency (as tax 

payer) 

 
 
 
 
 
 
 
Efficiency and 

effectiveness of 
using public 
scarce resources  

No 
To deliver BC, BEC 

needed 3 full time employees 
(when demand on BC is low 
and moderate ). When demand 
on BC is high (during summer 
and early Fall period: from 
June to September ):   
All BEC employees (10) stop 
processing their respective 
tasks in order to process BC 
requests 
Furthermore, they take BC 
requests home to be processed 
(which is illegal ) 

None: (casual calls 
on employee time 
with the elimination 
of full time 5 
employees) 

 
No BC full time 
employee (any of the 
employee can 
instantly process BC 
requests while doing 
her other BEC related 
manual tasks) 
With the kiosk: no 
employee is needed to 
process the requests 
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Table 2. (continued) 

 
 
 
 

Equity 

 
 
 
 

Citizens served 
with equity 

No 
Usually queuing/waiting 

creates motifs and conditions 
for bribery incidents. Citizens 
find themselves obliged to tip 
the employee in charge in 
order to be served,  especially 
when they are in a hurry to 
meet tight deadlines of 
submitting paper work 

 

Yes 

- ICT eliminated the 
need for citizen to tip 
in order to be served 

- all citizens are served 
on a timely and in a 
similarly professional 
manners (regardless 
of social class) 

 
 
 
 

Rule of law 

 
 

Laws are applied 
impartially 

No 
Equity is violated; and 

violations are perceived as 
normal: 

Many violations of law as 
people paid for special 
privileges (queue jumping) 

Yes 

Unnecessary need 
to tip reinforces the 
law of equity: 

Elimination of the 
need (opportunity) for 
violations of the law 
through tipping  

 
 
 
 
 
 
 
 
 

Participation/ 
empowerment 

 
 
 
 
 
 

 

 
 
 
 

- Citizens’ active 
participation in 
BEC services  

 
 
 
 
 

- Dependency on 
bureaucracy: 
Dependence of 
citizens on the 
employees good 
will 

No 

Citizens were not participating 
actively in the service delivery 
(with possible negative 
consequences on the service 
delivery arising from issues 
occurring in the workflow )  

 

 

 

Yes 

Citizens were at the mercy 
of employees to get served 

Yes 

Citizens through 
the kiosk/online 
service delivery: 
Actively participate in 
the service delivery, 
which eliminates 
possibilities of 
negative 
consequences arising 
from difficulties in the 
workflow  

 
   No 
Citizens through 

the kiosk/online 
service delivery:  

Are not at the 
mercy of employees 

 

In the “Outcome Analysis” approach which is being piloted in the eFez project, 
rather than attempting to assess “impacts”, the concern is to assess shorter range and 
more specifiable “outcomes” (what the project is actually doing or producing) and for 
these, the development of indicators using the quite specific (and directly measurable) 
“outputs” of the project as in table 5 is quite feasible. 

The above chart is given as an indication of the identified outputs used as 
indicators for the Project Outcomes and the method for assessing these and the 
identified value assigned to these in the context of the eFez project. 
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7   Conclusion 

The Outcome Analysis Project Assessment Method is an alternative method for 
assessing project results as a basis for linking these back into project goals and 
activities.  The intention is to develop a method which includes both the integration of 
project stakeholder expectations and project goals into project assessment as well as 
to use such a process of project assessment as a means for planning, refining and 
adjusting a project’s development as it is proceeding. This enables decision makers to 
have a clear understanding of the way the project and the system have contributed to 
overall development (in this case the contribution of the project to goals for enhanced 
“good governance”  but these goals could cover the range of goals which are 
identified by the various project stakeholders in the range of Community Informatics 
implementations.   

This method will be of particular interest to community based technology 
initiatives as a means for linking a collaboratively developed (community consensus) 
based project vision, with more specific technical project goals and then into 
assessable project outcomes.  IT projects which have broader developmental or social 
goals (in addition to more traditional project goals of operational or administrative 
efficiency) would be a clear target for the application of this method.  
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Abstract. Content providers and distributors need to have secured and trusted 
systems for the distribution of multimedia content with Digital Rights 
Management (DRM) to ensure the revenues derived from their works. This 
paper discusses the security mechanisms applied to the implementation of a 
DRM architecture, regarding the certification and verification of user tools 
integrity during their whole life cycle, the mechanisms for providing a secure 
and trusted communication between client tools and the server framework for 
authorisation, certification or verification purposes, and the mechanisms for the 
secure storage and resynchronisation of the reports that describe the actions 
performed by users during the tool offline operation. The presented architecture 
is being implemented in the AXMEDIS project, which aims to create an 
innovative technology framework for the automatic production, protection and 
distribution of digital cross media contents over a range of different media 
channels, including PC (on the Internet), PDA, kiosks, mobile phones and i-TV.  

Keywords: Secure content management, multimedia content protection, digital 
rights management systems. 

1   Introduction 

In [1] [2] [3] we presented in a general way an architecture to manage multimedia 
information taking into account digital rights management (DRM) and protection. The 
architecture, called DMAG Multimedia Information Protection and Management 
System (DMAG-MIPAMS), whose name is after our group acronym DMAG [4], 
consists of several modules or services, where each of them provides a subset of the 
whole system functionality needed for managing and protecting multimedia content. 
The architecture is depicted in Figure 1. 

In this paper we are going to give more details about a real implementation of that 
architecture which is being developed in the context of the AXMEDIS European 
Project [5]. In particular, we will concentrate on how communications and services in 
the architecture can be secured and trusted, and which mechanisms have been 
introduced to ensure that client tools act as expected and are not modified by 
malicious users. 
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Fig. 1. DMAG MIPAMS architecture 

In next sections we provide an overview of the AXMEDIS architecture. Then, we 
analyse the trust and security aspects and finally we provide a use case to understand 
how it works in a real scenario. 

2   An Implementation of the Architecture 

The architecture implemented in the AXMEDIS project consists on several 
independent modules that interact as web services when they are located in different 
machines or directly in other situations. 

The general description of the AXMEDIS architecture main modules, depicted in 
Figure 2, is as follows: 

• Protection Processor. This client tool module is responsible for estimating the 
client tool fingerprint, enabling or disabling the tool, verifying the tool integrity 
and unprotecting protected multimedia objects. 

• Protection Manager Support Client (PMS Client). This client tool module manages 
and stores protection information, licenses, reports regarding the offline performed 
actions and other secured information in a local secure storage system called secure 
cache. It is responsible for authorising users to perform actions over objects with 
respect to digital licenses during offline operation. It also delivers protection 
information to the protection processor, if present in the secure cache, or requests it 
to the AXCS after a positive authorisation. It acts also as the intermediary module 
used by Protection Processor to contact AXCS to certify and verify tools. 

• Protection Manager Support Server (PMS Server). This server side module is 
responsible for authorising users to perform actions over objects in an online 
environment and requesting protection information to the AXCS if needed. It acts 
also as an intermediary module to contact AXCS from PMS Client. 

• AXMEDIS Certifier and Supervisor (AXCS). AXCS is the authority in charge of 
user and tool registration (Registration Web service), user and tool certification 
(AXMEDIS Certification and Verification, AXCV), user and tool management 
(e.g. status supervision, automatic blocking, deadline supervision, etc.), user and 
tool unique identifier generation and object metadata collection. AXCS is also 
responsible for saving the Protection Information related to protected multimedia 
objects as well as the actions performed on them (AXMEDIS Supervisor, AXS), 
the so-called Action Logs. Action Logs are the particular implementation of 
MPEG-21 [6] Event Reports [7] in the AXMEDIS context. AXCS also includes a 
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user Registration service, useful for registering new users in the system from 
distribution servers. All these data are stored in the AXCS database, which is 
accessed though the AXCS database interface module in order to keep the access 
independent from its implementation. Other functionalities provided by AXCS are 
those related to reporting and statistical analysis, which are performed by the Core 
Accounting Manager and Reporting Tool (CAMART module) by analysing the 
information stored in the AXCS database and collected in Action Logs. The 
integral modules of AXCS (see Figure 2) have been developed as web services or 
libraries. 

 

 

Fig. 2. AXMEDIS architecture regarding protection, rights management and accounting func-
tionalities 

2.1   Security and Trust on User Tools and Communication to Server 

As we have mentioned in previous sections, in the client side we have different 
modules as Protection Processor and PMS Client which are devised to communicate 
with the server part by providing not only security to the transactions but also trust 
from the server side perspective. In the following sections we are going to describe 
the different mechanisms that the system includes to achieve the security and trust 
goals. 

2.1.1   Registration of Users 
All the users in the system must register, which enables their interaction with the 
system and system tools. User information is stored in the server side (AXCS) and is 
used for further verification purposes. After the user registration, the corresponding 
AXCS issues a user certificate that will be used to authenticate the user when 
performing some specific operations as the certification of tools (see section 2.1.2). 

AXCSClient 



 An Implementation of a Trusted and Secure DRM Architecture 315 

Every AXMEDIS user has associated a status that is used to determine whether the 
user is blocked or not in the system when interacting with the server part. The user 
status can be modified by the AXCS if some critical operation attempt is detected. 

2.1.2   Registration of Tools 
Tools using AXMEDIS framework must be verified to accomplish a series of 
guidelines, which are checked before registration is done. Once verified, each tool is 
registered for being used by AXMEDIS users. During registration phase, a fingerprint 
of the software tool is estimated so that its integrity can be checked later when the 
tool is installed and certified or verified on a specific device, as we will see in next 
sections. 

2.1.3   Certification of Tools 
The certification of a tool that uses AXMEDIS framework is a necessary step for that 
tool to work. Before a user is able to run and use a tool, the tool must connect to the 
AXCS to be certified as an “installed tool”. Before installation, AXCS verifies the 
tool integrity by comparing its fingerprint to the one stored during the tool registration 
process and, once installed, extracts some information (tool fingerprint) concerning 
the installation of the tool and the device where it is installed. 

A malicious user who tries to certify a tool whose fingerprint does not match the 
original registered tool fingerprint would be automatically blocked in the system so 
that he cannot continue performing other operations within the system. Moreover the 
tool would not be certified and thus it would not be operative. 

Once a user successfully certifies a tool, any user of the system who owns a valid 
AXMEDIS user certificate can use it. Blocked users cannot use tools in the system. 

To perform the certification of a tool, the tool connects to the AXCS via PMS 
Client and PMS Server web service. In order to have a secure communication, the 
client certificate is used to authenticate the user against the PMS Server. 

The certification process involves different operations in the AXCS: 

• Generation of tool certificate and private key. AXCS Certification Authority 
generates a tool certificate. It is used to establish secure communications, via SSL 
providing secure web services, to the PMS Server by any user that manages the 
certified tool. In this way we ensure that only certified tools can interact with the 
server part in an authenticated manner.  

• Generation of tool unique identifier. A tool unique identifier is assigned to that 
specific installation of the tool and is used to identify it when interacting with the 
server side. The identifier is generated following the UUID format [8] and inserted 
in the tool certificate. 

• Generation of tool activation code. A tool activation code is used to enable the tool 
operation. Some cryptographic algorithms that depend on the specific installation 
are used to generate it and they are inserted in the tool certificate as a certificate 
extension. 

• Generation of tool fingerprint. The tool fingerprint, as we have already said, 
concerns the installation and the device where the tool is installed. This fingerprint 
is used in further verification process to determine if the tool has been manipulated 
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or if the device has changed or, in other words, to ensure the tool is still trusted in 
further executions. 

• Storage of identifier, activation code, tool fingerprint and certificate. All the 
previous information is stored in the AXCS database and will be used to 
authenticate the tools that connect to the server part and to verify their integrity, as 
we will explain in next sections. 

On the other hand, the certification process supposes also different operations in 
the client side (PMS Client and Protection Processor): 

• Reception of tool certificate, private key, tool identifier and activation code. 
Regarding the tool certificate, private key, tool identifier and tool activation code, 
tool identifier and tool activation code are included in the tool certificate in the 
following manner (see Figure 3): 1) The tool unique identifier is used as the 
certificate common name (CN) in the subject distinguished name (DN) field; 2) 
The tool activation code is inserted as a certificate extension. 

Data: 
  Version: 3 (0x2) 
  Serial Number: 1000000493 (0x3b9acbed) 
  Signature Algorithm: sha1WithRSAEncryption 
  Issuer: O=AXMEDIS, OU=AXMEDIS AXCS CA, C=ES, CN=AXMEDIS 
AXCS CA/emailAddress=axmedis@axmedis.org 
  Validity 
      Not Before: … 
      Not After: … 
  Subject:O=AXMEDIS, CN=ITO_cdecb4a1-dbcb-362c-a30d-bb936342996c 
  Subject Public Key Info: 
      Public Key Algorithm: rsaEncryption 
      RSA Public Key: (1024 bit) 
          Modulus (1024 bit): … 
          Exponent: 65537 (0x10001) 
  X509v3 extensions: 
      X509v3 Subject Key Identifier: … 
      X509v3 Authority Key Identifier: … 
      1.3.6.1.4.1.25576.1.1.1: … 
Signature Algorithm: sha1WithRSAEncryption 
  … 

Fig. 3. AXMEDIS tool certificate fields 

The tool activation code extension is identified with the Object Identifier 
1.3.6.1.4.1.25576.1.1, where 1.3.6.1.4.1.25576 is the Private Enterprise Number 
assigned by IANA to AXMEDIS Organisation and 1.3.6.1.4.1 corresponds to IANA-
registered Private Enterprises [9] (see Figure 4).  

Current assignation of the AXMEDIS tree corresponding to the 1.3.6.1.4.1.25576 
branch is the following: 
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1.3.6.1.4.1. 25576.0: reserved 
1.3.6.1.4.1. 25576.1: AXMEDIS PKI-X.509 related objects 
1.3.6.1.4.1. 25576.1.1: AXMEDIS Tool certificate extensions  
1.3.6.1.4.1. 25576.1.1.1: AXMEDIS Tool activation code (or enabling code) 

Fig. 4. Assignation tree corresponding to the AXMEDIS IANA Enterprise number 

The tool certificate and private key are finally packaged by AXCS in a PKCS12 
[10] structure protected with a password linked to the user that performed the 
certification and delivered over the secure channel established using the user and 
server certificates. 
• Storage of certificate and private key and tool activation. The PKCS12 structure is 

accessed by Protection Processor in order to extract the tool certificate and private 
key, which are finally stored in a local keystore, and also to get the activation code 
used to enable the tool. 

2.1.4   Secure Communication 
As we have already mentioned, all communications between client tools and the 
server part are performed over a secure channel, which is established by means of 
client and server certificates, thus having authentication of both parties. Whereas 
before client tool certification client tools need to use user certificates, after 
certification they use tool certificates to create the secure channel with PMS Server. 
PMS Server also establishes a secure communication with AXCS by means of its own 
server certificate issued by the AXCS CA. It is worth noting that the certificates 
issued to users, tools and servers have different certificate purposes. 

2.1.5   Verification of Tools 
Verification of tools is devised to cover two functionalities. First, it provides a means 
to ensure that client tools have neither been manipulated nor corrupted. Moreover, 
verification is used to resynchronise all the actions performed by users during offline 
operation, that were stored in the local secure cache. 

Verification of tools is performed periodically by the Protection Processor and 
every time the user tool resynchronises the offline performed actions with the server 
part. It consists on the verification of the estimated tool fingerprint in the moment of 
the verification against the tool fingerprint stored in AXCS database during the 
certification of the installed tool. 

Regarding the tool integrity verification, if AXCS detects that critical parts of the 
tool or the device have been manipulated, it can adopt the pertinent measures as, for 
example, blocking the specific installed tool for which the verification failed. 

Regarding the resynchronisation of offline performed operations, AXCS executes 
an algorithm to determine whether the received list of operations, which are called 
Action Logs in the AXMEDIS context, is complete with respect to the previous 
received operations. This integrity check is feasible thanks to the calculation of a 
fingerprint on the performed Action Logs, which is computed by PMS Client during 
the tool operation. This fingerprint is sent to AXCV when resynchronising the offline 
Action Logs and is verified by AXCV using the algorithm depicted in Figure 5. 
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Fig. 5. Algorithm to determine the integrity of the received Action Log list in AXCV 

The history fingerprint (FP) computation is also performed in the client side for 
each action performed in the online or offline operation, so that, once synchronised it 
must hold the same value in both PMS Client and AXCS. When an online operation is 
performed, this value is immediately synchronised in the server side. When any 
offline actions are performed, an Action Log associated to each of them is stored in 
the local secure cache, where PMS Client computes and separately stores FP value 
after the operation. 

3   Use Case 

In this section we present a scenario to illustrate how the proposed architecture and 
the processing of protected and governed multimedia content are related. It describes 
content consumption. 

Imagine that a user has purchased online a license that grants him the right to play 
a movie during a certain period of time. The acquisition of the license could be 
performed in various ways. On one hand, the user could have obtained the license in 
the same place where he purchased the content. In this case, if the license needs to be 
customised for a particular user, the content distributor must request the license to the 
corresponding protection and governance servers. On the other hand, the user could 
have obtained the content through a P2P network, or other online or even offline 
distribution channels. In this latter case, the content must have some metadata that 
identifies the content server with which the user must interact to purchase the 
appropriate license. 

Does not 
match 

Matches 



 An Implementation of a Trusted and Secure DRM Architecture 319 

The aforementioned user has, installed in his device, a specific tool or plug-in that 
manages the protected and governed objects of the proposed system and that is able to 
display them in the appropriate way. 

The use case begins when the user downloads a protected and governed movie, 
opens it with his favourite player, which includes the appropriate plug-in and tries to 
watch it (Play movie). Although the plug-in has not been manipulated, the system 
needs to verify its integrity and certify it before allowing its operation. 

Figure 6 shows the steps involved in the content consumption use case, which are 
the following: 

1. The viewer requires unprotecting the movie to an internal trusted module, the 
Protection Processor. 
2-3. Protection Processor estimates the installed tool fingerprint and connects to 
AXCS through PMS Client and Server in order to certify the tool. 
4-5. AXCS successfully verifies user data and status and tool integrity with respect to 
registered tool. 
6. AXCS sends Protection Processor a PKCS12 structure that contains tool private 
key and tool certificate with the tool identifier and activation code. 
7-8. Protection processor stores tool certificate and private key in a local repository, 
extracts activation code and enables tool operation. 
9-11. Before the authorisation, Protection Processor always calls verify method to 
check tool integrity and resynchronise offline Action Logs. In order to call it, it must 
reestimate the tool fingerprint and extract user and tool information from pertinent 
certificates. 
12. PMS Client gets action logs from secure cache and contacts AXCS through PMS 
Server. (Note that in this case, as it is the first usage, there will not be any action logs) 
13-17. AXCS verifies user and tool data with respect to certified tool Fingerprint, 
computes and verifies the operation History Fingerprint and stores received action 
logs in the AXCS database. 
18. The result of the verification is sent to Protection Processor. 
19. Protection Processor asks for authorisation and for protection information to PMS 
Client. As the user is working online, PMS Client contacts PMS Server. 
20-21. PMS Server contacts AXCS to retrieve the object protection information. 
22. PMS Server performs the license-based authorisation using its license repository. 
23-24. As the authorisation is positive, PMS Server sends the pertinent Action Log to 
AXCS, which stores it in its database. 
25. PMS Server notifies PMS Client the successful authorisation 
26-27. PMS Client updates and stores the operation history hash fingerprint and the 
object protection information in the local secure cache. 
28. PMS Client notifies Protection Processor the successful authorisation 
29-31. Protection Processor requests the Protection Information to PMS Client, which 
retrieves it from the local secure cache. 
32-33. Protection processor is capable of unprotecting the protected object so that the 
player can finally display the film to the user. 

It is worth noting that, once the tool is certified, only verification process is done 
when the user wants to consume multimedia content. Steps 2 to 10 are no more 
executed after tool certification. 
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Fig. 6. Use Case 

4   Conclusions 

In this paper we have presented a possible implementation of the DRM architecture 
presented in [1] [2] [3], which is being developed in the context of the AXMEDIS 
European project [5]. In particular, we have concentrated in the aspects that provide 
security and trust to the interaction between user tools and the server part of the 
system, such as the registration of users and tools, the certification of tools, the 
establishment of secure channel communications using both client and server 
authentication and the verification of tools during their whole life operation. We have 
also provided a use case to illustrate the whole content consumption process.  
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Several demonstrators over different distribution channels (Satellite, PC, Kiosk, 
etc.) have been produced within the AXMEDIS project in order to validate the 
proposed solution and show its potential usage. Moreover, a public framework will be 
provided for the adoption of the AXMEDIS solution. Demonstrations of single tools 
and also of the framework are provided at AXMEDIS conferences and sometimes on 
the AXMEDIS portal [5]. The framework can be accessed by all affiliated partners. 

The next steps to be tackled involve the integration with other existing content 
production and distribution tools in order to facilitate interoperability of both content 
management systems and multimedia and cross media protected objects. 
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Abstract. When communicating secret information there is more than one route 
to follow to ensure the confidentiality of the message being transmitted.  
Encryption might be an obvious choice; however there are limitations and 
disadvantages to using encryption.  An alternative approach is steganography, 
which is a technology for hiding information in other information.  Combining 
the two disciplines may provide better security but more overhead, since the 
receiver must now have knowledge not only of how the information was 
encrypted, but also of how it was hidden, in order to retrieve the message.  This 
paper proposes a system where image steganography is combined with 
encryption by hiding not only a message inside an image, but also the means to 
extract and decrypt the message.  An executable program is hidden inside the 
image that functions as a decryptor, enabling the receiver to be oblivious to the 
encryption algorithm used.     

1   Introduction 

Encryption enables private communication by scrambling a message in such a way 
that it can only be recovered by using an appropriate decryption program in 
combination with an appropriate key.  Encryption, however, suffers from a number of 
drawbacks – notably the fact that the mere presence of an encrypted message might 
be cause for suspicion. 

Another drawback of encryption is the limitations that have been enforced by 
certain governments [1].  The use of encryption – and even the possession of an 
encryption algorithm – is illegal for ordinary citizens in some countries.  This often 
implies that a traveler has to delete any encryption software when entering a country 
and is only allowed to acquire and install it again after leaving that country.  
Additional issues of encryption often imply that the receiver needs a number of 
decryptors and may have to occasionally get rid of them and reinstall them.  People 
who wish to communicate in secret must thus find alternative ways of doing so. 

Steganography, a technology used for hiding information in other information [2], 
is one such way.  While steganography and encryption have their separate drawbacks, 
combining them result in a system that builds on the benefits of both.  By first 
encrypting information and then embedding it inside an image, steganography adds 
another layer of security to encryption. An eavesdropper will first need to identify the 
embedded information, then extract the information and then finally decrypt it to use 
the secret.   



 Using Image Steganography for Decryptor Distribution 323 

Unfortunately, there is a drawback to this combination, namely the amount of 
overhead.  With single encryption, as with single steganography, the receiver only has 
to have knowledge of the encryption, or steganographic, algorithm used to obtain the 
message.  However when combining encryption and steganography, the receiver 
needs to not only have knowledge of how to decrypt the information, but also of how 
to extract it.  This brings us to a problem similar to the cryptographic software 
distribution problem, where the software needed to decrypt the message has to be 
communicated to the receiver along with the encrypted message, making it harder to 
ensure the confidentiality of both. 

This paper presents a solution to this problem by not only embedding the encrypted 
message in the image, but to embed the software to decrypt the message along with it, 
using steganography to distribute the decryptor on demand. 

The remainder of the paper is structured as follows:  Section 2 provides the reader 
with a brief overview of image steganography since it is a lesser known technology 
than encryption.  Section 3 looks at the proposed design of the system.  In Section 4 
the advantages and the potential weaknesses of the proposed system are discussed and 
in Section 5 a conclusion is reached.   

2   Overview of Steganography 

Although many different cover mediums can be used for embedding information, 
images are the most popular mainly because of the redundancy created in the way that 
digital images are stored.  In an environment where the Internet is used, images are 
also a common multimedia format, making it an ideal carrier for information, while 
reducing suspicion. 

Image steganography techniques can be divided into two groups:  those in the 
Image domain and those in the Transform domain [3].  Image – also known as spatial 
– domain techniques embed information in the intensity of the pixels directly and 
encompass bit-wise methods that apply bit insertion and noise manipulation.   

For the Transform – also known as frequency – domain, images are first 
transformed, then the message is embedded in the image and they involve the 
manipulation of algorithms and image transforms [4].  These methods hide 
information in more significant areas of the cover image, making it more robust [5].   

The simplest and most common technique for embedding information in images is 
called the Least Significant Bit (LSB) technique [6].  The least significant bit (the 8th 
bit) of some or all of the bytes inside an image is replaced with a bit from the secret 
message.  When using a 24-bit image, a bit of each of the red, green and blue colour 
components can be used, since they are each represented as a byte.  In other words, 
one can store 3 bits in each pixel.  For example, 3 pixels from a 24-bit image can be 
as follows: 

(00101101 00011100 11011100) 
(10100110 11000100 00001100) 
(11010010 10101101 01100011) 

When the number 200, which binary representation is 11001000, is embedded 
into the least significant bits of this part of the image, the resulting pixels are as 
follows: 
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(00101101 00011101 11011100) 
(10100110 11000101 00001100) 
(11010010 10101100 01100011) 

 
Although the number was embedded into the first 8 bytes of the grid, only the 3 

underlined bits needed to be changed according to the embedded message.  On 
average, only half of the bits in an image will need to be modified to hide a secret 
message using the maximum cover size [7].  Since there are 256 possible intensities 
of each primary colour, changing the LSB of a pixel results in small changes in the 
intensity of the colours.  These changes cannot be perceived by the human eye - thus 
the message is successfully hidden.  

3   System Design 

The basic idea behind the proposed approach is to use steganography as a means of 
communicating secret, encrypted information along with the decryptor program.   

3.1   System Specification 

The system is divided into two phases:  the embedding phase and the extracting 
phase.   

Embedding Phase. The embedding phase is responsible for encrypting the secret 
message and embedding it into the image.  Although any steganographic algorithm 
can be used, for the purposes of this research LSB will be used as an example together 
with the bitmap (.BMP) image file format.  Knowledge of the encryption algorithm 
used is not imperative at this stage of the discussion. 
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Fig. 1. System Design 
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The system consists of four algorithms.  These algorithms are shown in Fig. 1.  The 
first algorithm, the message-encryption algorithm, is simply used for encrypting the 
message and depends entirely on the encryption algorithm used. 

The message-extraction algorithm is the algorithm used to extract and decrypt the 
message at the receiver’s end.  This algorithm is not explicitly used in the embedding 
phase, but has to be embedded into the image along with the message.  This algorithm 
can either be in source code or converted to an executable (.EXE) program.  There are 
advantages and disadvantages to both approaches that will be discussed later on in the 
paper. 

The third algorithm, the LSB-embedding algorithm is used to hide the encrypted 
message along with the message-extraction algorithm.  An inverted version of the 
LSB-embedding algorithm, the LSB-extraction algorithm, has to be communicated to 
the receiver through secure channels.  

A specific format is specified for embedding information in the LSB-embedding 
algorithm. 

<filename.extension>$<4 bytes program size embedded in 32 
bytes><message-extraction algorithm program>   

• The first 52 bytes of a BMP image consists of header data and cannot be 
modified 

• The receiver will need to execute this program and since he will have no 
knowledge of the type of file beforehand, his ability to do so will directly 
depend on the inclusion of the filename and format.  For this reason, after 
the first 52 bytes of the image, the filename of the embedded program, with 
special regard to the file extension, is hidden.  Using LSB the embedding of 
the filename will start in the 53rd byte and continue in the following 
sequential bytes. 

• The filename is followed by a dollar sign to indicate the end of the filename 
• Since the receiver is unaware of the type of information to expect, he will 

also have no knowledge of the amount of information to extract.  For this 
reason 4 bytes are used for storing the size of the message-extraction 
algorithm.  If an attempt is made to extract more information than is actually 
embedded, the embedded program will not be able to execute accurately.   

• Finally the message-extraction algorithm is embedded 
 

LSB-embedding-algorithm. Let I be the carrier image with I' the image converted 
into  

binary.  Each pixel in I is denoted as I'i with i the pixel number.  Each pixel 
consists of three colour components denoted as I'i,RED, I'i,GREEN and I'i,BLUE. 

Let S be the secret message, converted into binary, S', and encrypted using the 
message-encryption algorithm resulting in E(S'). 

Let P be the message-extraction algorithm program, converted into binary, P' 
with each bit denoted as P'x where x is the bit number. 

Let N be the filename of the message-extraction algorithm program, converted 
into binary N' with each bit denoted as N'y, where y is the bit number 

 
Calculate the size of the program P' in bits, denoted as F and converted into 

binary, F' 
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Set the value of i to 53 and For each bit in N' 
Replace the LSB of the next pixel’s I'i three bytes as follows 

Replace the LSB of I'i,RED with a bit from N' 
Replace the LSB of I'i,GREEN with a following bit from N' 

Replace the LSB of I'i,BLUE with a following bit from N' 
Increment i 

Convert the $ sign into binary, D' 
For the next 8 bytes of I' 

Replace the LSB of the next byte in I' with a bit from D' 
For the next 32 bytes of I' 

Replace the LSB of the next byte in I' with a bit from F' 
While not the end-of-file of P' 

Replace the LSB of the next byte in I' with a bit from P' 
While not the end-of-file of E(S') 

. 

.  (depends on the manner in which E(S') is hidden) 

.  
 

After the message-extraction algorithm is embedded, the message can be 
embedded in a number of different ways.  The least secure way would be to continue 
from the last byte of the message-extraction algorithm, since it would make the 
message easier to locate in the event of discovery of the decryptor program.  If 
someone were to uncover the program, it would not necessary mean that they would 
suspect that there is more information embedded in the image.  It would thus be wiser 
to use a different method to embed the secret message.  One can either start 
embedding from the end of the image, or use selective LSB and only use a 
predetermined sequence of bytes.  There are more possibilities that can be explored. 

 
Extracting Phase. At the receiver’s end, the extracting phase is where the program is 
extracted and executed to extract and decrypt the message.  Two of the four 
algorithms are used in the extracting phase. 

Using the LSB-extraction algorithm obtained from the sender, the message-
extraction algorithm is retrieved from the image and stored in the appropriate file.  
Depending on whether the program is in source code or an executable program, the 
program can either be compiled and executed or simply executed.  The program will 
receive the communicated image as input, locate and extract the message bits, and 
decrypt it.   

 
LSB-extraction algorithm. Using the same definitions as the LSB-embedding 
algorithm, the following: 

 
Set the value of i to 53 

While Ny is not the $ character 
Read in the LSBs of 8 bytes of I' at a time 
Convert the bits into ASCII and store in Ny 

For the next 32 bytes 
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Read in the LSBs of a byte of I', store it in F' and convert it into an integer 
number F 

While F >= 0 do 
Read in the LSBs of 8 bytes of I' at a time 
Convert the bits into ASCII and store in Px 

 Save P in a file called N 

3.2   System Considerations 

The efficiency and functionality of the system can be measured with regards to 
invisibility and payload capacity.  Invisibility being the first and foremost requirement 
since the strength of a steganographic system lies in its ability to be unnoticed by the 
human eye [8].  The invisibility of the system will depend entirely on the 
steganographic algorithm used, since some algorithms are more successful at 
unperceivable data hiding than others. 

Payload capacity is the amount of data that can be stored in an image [8].  This is 
especially important in deciding which encryption algorithm to implement, since a 
very complex algorithm would result in a large program file that would not be able to 
fit into an image of reasonable size.   

3.3   Prototype construction 

Several prototypes were developed to implement the proposed system.  Usually 
simple encryption algorithms were used, since the prototypes were developed to test 
the feasibility of implementing the proposed system and not the strength of the 
encryption.  A  

comparison of two example prototype implementation is given in Table 1.  

Table 1. Comparison of prototype implementations 

 

3.4   Source Code or Executable Program? 

Whether the embedded code has to be source code or an executable program, will 
depend on a number of factors.  The advantages and disadvantages for use in the 
proposed system will need to be investigated. 
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When using source code, the receiver will be able to examine the embedded 
program.  This could be useful when the sender wishes to communicate not only the 
message but also a specific encryption algorithm that he might want to use for future 
communications.  This would mean that the sender need not send the decryptor 
program to a specific party in every following communication.   

Another advantage for the receiver being able to examine the source code before 
executing it, is that there is always the possibility that the program in the image 
originates from a malevolent sender that might embed a malicious program in the 
image.  When the program is an executable the receiver has no option but to blindly 
execute the program, having no idea what the program will do to his computer.  The 
solution to this is a trust issue and will amount to the receiver trusting that the sender 
has not included any code that might damage his computer system.  Alternatively a 
similar approach to a Java sandbox can be used to ensure that executable code does 
not gain access to the receiver’s computer resources [9].   

Depending on the programming language and compiler used, it is a very 
complicated task to decompile an executable program, in other words to retrieve the 
original source code from an executable program [10].  This can be made even more 
difficult when using code obfuscation, which is a technique for deliberately making 
source code difficult to read [11].  Should the nature of the sender/receiver 
relationship call for the confidentiality of the encryption algorithm itself, an 
executable program would be more suitable.  All the receiver can do is to execute the 
program and receive the decrypted message, without being able to gain knowledge of 
how the message was encrypted or decrypted. 

The risk of discovery also plays a role in deciding whether to embed source code 
or an executable program in the image.  Due to its nature, executable code gives the 
impression of being more like random data than source code, making it more difficult 
to notice should someone be looking for hidden information.  Source code, being a 
close resemblance to natural language, is more prone to statistical attacks.  

Finally an advantage of using an executable program over using source code is 
concerned with platform independence.  An executable program will be able to execute 
on any platform, while some platforms might not be able to compile and execute certain 
source code.  Along the same lines, communicating source code to a receiver is based 
on the assumption that the receiver actually possesses the correct compiler software to 
compile  and execute the source code.  This might not always be the case. 

4   Advantages and Potential Weaknesses of the Proposed System 

The concept of combining encryption with steganography in such a way to hide not 
only an encrypted message in an image, but also the decryptor program, holds many 
advantages over other forms of secret information communication.  Unfortunately 
there are also potential weaknesses to the system.   

4.1   Advantages of the Proposed System 

The main advantage that the proposed system offers is by combining encryption and 
steganography you also combine their individual benefits. Cryptography mainly 
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provides confidentiality to secret information, but can also provide authentication and 
nonrepudiation in some cases [12].  Steganography can also provide confidentiality of 
information, as well as privacy [13].  Steganography also provides security through 
obscurity, not always a good thing, but can be seen as a positive aspect in this case, 
since it is not the only means of security [14].  Importantly the proposed system 
provides a way of combining the two disciplines without increasing the amount of 
overhead used from the amount of overhead that a single encryption, or 
steganography, transaction would require. 

A rather debatable advantage is that the proposed system makes provision for the 
use of proprietary encryption algorithms.  Proprietary encryption algorithms are in 
most cases considered to be weak [15], since many get compromised due to 
inefficient algorithms.  This aspect set aside, there are still many companies and 
individuals that prefer to use their own proprietary encryption algorithms to standard 
encryption algorithms.  In the proposed system the fact that the algorithm is hidden 
inside the image increases the security of the algorithm and makes the distribution of 
the decryptor software more secure. 

Another advantage of the proposed system is that it applies the diversity of defense 
concept [14], since it makes use of various layers of security.  A lower security level 
steganographic algorithm can be used to embed the program and a higher security 
level steganographic algorithms can be used to embed the message.   

4.2   Potential Weaknesses of the Proposed System 

The first and most obvious risk to the proposed system is the fact that the decryptor 
and the encrypted message are stored in close proximity to one another.  There are 
two possible solutions to this potential problem:  Firstly one can divide the decryptor 
and the message between two different images.  Embed the decryptor program in one 
image and embed the encrypted message in another and communicate them 
separately.  As long as the decryptor program is capable of extracting and decrypting 
the message from the separate image file, the system will still function correctly.  The 
second solution is to make use of cryptographic keys in the encryption of the 
message.  Should someone try to execute the decryptor he will still need the secret 
key.  Both of these solutions however will create more overhead, since more 
information needs to be communicated beforehand. 

Another potential weakness lies in the way that the filename and file size are 
stored.  Should an executable program be used for reasons of randomness, the 
filename and file size will still need to be in plaintext.  This could provide valuable 
insight to an attacker who is trying to figure out what the true purpose of the hidden 
information is.  A possible solution to the problem is to first encrypt at least the 
filename with a different encryption algorithm before it is embedded into the image.  
This approach however will create more overhead since the receiver must now again 
have knowledge of the encryption algorithm used in order to decrypt the filename. 

Ultimately there exists a trade-off between the amount of overhead involved and 
the amount of security.  More security could mean more unnecessary overhead, while 
less overhead will result in less security.  It will ultimately depend on the desired level 
of security. 

 



330 T. Morkel, J.H.P. Eloff, and M.S. Olivier 

5   Conclusion 

In trying to overcome the limitations that both encryption and steganography entail, a 
system is proposed that combines the two technologies in such a way as to minimise 
the amount of overhead used.  This is done by embedding the decryptor program in 
the image along with the encrypted message. 

The advantages that this approach offer include confidentiality and privacy of not 
only the secret message, but also potentially of the encryption algorithm.  This results 
in other benefits that can be obtained, for example the secure use of proprietary 
encryption algorithms. 

There are potential weaknesses to the system – most of their solutions include more 
overhead – and this brings about a trade-off between overhead and security.  Ultimately, 
in whatever way the problems are dealt with, the proposed system will still involve less 
overhead than any similar security level combination of encryption and steganography. 
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Abstract. Resolving rightful ownerships of digital images is an active
research area of watermarking. Though a watermark is used to prove the
owner’s ownership, an attacker can invalidate it by creating his fake orig-
inal image and its corresponding watermark. This kind of attack is called
ambiguity attack and can be tackled either by use of non-invertible water-
marking schemes or by use of zero-knowledge watermark detections. If a
non-invertible watermarking scheme is used, then the owner should reveal
her original image which should be kept secret. And if a zero-knowledge
watermark detection is used, then no one can verify the claimed owner-
ship unless the owner is involved. Moreover, in case of zero-knowledge
watermark detection, the protocol is relatively complicated and needs
more computations. In this paper, using the MSBs string of the original
image other than the original image itself, we propose an efficient dispute
resolving method while preserving secrecy of the original image.

Keywords: Ownership,Non-invertibleWatermark, Similarity Functions.

1 Introduction

A watermark is inserted into digital images to prove the owner’s copyright. For
this reason, a watermark should not be removable or modifiable unless the per-
ceptual quality of a digital image degraded severely and should be detected even
after various signal processing such as JPEG compression or median filtering.
This property of watermarking scheme is called robustness.

However, it is well known that a proof of presence of a certain watermark in
a certain digital image can not be used to prove one’s ownership of it. Because
anyone can embed his watermark into a digital image that is already embedded
with other watermark without sacrificing perceptual quality. Obviously the only
way to resolve rightful ownership of a digital image containing multiple water-
marks is to verify the disputants original images. Suppose that the true owner
� This work was supported by the University IT Research Center Project funded by

the Korea Ministry of Information and Communication.
�� Corresponding author.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 331–341, 2006.

c© Springer-Verlag Berlin Heidelberg 2006



332 Y. Lee et al.

A and an attacker B claimed ownership of the digital image Î. In this case,
though the attacker’s watermark W ′ can be detected in Î, there is no chance
of detection of W ′ in A’s original image I. In opposite case, A’s watermark W
should be detected in the attacker’s claimed original image I ′ as it is derived
from Î.

However, if an attacker can make his fake watermark that is detected in I, then
he can invalidate the A’s ownership of that image. S.Craver et al. addressed this
important issue first[1,4] and showed that the counterfeit watermarking schemes
which can be performed on a watermarked image to allow multiple claims of
ownership. Their attack method is known as protocol attack or ambiguity at-
tack. To tackle this problem, they proposed a watermarking scheme which is
claimed to be non-invertible and showed an instance of non-invertible water-
marking scheme using the popular watermarking method proposed by I.J.Cox
et al.[3]. They suggested that the watermark should be generated from the orig-
inal image using one-way functions such as hash functions or symmetric ciphers.
However, M.Ramkumar and A.N.Akansu broke their scheme more efficiently
than a naive brute-force attack[6]. Please note that their successful attack does
not mean that they broke the the cryptographic functions.

Subsequent research mainly focused on countermeasures against the attack
proposed by S.Craver et al. and tried to apply cryptographic techniques such
as hash functions, digital signatures and symmetric ciphers for dispute resolving
[2,5]. On the other hand, there are a number of works exploiting weaknesses of
claimed non-invertible schemes[6,9,11]. [9,11] give a formal definition of ambigu-
ity attacks and argue that most proposed non-invertible schemes either do not
come with a satisfactory proof of security, or the proofs are flawed.

Due to the difficulty of obtaining a non-invertible watermarking scheme,
A.Adelsbach et al. proposed to use a trusted third party in order to gener-
ate watermark[9]. They claimed that non-invertible watermarking schemes only
based on the one-way functions without a trusted third party are not provably se-
cure because of the probability of “false alarms” of detecting functions. However,
in 2004, Q.Li and E.C.Chang proposed a provably secure non-invertible water-
marking scheme using a cryptographically secure pseudo-random number gener-
ator(CSPRNG) and proved that if their scheme is invertible, then the CSPRNG
is insecure[13].

Non-invertible watermarking schemes require the true owner to give all infor-
mation necessary for detection, for e.g., the watermark, the watermark detection
key and even the original image to a judge or a dispute resolver. This requires a
unnecessary high level of trust in a judge and we argue that the original image
should be kept secret at least. The main reason why the original image I is re-
quired for dispute resolving is to prove its similarity to the disputed work Î, I ≈ Î.
Please note that blind watermarking schemes are not as suitable for proving simi-
larity between images as non-blind watermarking schemes[10]. The same holds for
asymmetric watermarking schemes, since they are inherently blind.

There is another approach in the context of dispute resolving which is based
on the well known cryptographic technique, zero-knowledge proof[7,8,10,11,12].
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[10] involves zero-knowledge watermark detection and timestamping authorities.
They argue that they advocate the use of zero-knowledge watermark detection
and time-stamping service for dispute resolving, since their security is better ana-
lyzed. Though zero-knowledge based approach is more secure than non-invertible
watermarking schemes, no one can verify ownership of a digital image without
involving the true owner. Obviously it will be more efficient that anyone can
be easily convinced the claimed ownership is valid by her own computations
without communicate with the owner.

Thus, the requirements of dispute resolving can be listed as follows.

1. Secrecy. The original image should be kept secret even to a judge or a dispute
resolver.

2. Public Verifiability. Anyone can verify the claimed ownership of a certain
digital image without involving the true owner.

Our Contribution. The second requirement can not be satisfied if we use zero-
knowledge watermark detection scheme. Dispute resolving can be done by the
following sequences[10].

1. Each disputant proves his creation of an original image.
2. Each disputant proves that her original image is similar to the disputed

image.
3. Each disputant proves his creation time of the original image.

For the phase 1 and 2, we propose to use MSBs(Most Significant Bits) string
of I and Î rather than I and Î for testing similarity. We believe that the secrecy
of I can be preserved even if its MSBs string MSB(I) is revealed, and that
MSB(I) ≈ MSB(Î)⇔ I ≈ Î holds.

In this case, it is highly unlikely that the MSB(I) is exactly the same as
the MSB(Î) because of the watermark embedding induced distortion. Thus we
propose more accurate similarity testing function than the previous ones.

For the phase 3, we incorporate timestamping authority as [10] to produce a
watermark. Note that our dispute resolving method is independent to the under-
lying watermarking scheme and we assume that the underlying watermarking
scheme is robust and blind one, for e.g., [14].

The rest of this paper is organized as follows. Section 2 introduces zero-
knowledge watermark detection and non-invertible watermarking scheme, Sec-
tion 3 proposes dispute resolving method using MSBs which is used to generate
the watermark, and Section 4 presents security and performance analysis. Fi-
nally, this paper is concluded in Section 5.

2 Related Works

2.1 Zero-Knowledge Watermark Detection

Zero-knowledge proof is an interactive method for one party to prove to another
that a statement is true, without revealing anything other than the veracity of the
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statement. In 2000, S.Craver[7] proposed a secure watermark detection method us-
ing zero-knowledge protocol. In 2001, A.Adelsbach et al. proposed zero-knowledge
watermark detection and proof of ownership method. Zero-knowledge watermark
detection enables a prover(owner) to prove to an untrusted verifier that a certain
watermark is present in stego-data without revealing any sensitive information for
e.g., the watermark, the detection key, and the most sensitive information, the orig-
inal image. Combining with time-stamping service, zero-knowledgewatermark de-
tection is also used for dispute resolving and authorship proof[10].

Though zero-knowledge watermark detection is useful and provably secure for
dispute resolving and authorship proof, no one can verify the claimed ownership
of a certain digital image without involving the true owner. Due to its lack
of public verifiability, non-invertible watermarking scheme is considered more
practical for dispute resolving if we can keep the original image’s secrecy.

2.2 Non-invertible Watermarking Scheme

Let W = (E ,D, sim) be a watermarking scheme where E(·) is an embedding
function, D(·) is a detecting or extracting function, and sim(·, ·) is a similarity
testing function. Denote the A’s original image by I, the A’s watermark by W
and the watermarked image by Î. A watermarking scheme W should satisfying
the following conditions,

E(I, W, keA) = Î, (1)
D(Î, kdA) = Ŵ , and (2)

sim(D(Î , kdA), W ) = TRUE (3)

where keA and kdA are watermark embedding and detecting keys respectively.
Assume that B wants to invalidate the ownership of the image using invert-

ible property of the watermarking scheme. Given Î, if B can successfully and
efficiently find a watermark W̃ and a fake original Ĩ such that

sim(D(Î , k̃), W̃ ) = TRUE ∧ sim(D(I, k̃), W̃ ) = TRUE (4)

for an arbitrary key k̃ then, we say that the watermarking scheme is invert-
ible, otherwise non-invertible. Invertible watermarking schemes are susceptible
to protocol attacks or ambiguity attacks because an attacker B can make his
fake original image Ĩ and watermark W̃ . Several authors proposed watermarking
schemes and claimed that their schemes are non-invertible. Most of them follow
the general design principle depicted in Fig. 1 as Craver et al. presented in their
paper[4].

In Fig. 1, secure one-way or trapdoor functions such as hash functions or sym-
metric ciphers can be used as watermark generator. Non-invertible watermark-
ing schemes’ security is based on the one-wayness of the watermark generator in
such a way that an attacker can not make his fake original from the watermarked
image Î.
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Watermark Generator

W

Watermarked Image    ˆI

Embedding function

gen( )

E( )

Original Image    I

Fig. 1. General Design Principle for a Non-Invertible Watermarking Scheme

In general, the computation of fake original is believed to be hard because of
the one-wayness of hash functions and symmetric ciphers. However, the security
of these constructions is not based on the hash functions or symmetric ciphers
but on the underlying watermarking scheme. Since watermarking schemes de-
pend on statistical methods, the detecting function has a small probability of
“false alarms.”[9] The “false alarms” means the detecting function indicates a
watermark is believed to be embedded even though it was never embedded into
the image. Thanks to “false alarms”, an attacker B choose a random Ĩ, computes
the watermark W̃ = gen(Ĩ , ·) and checks whether W̃ is detectable in Î. If this is
not the case, he chooses another Ĩ[9].

This kind of attack is based on that the attacker can use the watermark genera-
tion function gen(·) in an unlimited manner. To avoid this problem, A.Adelsbach
et al. proposed to construct the watermark in such a way that the computation
of one single valid mark is already hard by incorporating digital signatures of a
TTP(Trusted Third Party)[9].

3 Proposed Method

A non-invertible watermarking scheme requires both disputants to reveal their
original images in order to resolve rightful ownership. Even if the original images
are revealed to only a judge or a resolver, it requires a unnecessary high level of
trust in them[10]. To remove this unnecessary high level of trust, we incorporate
slightly different procedure for producing watermark that is to be embedded(See
Fig. 2).

Note that the watermark is generated from the MSB(I) rather than I itself
where MSB(·) is a function of generating a bit string of MSBs in every bytes of
image I. In this case, if the ownership of Î is challenged by attacker B, the true
owner A reveals only the MSB(I). A judge or a resolver verify that the following
two conditions are true.
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Watermark Generator

W

Watermarked Image    ̂I

Embedding function

gen( )

E( )

Extract MSBs string using

( )IMSB

Original Image    I

Fig. 2. Proposed Generation Process of Watermark using MSBs

– MSB(I) is similar to MSB(Î) by similarity function sim(·, ·).
– the watermark Ŵ extracted or detected from Î is derived from the MSB(I).

These two checks ensure that the original image I is really exists that is
similar to the disputed image Î. Obviously, as the sim(·, ·) plays an important
role in deciding the similarity between MSB(I) and MSB(Î), the sim(·, ·) needs
to be accurate as possible. We will discuss how to make similarity function more
accurate especially for comparison between two MSBs strings later.

Even if these two conditions are hold, it is insufficient for dispute resolving
since those can not be used for proving the creation time of I. Thus, we use
timestamping authority when producing watermark in order to prove the cre-
ation time of I.

3.1 The Watermark Generator

In addition to use MSB(I) instead of I, we need a timestamping authority for
proving creation time of I when producing a watermark. The watermark gener-
ation process of the owner A for original image I can be described in detail as
follows(See Fig. 3).

1. A constructs m = MSB(I) and sends it to the authority.
2. The authority computes hA = hash(IDA, m), where hash(·) is a crypto-

graphic one-way hash function and IDA is A’s ID.
3. The authority produces a digital signature W = sign(hA, tI) using her private

key where tI is a timestamp and sign(·) is a cryptographic message recovery
digital signature method such as RSA and sends W to A.

4. A verifies whether verify(W ) = hash(IDA||m)||tI using the authority’s public
key. If it holds, A uses W as a watermark for I.
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Fig. 3. The watermark generation process

3.2 Ownership Resolving Process

Suppose that there is one watermarked image Î and two watermarks W and W̃
of both A and B respectively have been extracted(detected) and both of them
are claiming to be its rightful owner. In this case, a judge require both of them
to reveal their MSBs strings of the original images. Let m = MSB(I) be the A’s
MSBs string and m̃ = MSB(Ĩ) be the B’s MSBs string. For dispute resolving, a
judge should check the followings.

1. A judge verifies two detected watermarks W and W̃ using the authority’s
public key and produces MSBs strings and timestamps. If verification of W
fails then B is the true owner and vice versa.

m′||tI ← verify(W ) (5)
m̃′||tĨ ← verify(W̃ ) (6)

The judge also checks whether m = m′ and m̃ = m̃′. If m = m′ and m̃ �= m̃′

then A is the true owner and vice versa.
2. If both verifications are succeeded then the judge calculates two similarity

values δA and δB by

δA = sim(MSB(Î), m) (7)
δB = sim(MSB(Î), m̃). (8)

If only one value exceeds the predefined threshold, then the owner of the
value is the true owner of Î.

3. If both of them are exceed the threshold, then both timestamp tI and tĨ are
compared. If tI < tĨ then A is the true owner and vice versa.

For the check 1, we assume that the watermark detection is accurate enough
and the watermark detection is wholly up to the underlying watermarking scheme
and that is beyond the scope of this paper. We suggest that the underlying water-
marking scheme should be blind and robust one.
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3.3 A New Similarity Function for Comparing Two MSBs Strings

In general, the similarity of two vectors X and Y can be computed by (9)[3].

sim(X, Y ) =
X · Y√
Y · Y

. (9)

Though the similarity function sim(·, ·) can be used for testing similarity be-
tween two MSBs strings, we can make the function more accurate considering
watermark embedding induced distortion.

An image can be represented by byte string. Let x be the byte string of I and
y be the byte string of Î. And suppose that m = MSB(I), m̂ = MSB(Î), mi is the
i-th bit of m, and m̂i is the i-th bit of m̂. Due to the imperceptibility property
of the underlying robust watermarking scheme, yi, the i-th byte of y, is slightly
different from xi. This means that all the probabilities Pr [MSB(xi) = MSB(yi)]
are not the same to each other for i = 1, 2, ..., |x|.

Intuitively, if xi = 27 or xi = 27−1 then the probability will be the maximum
and if xi = 0 or xi = 255 then the probability will be the minimum where
|xi| = 8. Our experiments show that about 0.6%–1.6% bits of m̂ are different
from m(See Table 1.) in case of general QIM watermarking scheme with step size
9–45. Table 1. shows that the Pr [mi �= m̂i] is negligible if yi < 120 and 135 < yi.

Table 1. The changing rate of the MSBs by watermark embedding induced distortion

Images(512×512) Total MSBs Changed MSBs Rates Value of yi(mi �= m̂i)
Lena 262,144 1,697 0.65% 120–134

Baboon 262,144 4,133 1.58% 121–134
Peppers 262,144 3,467 1.32% 121–135

Thus it is more accurate that we should apply different weight according to
yi for computing similarity between m and m̂.

We propose a new similarity function sim∗(·, ·) for computing similarity be-
tween two MSBs strings m and m̂ as (10).

sim∗(m, m̂) =
|m|∑
i=1

(mi ⊕ m̂i)
|yi − 2k−1|

2k−1
, (mi, m̂i ∈ {0, 1}) (10)

where ⊕ means xor operation and k is the bit length of yi. If m = m̂ then
sim(m, m̂) = 0. In case of 512 by 512 image, if m = m̂ and mi, m̂i ∈ {−1, 1}(1 ≤
i ≤ 5122) then

sim(m, m̂) =
m ·m√
m ·m = 512, and (11)

sim∗(m, m̂) =
|m|∑
i=1

(m̂i ⊕mi)
|yi − 2k−1|

2k−1
= 0. (12)
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4 Security and Performance Analysis

4.1 Security Analysis

Though an attacker can not have the original image I, he can make a fake original
image Ĩ which is similar to the disputed image Î. However, the attacker can not
get timestamp from the authority prior to the true owner unless he can predict
MSB(I) before the true owner create it.

The only way to invalidate ownership is to make possible bit strings and get
timestamps from the authority. Though this looks like well-known brute force
attack, assume that an attacker has a polynomial function f(x) where x is a bit
string which can distinguish between random bit strings and MSBs strings from
digital images, then the attack will be more efficient than the naive brute force.

However, we believe that MSBs strings from digital images and random bit
strings are polynomially indistinguishable though we can not prove formally yet.

4.2 Performance of the New Similarity Function

The accuracy of two similarity functions sim(m, m̂) and sim∗(m, m̂) is depicted
in Table 2 in case of the dimension of Î is 512 by 512. If there is no transmission
error such as JPEG compression, the accuracy of sim(·, ·) is about 97.6% and
the accuracy of sim∗(·, ·) is 99.9%.

Table 2. The Results of the two similarity functions sim(·, ·) and sim∗(·, ·)

Case sim(·, ·) sim∗(·, ·)
m = m̂ 512 0
m ≈ m̂ 495–505 6–14
m �= m̂1) ≈ 0 ≈ 30, 000

Accuracy in case of m ≈ m̂ 97.6% 99.9%

1) m is created independently from m̂.

Table 3. The results of sim(·, ·) and sim∗(·, ·) with 50% JPEG compressed Î

Image sim(·, ·) sim∗(·, ·)
Lena 484.5(94.64%) 69.0(99.77%)

Baboon 441.4(86.21%) 436.4(98.55%)
Peppers 493.9(96.46%) 58.6(99.81%)

Table 3. shows the similarity results in case of JPEG 50% compressed Î. The
results of sim∗(·, ·) is far better than the normal sim(·, ·) especially in Baboon
image.

Fig. 4. shows the responses of the similarity functions sim(·, ·) and sim∗(·, ·)
to 1,000 randomly generated MSBs of which only one matches m̂ respectively.
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Fig. 4. The similarity results of sim(·, ·)(top) and sim∗(·, ·)(bottom)

5 Concluding Remarks

A non-invertible watermarking scheme is based on the one-way function which
is used for generating watermark from the original image. However, in order
to prove ownership the true owner should reveal the original image because
the embedded watermark is generated from the original image. In this paper,
we propose to use the MSBs of the original image I rather than the original
image I itself and a more accurate similarity function for comparing MSB(I)
and MSB(Î) than the ordinary similarity function.
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Abstract. The Single Sign-on technique (SSO) facilitates the manage-
ment of authentication and authorization functions in a federation of
servers providing access to protected resources. Different approaches to
SSO exist, among them the XML-based Security Assertion Markup Lan-
guage (SAML) standard, which has been used in applications such as
intranet access within organizational domains. This paper focuses on the
use of SAML for authentication and authorization in a project aimed
at providing peer-to-peer access to high-definition audiovisual streams.
Adaptation of various elements are proposed herein in order to cope with
the specific characteristics of SSO in a P2P architecture.

1 Introduction

Users of a federation of service providers will usually need to authenticate them-
selves before accessing any resource afforded by these providers. The goal of the
Single Sign-on technique (SSO) is that, within an identity federation, the process
of authentication needs to be carried out only once during an access session, no
matter how many service providers take part in this session. Typical usage sce-
narios include a user booking flight tickets, hotel rooms and car rentals in a single
web access session, even though several servers may be involved, or students and
university staff accessing various servers in an online campus through a single
log-in.

A new application scenario where SSO may be required is the sharing of re-
sources in a peer-to-peer network, where access to such resources is restricted to
users having the appropriate authorization. Although P2P networks have tradi-
tionally been used for totally unrestricted file sharing, sometimes even violating
property rights, their architecture is also suitable for applications with stricter
access control requirements. Thus, users accessing restricted resources, e.g. files
they have paid for, can also benefit from the P2P paradigm.

In this paper we present the MACHINE project, whose main goal is to build
peer-to-peer networks for the interchange of high-definition multimedia files. One
of the requirements for this network is that access to these files must be restricted
to authorized users, but they need authenticate only once to the system, i.e. a
SSO functionality is required. Next, we present the basis for the SSO approach
implemented in the MACHINE project, namely the SAML standard [1]. In the
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following sections we describe how SSO can be applied to a P2P environment,
and in particular how we are using SAML in the MACHINE project. Finally,
some security aspects are considered based on previous security analyses of the
SAML standard, and conclusions are drawn from this implementation of SSO in
a P2P network.

2 The MACHINE Project

2.1 Overview

MACHINE is a project funded by i2CAT [2], a Foundation comprising the
Catalan Government and several universities, among them UPC (Universitat
Politècnica de Catalunya) and UPF (Universitat Pompeu Fabra). The main goal
of the project is to facilitate the interchange of high-definition multimedia con-
tents based on a peer-to-peer paradigm (P2P). The MACHINE system includes
a resource discovery service that allows any peer to locate a specific multime-
dia file. Once this resource is located, and if the requesting user is properly
authorized, a multimedia stream is transmitted for real-time visualization.

As is customary in P2P systems, the desired resource may be located in more
than one peer. One of the features of MACHINE is that not only the whole mul-
timedia files can be replicated, but also fragments of these files. This allows for
sequential download from different peers, according to the network conditions,
but also parallel download, e.g. different layers of a video stream and/or the
corresponding audio stream can be transmitted from different sources simulta-
neously.

The MACHINE project is the successor of the “i2CAT Projecte Integrat”
(I2CatPI). The I2CatPI consisted of a prototype peer-to-peer system for mul-
timedia distribution, and one of its requirements was also SSO, but in that
project version 1 of SAML was used as the standard for representing authenti-
cation information. A simple profile was used based on user name and password
for authentication with an Authentication Entity, which returned a signed asser-
tion with the name of the user and the corresponding system role. Afterwards,
the different service providers of the system could verify the authenticity of this
assertion by means of the signature issued by the authentication server. In the
I2CatPI project we implemented a simple SSO system with a basic security level,
and in the new MACHINE project we are extending the functionalities of this
predecessor.

2.2 Security Requirements

Resources stored in this P2P network will generally have access restrictions, i.e.
not everyone will be allowed to access any multimedia stream. Therefore, an
authentication and authorization mechanism needs to be used in the system.
Since there may be more than one provider peer involved in the transfer, various
authentication processes might be necessary during a session. It is a require-
ment of the system that this can be done transparently to the user, using an



344 R. Barrio, X. Perramon, and J. Delgado

SSO approach, so that authentication needs to be carried out only once, and
the identification and authorization information is conveniently transferred to
whichever nodes may require it.

It is also a requirement that the SSO method used must be as secure as
possible in order to prevent unauthorized accesses. Therefore, not only a se-
cure authentication scheme must be implemented, but also the transfer of the
streams must be protected with encryption techniques, adapted to the specific
characteristics of efficient transmission of high-definition multimedia contents.

Another requirement is that the solution adopted should be based on stan-
dards, in order to facilitate interoperability. The standard chosen for fulfilling
these requirements for authentication and authorization is the Security Assertion
Markup Language (SAML).

3 The SAML Standard

The SAML standard consists of a series of specifications defining the format of
messages, structured as XML elements, to be exchanged in authentication and
authorization protocols. It is developed and maintained by the Security Services
Technical Committee (SSTC) of the OASIS Consortium. Different versions of
the standard have been published so far: version 1.0 was released in 2002, and
a revision thereof, version 1.1, in 2003. The current version is 2.0 [1], published
in 2005, which is not fully backwards compatible with the previous versions.
Unless explicitly stated, all references to the SAML standard in this paper must
be understood as referring to the latest version, i.e. version 2.

The initial goal of SAML was to provide a mechanism for Single Sign-on in
an environment where various servers can provide services to an identified user.
The most usual situation would be that of a user with a common web browser
accessing web servers in federated identity domain. SAML provides mechanisms
whereby the browser can automatically send authentication and authorization
information between servers, with the user only needing to explicitly authenticate
before one of these servers.

This usage of SAML for SSO has been deployed in a number of projects.
One of the most known of these is the open source Shibboleth project for inter-
organization sharing of web resources e.g. between educational institutions [3].

Various types of items are defined in the SAML specifications: assertions,
protocol messages, protocol bindings and profiles.

3.1 SAML Assertions

The XML <Assertion> element is the basis of the SAML standard. It contains
sub-elements such as <Issuer>, an optional <Signature>, and a sequence of
statements. The assertion must be authenticated by its issuer, and this can be
done with the <Signature> element, in accordance with the XML Signature
specification [4], or by external means, e.g. within a communications protocol
already providing authentication. If necessary, assertions or elements thereof can
also be encrypted with the XML Encryption technique [5].
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Most assertions contain a <Subject> element, identifying the subject of the
statement(s) in the assertion. This is usually done through a sub-element of
type <SubjectConfirmationData>, containing information to be used in the
confirmation of the subject, such as an IP address, a public key, a certificate,
etc.

The statements within an assertion can be of various types, the most remark-
able being authentication statements (<AuthnStatement> element) and autho-
rization statements (<AuthzDecisionStatement> element). This latter type is
being retained in the standard for compatibility with previous versions, with the
use of a more flexible alternative, as defined in the new XACML standard [6],
being encouraged.

3.2 SAML Protocol Messages

SAML also defines two basic types of elements to be used as messages in an
authentication and/or authorization protocol: requests and status responses.
Requests can also be of various types, e.g. <AuthnRequest> for requesting au-
thentication and <AuthzDecisionQuery> for requesting authorization. Success-
ful responses will usually include assertions containing <AuthnStatement> and
<AuthzDecisionStatement> elements respectively, as described above.

3.3 SAML Protocol Bindings and Profiles

SAML protocol messages and their enclosed assertions can be used in different
application contexts. One of the specifications of the SAML standard defines
the so-called protocol bindings, i.e. mappings of SAML protocol messages onto
communication protocols. Examples of such bindings are the exchange of SAML
messages within SOAP messages over HTTP, through HTTP Redirect messages,
or through HTTP POST operations, all of these with or without an underlying
SSL/TLS secure connection, depending on the application.

Another binding defines the exchange of SAML messages by reference, where
the references to the SAML information are called artifacts. These are to be
used in a context where the other bindings are inappropriate due to the length
of the SAML message (e.g. in the HTTP Redirect binding the whole SAML
message has to be encoded in the redirected URL) or to other reasons, such as
the occurrence of an untrusted proxy. Such artifacts are then resolved through
a separate binding, which can be e.g. SOAP over HTTP.

For the specific types of applications that may make use of SAML, the stan-
dard defines a number of SAML profiles [7], i.e. sets of rules for the exchange
of SAML messages using a specific binding. The basic profile, called the Web
Browser SSO profile in SAML v. 2, specifies how to achieve Single Sign-on in a
federation of web servers with an unmodified web browser. The standard also
defines other profiles for SSO and for artifact resolution, and also provides guide-
lines for the specification of new profiles, adapted to other scenarios.
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4 Single Sign-On Access to P2P Resources

As explained in the previous section, the main goal of the initial versions of the
SAML specification was to facilitate SSO access to different web servers with a
normal web browser. Subsequently, SAML profiles have been defined for other
scenarios, such as attribute-based authorization or secure web services.

In the context of the MACHINE project, the SSO feature is needed for ac-
cessing protected resources in a P2P environment. These resources consist of
multimedia contents, which are possibly distributed among various peers in the
network. This allows for better efficiency in the transfer of such contents: they
can be fragmented and/or replicated in different hosts, so that the audiovisual
information can be streamed from multiple peers sequentially or even in parallel.

Obviously, users will have to authenticate themselves before accessing a pro-
tected stream. The authentication and authorization process can be performed
during the resource discovery phase, or directly at the start of the transmis-
sion if e.g. the user knows beforehand the location of the desired contents. In
either case, the authorization information will be securely conveyed to all other
peers involved in the transfer in a manner completely transparent to the user,
as expected in a Single Sign-on environment.

The natural implementation of SSO in this P2P system is based on a central
authorization server capable of authenticating and issuing authorization state-
ments about registered users, and trusted by all peers belonging to the P2P
domain. Once a session is established, the first time authorization is required
by any provider (i.e., peer) the necessary steps are carried out between this
provider, the central server, and the user through the corresponding user agent.
Any other provider requiring authorization information during the same session
will obtain it by interaction with the central server, without user intervention.

This scenario differs from the traditional SSO web access in the following
aspects:

– Web SSO techniques are typically designed for use with a generic client, i.e.
a plain web browser not necessarily aware of any SSO mechanisms. This
is usually achieved by exchanging state information between servers, e.g. by
means of HTTP cookies, HTTP Redirect messages, or automatic submission
of forms through JavaScript. In our P2P case, the stream transfer system is
specifically designed for coping with the distributed authorization scheme.

– Some web SSO techniques may be valid only within a domain, as it is the
case for HTTP cookies. According to the cookies specification [8], any HTTP
cookie is to be sent only to servers within a given DNS domain, thus preclud-
ing submission of state information to servers outside this domain. In our
P2P scenario, there is no restriction on the DNS domains where the peers
may be located.

– In web SSO, there is a clear role distinction between clients and servers, the
latter being also distinguished between service providers and authentication
servers. In our system, because of its peer-to-peer nature, every host can po-
tentially be an authorization requester (as web service providers are) and/or
an authorization presenter (as web clients are).
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5 Use of SAML in the P2P Environment

In order to implement SSO authentication and authorization in the P2P system
of the MACHINE project, several approaches may be considered. Given the
availability of SSO mechanisms for web access, one possible approach would be
based on the exchange of HTTP messages between the peers. Examples of such
mechanisms are the abovementioned HTTP cookies, HTTP Redirect messages,
and forms, and also the Web Browser SSO Profile of SAML [7]. All of these,
however, are designed to be used with a standard web browser with no added
functionality. If specific software modules or plug-ins are developed for the client
side, as it is the case in the MACHINE project, it is preferable to employ them
for better efficiency and flexibility.

The solution adopted in the MACHINE project is based on SAML, but with-
out using the standard Web Browser SSO Profile. We can consider our solution
as a new SAML profile, according to [7], specific to the P2P environment.

5.1 The MACHINE Scenario

Figure 1 depicts the elements that make up the MACHINE scenario. The MA-
CHINE specification provides for the definition of P2P domains. Among other
components, a P2P domain is formed by a Resource Discovery Server (RDS), an
Authentication and Authorization Server (AAS), and a number of hosts acting
as peers. The RDS and the AAS may be located on the same host. The lo-
cal storage of each peer may contain multimedia files and/or fragments thereof,
to be streamed to other peers upon request (after querying the RDS if neces-
sary). There is no constraint on the location of the servers or the peers, neither
regarding network topology, nor in particular regarding DNS domain names.

consumer
peer

RDS AAS

provider
peer 1

provider
peer 2

provider
peer 3

P2P domain

Fig. 1. The MACHINE P2P scenario
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Every peer willing to join a P2P domain must register with the AAS for
that domain. As part of the registration process, the peer must present a public
key or a valid X.509 certificate. In the former case, the AAS itself may issue
a certificate for the peer. In the latter case, the AAS will make use of a local
database of acceptable Certification Authorities. These certificates will be used,
on one hand, for the SAML Authentication Request Protocol as defined in [1]
(see Sect. 5.2), and on the other hand, for establishing mutually authenticated
SSL/TLS connections for the interchange of SAML messages, as discussed in
Sect. 6.

The AAS also has a database containing an access control list (ACL) to re-
sources. This is used when issuing authorization statements, i.e. the ACL is
looked up to check whether a peer has permission to access a given multime-
dia stream. Alternatively, the access to multimedia contents may be governed
by DRM licenses associated with them. One of the activities of the MACHINE
project consists in mapping the rights expressed with standard techniques in
such licenses to the authorization statements described here.

5.2 The P2P SAML Profile

When a peer, hereinafter called the consumer peer, wants to access a resource
in the P2P domain, it must use the service provided by the RDS or otherwise
obtain the locator for that resource. This includes information on the peer or
set of peers capable of providing the desired resource, i.e. the provider peer(s).

The RDS can submit a SAML authentication request to the AAS in order
to verify the identity of the consumer peer, and subsequently a SAML assertion
query in order to check whether this peer is authorized to access the resource.
Or, alternatively, these steps can be carried out by the provider peer (this will
be the case when the consumer peer does not make use of the RDS). Note that,
in the first case, the RDS and the AAS could be located on the same host.

In the following description, the entity (either the RDS or the provider peer)
requesting authentication and authorization information about the consumer
peer is called the requester, according to the terminology used in [1].

When the requester determines that authentication and authorization must
be performed on a consumer peer, the following steps are carried out:

1. The requester sends a SAML <AuthnRequest> message to the AAS request-
ing authentication of the consumer peer. This message includes a <Subject>
element containing the consumer peer’s X.509 certificate, and also its IP ad-
dress.

2. The AAS validates the authentication information. If this is the first authen-
tication request for the subject in the current session, validation is performed
through direct interaction with the consumer peer. This interaction consists
in signing a randomly generated challenge with the peer’s private key (and
thus possibly requiring action from the user, e.g. entering the passphrase
under which the private key is protected). After the signature is successfully
checked with the certificate, the AAS sends a SAML <Response> message
to the requester containing an <AuthnStatement> element.
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3. If the AAS response confirms the authenticity of the consumer peer, the re-
quester sends a SAML <AuthzDecisionQuery>message to the AAS querying
whether the consumer peer is authorized to access the desired resource.

4. The AAS looks up its ACL database and sends a SAML <Response>message
to the requester containing an <AuthzDecisionStatement> element.

5. Based upon the response received from the AAS, the requester grants or
denies the desired service to the consumer peer, identified by the <Subject>
element in the <AuthzDecisionStatement> assertion. If the requester is the
RDS, the resource locator is or is not returned to the consumer peer, and if
the requester is the provider peer, the multimedia is or is not streamed to
the consumer peer.

The same consumer peer may have to be authenticated by other entities during
the same session. This will happen when authentication has been performed by
the RDS and the consumer peer accesses the (first) provider peer, or when more
than one provider peer generate the stream to be transmitted to the consumer
peer. In such cases, the steps described above are repeated by the new requester,
generally with the same result (although it might be possible that the consumer’s
rights to the desired resource were revoked after the session is established: this
revocation would then take effect only when a new peer is accessed). However,
the interactive validation of step 2 above is not performed again, but rather the
AAS returns directly the response based on the previous authentication, thereby
achieving the ultimate goal of Single Sign-on.

6 Security Considerations

The SAML standard is designed for providing authentication and authorization
statements in a secure manner, but also for minimizing the processing over-
head where possible. For this reason, version 1 of the standard does not require
the use of confidentiality and/or authentication mechanisms when they are not
considered necessary.

The security afforded by the use of SAML has been object of various studies.
In particular, Groß [9] showed that when the Browser/Artifact profile of SAML
v. 1 is used, several attacks are possible in certain circumstances if some messages
that the profile does not require to protect are indeed not protected. This is the
case of unauthenticated messages to the identity provider, encrypted but unau-
thenticated HTTP redirects to the service provider containing SAML artifacts,
or unencrypted error messages (possibly provoked by the attacker) containing
HTTP Referrer headers. The main conclusion of this analysis was that external
protection measures, such as sending all HTTP messages over SSL/TLS [10,11]
connections (i.e. making use of HTTPS rather than plain HTTP), should be
taken when the SAML profile does not provide enough security.

The committee responsible for the SAML standard acknowledged [12] that
these types of attacks were possible and that, although the security context
where SAML messages are used is out of the scope of the SAML standard, the
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use of SSL/TLS is recommended in SAML v. 1, and this recommendation has
been strongly emphasized in SAML v. 2.

In our implementation of SAML-based SSO for the P2P environment in the
MACHINE project, all exchanges of SAML messages must always be carried over
SSL/TLS connections with mutual authentication, i.e. with both client-side and
server-side authentication. For this reason, all peers belonging to a P2P domain
must register with their X.509 certificate.

Appropriate use of SSL/TLS prevents, or at least makes reasonably unfeasible,
the following types of attack:

– Forgery. An attacker could fabricate an <AuthzDecisionStatement> asser-
tion granting access to some resource and send it to the authorization re-
quester. Since the message will not come from an authenticated SSL/TLS
connection with the AAS, the requester will refuse it.

– Reply attacks. An attacker could capture an <AuthzDecisionStatement>
assertion sent from the AAS to the authorization requester and send it to
this requester pretending to be the legitimate consumer. In order for this
attack to be successful, the attacker would have to be able to replace the
Address attribute, containing the consumer’s IP address, included in the
<SubjectConfirmationData> element of the <AuthzDecisionStatement>
message, which will be encrypted with the legitimate SSL/TLS session keys,
unknown to the attacker.

– Man-in-the-middle attacks. These attacks are completely deterred when mu-
tual authentication based on X.509 certificates is used in an SSL/TLS con-
nection.

– Information leakage. No protocol information can be obtained by an attacker,
e.g. from error messages in the protocol, because all types of messages will
be conveyed over the SSL/TLS connections.

Apart from these communication-oriented attacks, supplantation is directly
inhibited by the SAML authentication protocol (step 2 in Sect. 5.2 above).

7 Conclusions

We have shown how version 2 of the SAML standard can be deployed in a peer-to-
peer network for providing Single Sign-on access to multimedia resources among
various hosts acting as peers. SAML provides a framework for the representa-
tion and interchange of authentication and authorization information, and also
defines a number of profiles to be used for SSO in different contexts, typically
in web access to a federation of servers. But SAML also provides guidelines for
the definition of new profiles, and we have adapted the usage of SAML to the
MACHINE project, where P2P access to a multimedia resource can be done
with the collaboration of various peers, and also of a resource discovery server.

Therefore, we have implemented SSO access within this P2P network environ-
ment by direct exchange of SAML protocol messages, without using the standard
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web browser profile. We have thus defined a new SAML profile for use in this
P2P scenario.

We have also analyzed how the combination of SAML protocol messages to-
gether with a secure communication layer, like the one afforded by the SSL/TLS
protocols, provides a strong measure against possible fraud.

The use of SAML in this case contributes to enhanced security and interoper-
ability, since the peer systems can make use of any SAML-based implementation
for building and exchanging authentication and authorization messages.

This has shown that SAML provides enough flexibility to adapt it to different
application scenarios, of which SSO access to a P2P network is a new example.
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Abstract. RFID tags are devices of very limited computational capabil-
ities, which only have 250-3K logic gates that can be devoted to security-
related tasks. Many proposals have recently appeared, but all of them
are based on RFID tags using classical cryptographic primitives such as
PRNGs, hash functions, block ciphers, etc. We believe this assumption
to be fairly unrealistic, as classical cryptographic constructions lie well
beyond the computational reach of very low-cost RFID tags. A new ap-
proach is necessary to tackle this problem, so we propose an extremely
efficient lightweight mutual-authentication protocol that offers an ade-
quate security level for certain applications and can be implemented even
in the most limited low-cost RFID tags, as it only needs around 150 gates.

Keywords: Ubiquitous Computing, RFID, Tag, Reader, Privacy, Track-
ing, Pseudonym, Mutual-authentication.

1 Introduction

Low-cost Radio Frequency Identification (RFID) tags affixed to consumer items
as smart labels are emerging as one of the most pervasive computing technologies
in history. This presents a number of advantages, but also opens a huge number of
security problems that need to be addressed before their successful deployment.
The most important security questions are privacy and tracking, but there are
some others worth to mention, such as physical attacks, denial of service, etc.

The low cost demanded for RFID tags (0.05-0.1¤) forces the lack of resources
for performing true cryptographic operations. Typically, these systems can only
store hundreds of bits and have 5K-10K logic gates, but only 250-3K can be
devoted to security tasks. Despite these restrictions, since the work of Sarma
et. all [9] in 2002, most of the proposed solutions [1,2,15] are based on the use
of hash functions. Although this apparently constitutes a good and secure solu-
tion, engineers face the non-trivial problem of implementing cryptographic hash
functions with only between 250-3K gates. In most of the proposals, no explicit
algorithms are suggested and finding one is not an easy issue since traditional
hash functions (MD5, SHA-1, SHA-2) cannot be used [11]. In [16] we find a re-
cent work on the implementation of a new hash function with a reduced number
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of gates, but although this proposal seems to be light enough to fit in a low-cost
RFID tag, the security of this hash scheme remains as an open question.

The remainder of the paper is organized as follows. In Sect. 2, we prose an
Efficient Mutual-Authentication Protocol (EMAP ) for low-cost RFID tags. A
security evaluation and performance analysis of this new protocol is presented
in Sect. 3. In Sect. 4, the proposed architecture for implementing our protocol
is explained in detail. Finally, concluding remarks appear in Sect. 5.

2 Efficient-Lightweight Protocol

Like other authors, we think that the security of low-cost RFID tags can be
improved with minimalist cryptography [5,12]. Following this direction, an ex-
tremely efficient lightweight mutual-authentication protocol, named EMAP, is
proposed in this paper.

2.1 Suppositions of the Model

Our protocol is based on the use of pseudonyms, concretely on index-pseudonyms
(IDSs). An index-pseudonym (96-bit length) is the index of a table (a row) where
all the information about a tag is stored. Each tag has an associated key which
is divided in four parts of 96 bits (K = K1 ‖ K2 ‖ K3 ‖ K4). As the IDS
and the key (K) need to be updated, we need 480 bits of rewritable memory
(EEPROM or FRAM) in total. A ROM memory to store the 96-bit static tag
identification number (ID) is also required.

Costly operations such as random number generation will be done by readers.
On the contrary, as tags are very limited devices that only have less than 1K
logic gates for security functions, only simple operations are available: bitwise xor
(⊕), bitwise and (∧), and bitwise or (∨). Multiplication have not been included
because is a very costly operation [6].

Due to the fact that most low-cost tags are passive, the communication must
be initiated by readers. We also suppose that both the backward and the forward
channel can be listened by an attacker. Finally, we assume that the communica-
tion channel between the reader and the database is secure.

2.2 The Protocol

We can split our protocol proposal in four main stages: tag identification, mutual
authentication, index-pseudonym updating, and key updating. In this section, we
outline how the protocol works, while in the next one a security and performance
analysis is presented.

Tag Identification. Before starting the protocol for mutual authentication,
the reader should identify the tag. The reader will send a hello message to the
tag, which answers by sending its current index-pseudonym (IDS). By means
of this IDS, the reader will be able to access to the secret key of the tag (K =
K1 ‖ K2 ‖ K3 ‖ K4), which is necessary to carry out the next authentication
stage.
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Tag Identification:
Reader → Tag: hello
Tag → Reader: IDS

Mutual Authentication:
Reader → Tag: A ‖ B ‖ C
Tag → Reader: D ‖ E

A = IDS
(n)
tag(i) ⊕ K1(n)

tag(i) ⊕ n1 (1)

B = (IDS
(n)

tag(i)
∨ K2(n)

tag(i)
) ⊕ n1 (2)

C = IDS
(n)
tag(i) ⊕ K3(n)

tag(i) ⊕ n2 (3)

D = (IDS
(n)

tag(i)
∧ K4(n)

tag(i)
) ⊕ n2 (4)

E = (IDS
(n)
tag(i) ∧ n1 ∨ n2) ⊕ IDtag(i)

4

I=1

KI
(n)
tag(i) (5)

Fig. 1. EMAP Protocol

Mutual Authentication. Our protocol consists in the exchange of two mes-
sages between the reader and the tag. An execution of the protocol is showed
in Figure 1. The

⊕N
I=1 operation represents an N-elements addiction with the

bitwise xor operator (K1⊕K2 ⊕ ... ⊕KN).

- Reader Authentication: The reader will generate two random numbers n1
and n2. With n1 and the subkeys K1 and K2, the reader will generate the
submessages A and B. With n2 and K3, it will generate the submessage C.

- Tag Authentication: With the submessages A and B, the tag will authenti-
cate the reader and obtain n1. From the submessage C, the tag will obtain
the random number n2, that will be used in the index-pseudonym and key
updating. Once these verifications are performed, the tag will generate the
answer message. This message will be composed of two parts D and E. The
submessage D will allow to authenticate the tag and by means of E its static
identifier will be transmitted in a secure form.

We have analyzed the statistical properties of these five submessages with
three well-known suites of randomness tests, namely ENT [13], DIEHARD [7]
and NIST [10]: we have generated a 300MB-file for every message. Due to ex-
tension restrictions the reports are not shown in the paper.1 The results point
to ensure submessages are not easily distinguishable from a random source, not
even for the eavesdropper/cryptanalyst. As we can verify in Equation 5, submes-
sage E uses more operations than the rest. We have put particular emphasis on
the properties of submessage E due to the fact that in it the tag sends its more
valuable information: the static identification number (ID).

Pseudonym Index Updating. Once the tag and the reader have mutually
authenticated, each one has to update the index-pseudonym.

IDS
(n+1)
tag(i) = IDS

(n)
tag(i) ⊕ n2⊕K1(n)

tag(i) (6)

The statistical properties of this sequence is good owing to the use of an xor
with a random number (n2). In connection with the speed requirements, we have
only used three basic operations (bitwise xor).
1 The whole reports are available in http://163.117.149.208/emap/
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KeyUpdating. The key updating will be carry out, as will the index-pseudonym
updating, after the mutual authentication. As tags are very computationally con-
strained devices, this task should be made only by using efficient operations: bit-
wise xor (⊕), bitwise and (∧), and bitwise or (∨). These operations have already
been implemented in the tag for the normal protocol running, so its use will not
imply an increase in the gate counting. In order to improve the security of the
key updating algorithm, a parity function will be used.2 Nevertheless, the speed
requirements of tags should be kept in mind; a tag must be able to answer 50
times/sec (see Sect. 4). These speed requirements put a limit on the number of
operations that can be performed with each component of the key (KI). Taking
all these considerations into account, the proposed equations for key updating are
the following ones:

K1(n+1)
tag(i) = K1(n)

tag(i) ⊕ n2⊕ (IDtag(i)(1 : 48)||Fp(K4(n)
tag(i))||Fp(K3(n)

tag(i))) (7)

K2(n+1)
tag(i) = K2(n)

tag(i) ⊕ n2⊕ (Fp(K1(n)
tag(i))||Fp(K4(n)

tag(i))||IDtag(i)(49 : 96)) (8)

K3(n+1)
tag(i) = K3(n)

tag(i) ⊕ n1⊕ (IDtag(i)(1 : 48)||Fp(K4(n)
tag(i))||Fp(K2(n)

tag(i))) (9)

K4(n+1)
tag(i) = K4(n)

tag(i) ⊕ n1⊕ (Fp(K3(n)
tag(i))||Fp(K1(n)

tag(i))||IDtag(i)(49 : 96))(10)

The statistical properties of these four sequences are good because of in each
sequence there is an xor with a random number (n1 or n2). According to the
speed requirements, for the worst case, which is obtained on the 8 bit architec-
ture, a tag can authenticate 89 times per second, so we are able to successfully
fulfill the speed requirements in all cases (see Sect. 4).

3 Evaluation

3.1 Security Analysis

Once we have presented the proposed mutual-authentication protocol, we will
evaluate its security, studying the same properties that Yang analyzes in [15].

1. User Data Confidentiality
The tag ID must be kept secure to guarantee user privacy. The tag sends in
the message E (E = (IDS

(n)
tag(i) ∧ n1 ∨ n2)⊕ IDtag(i)

⊕4
I=1 KI

(n)
tag(i)) hiding

the tag ID to a nearby eavesdropper equipped with an RFID reader.
2. Tag Anonymity

As the ID of the tag is static, we should send it, and all other interchanged
messages in seemingly random wraps (i.e. to an eavesdropper, random num-
bers are sent). As we have seen, readers generate the message (A||B||C).
This message will serve to authenticate him, as well as to transmit in a

2 Parity function (Fp(X)): The 96-bit number X is divided in twenty four 4-bit blocks.
For each block we obtain a parity bit, getting 24 parity bits. See Sect. 4 for more
details.
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secure form the random numbers n1 and n2 to the tag. This two random
numbers (n1, n2) will be used to hide the tag ID as well as to update the
index-pseudonym and the associated key. By means of this mechanism we
are able to make almost all the computational load to fall on the side of
RFID readers, since one of our hypothesis is that very low-cost tags can
not generate random numbers. Thus, tag anonymity is guaranteed and the
location privacy of a tag owner is not compromised either.
There is one interesting scenario that we will explain with more detail in the
following, as one could think that in this case, the tracking of a tag owner
is possible. In this scenario, the attacker sends hello messages to the tag
and receives as answer the IDS from it. Then, he stops the authentication
step. A little time later he repeats the process, hoping that the IDS has
not changed yet. We know that if the authentication process failed, the
IDS can not be updated. The attacker can not generally track the owner
tag because it is very probable that between two successive requests of the
attacker, the tag is read by one or several legitimate readers, who will update
the IDS. If an intruder wants to guarantee that the IDS has not changed,
it needs to send more than 50 answers/sec in order to saturate the tag,
so not allowing a legitimate reader to access it. In this case, this attack
would be considered a DoS attack, which is an inherent problem in RFID
technology as it happens in other technologies that use the radio channel.
Unfortunately, for the moment, there is no known solution for it (instead of
spread spectrum).

3. Data Integrity
A part of the memory of the tag is rewritable, so modifications are possible.
In this part of the memory, the tag stores the index-pseudonym and the
key associated with itself. If an attacker does succeed in modifying this part
of the memory, then the reader would not recognize the tag and should
implement the updating protocol of the database.

4. Mutual Authentication
We have designed the protocol with both reader-to-tag authentication (mes-
sage A ‖ B ‖ C), and tag-to-reader authentication (message D ‖ E).

5. Forward Security
Forward security is the property that privacy of messages sent today will be
valid tomorrow [8]. Since key updating is fulfilled after the mutual authen-
tication, a future security compromise on an RFID tag will not reveal data
previously transmitted.

6. Man-in-the-middle Attack Prevention
A man-in-the-middle attack is not possible because our proposal is based on
a mutual authentication, in which two random numbers (n1, n2), refreshed
with each iteration of the protocol, are used.

7. Replay Attack Prevention
An eavesdropper could store all the messages interchanged between the
reader and the tag (different protocol runs). Then, he can try to imper-
sonate a reader, re-sending the message (A ‖ B ‖ C) seen in any of the
protocol runs. It seems that this could cause the losing of synchronization
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Table 1. Comparison Between Protocols

Protocol HLS [14] EHLS [14] HBVI [4] MAP [15] EMAP

User Data Confidentiality × � � © ©
Tag Anonymity × � � © ©
Data Integrity � � © © �

Mutual Authentication � � � © ©
Forward Security � � © © ©

Man-in-the-middle Attack Prevention � � × © ©
Replay Attack Prevention � � © © ©

Forgery Resistance × × × © ©
Data Recovery × × © © ×

†† Notation: © Satisfied � Partially satisfied × Not Satisfied

between the database and the tag, but this is not the case because af-
ter the mutual authentication, the index-pseudonym (IDS) and the key K
(K = K1 ‖ K2 ‖ K3 ‖ K4) were updated.

8. Forgery Resistance
The information stored in the tag is sent operated (bitwise xor (⊕), bitwise
and (∧), and bitwise or (∨)) with random numbers (n1, n2). Therefore the
simple copy of information of the tag by eavesdropping is not possible.

9. Data Recovery
Intercepting or blocking of messages is a denial-of-service attack preventing
tag identification. As we do not consider that these attacks can be a serious
problem for very low-cost RFID tags, our protocol does not particularly
focus on providing data recovery.
In those scenarios in which this problem is considered important, an ex-
tended version of the protocol is possible and quite straightforward. In this
implementation each tag will have l + 1 database records, the first one asso-
ciated with the actual index-pseudonym (n) and the others associated with
the potential next index-pseudonyms (n + 1, ... , n + l). Moreover, each tag
will need k bits additionally of ROM memory to store the Associated Data
Base Entry like in [4]. As before, the reader will use the IDS to access all
the information associated with the tag. The reader will store a potential
IDS each time the answer of the tag is blocked (uncertainty state). Once
the tag and the reader have been authenticated mutually, the potential IDS
could be deleted (synchronized state). The storage of the potential IDS will
allow to easily recover from the lose or interception of messages.

Table 1 shows a comparison of the security requirements made by Yang [15],
as met by different proposals in the literature. We have added our proposal
(EMAP) in the last column.

3.2 Performance Analysis

Before evaluate the security of the protocol a performance analysis will be pre-
sented (see Table 2), considering the following overheads (computation, storage,
and communication) as in Yang [15].
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Table 2. Computational Loads and Required Memory

Protocol Entity HLS [14] EHLS [14] HBVI [4] MAP [15] EMAP

No. of T 1 2 3 2 ¬
Hash Operation B ¬ Nt 3 2Nt ¬
No. of Keyed R ¬ ¬ ¬ 1 ¬

Hash Operation B ¬ ¬ ¬ 1 ¬
No. of T ¬ 1 ¬ ¬ ¬

RGN Operation R ¬ ¬ ¬ 1 ¬
B ¬ ¬ 1 ¬ ¬

No. of T ¬ ¬ ¬ 4 22
Basic Operation1,2 R + B ¬ ¬ ¬ 2(Nt+1) 25
No. of Encryption B ¬ ¬ ¬ 1 ¬
No. of Decryption R ¬ ¬ ¬ 1 ¬
Number of Authentication Steps 6 5 5 5 4

Required T 1 1
2 L 1L 3L 2 1

2 L4 6L

Memory Size R+B 2 1
2 L 1 1

2 L 9L 9 1
2 L 6L

†† Notation: ¬ : Not require Nt: Number of Tags L: Size of Required Memory
1Basic Operations: Bitwise xor (⊕), Bitwise and (∧), and Bitwise or (∨)
2Parity function has been included as a basic operation

1. Computation Overhead
Low-cost RFID tags are very limited devices, with only a small amounts of
memory, and very constrained computationally (<1K logic gates to security-
related tasks). Additionally, one of the main drawbacks that hash-based
solutions have is that the load on the server side (R+B) is proportional
to the number of tags, as it happens in Yang’s solution [15]. Our proposal
(EMAP) have completely solved this problem by using an index-pseudonym.

2. Storage Overhead
As Yang does, we assume that all components are L-bits sized, that the RNG
and the hash function are h, hk : {0, 1}∗ → {0, 1} 1

2 L and r εU {0, 1}L. As
we see in Sect. 2.1 each tag has to store an L-bit index-pseudonym (IDS)
and an associate key (K) of four L-bit components. Moreover, the tag has
to store an unique L-bit identification number (ID). The reader has to store
the same information, so it requires a memory of 6L bits.

3. Communication Overhead
As we can see in Table 2, according the number of interchanged messages
to accomplish mutual authentication tag-reader, our protocol is the most
efficient. As low cost tags are passive and that the communication can only
be initiated by a reader, four rounds may be considered as a reasonable
number of rounds for mutual authentication in RFID environments.

4 Implementation

In this section, we will explain in detail the proposed architecture for implement-
ing our protocol. The proposed architecture is independent of the word length
used. We have analyzed the features of four different word length (m = 8, 24, 48,
96 bits). In Figure 2 we can see a scheme of the proposed architecture. On the
left of the figure we have the memory, which is filled with the index-pseudonym
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ALU
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Fig. 2. Logic Scheme

(IDS), the key K (K1 ‖ K2 ‖ K3 ‖ K4), and the static identification number
(ID). The access to the memory is controlled by a sequencier. Due to the fact
that messages are build up of three or more components, we will need a m-bit
register to store intermediate results. In the middle of the figure we have the
Arithmetic Logic Unit (ALU). This unit will make the following m-bit opera-
tions: bitwise xor (⊕), bitwise and (∧), and bitwise or (∨). The ALU has two
inputs, one of these values stored in the memory and another which is selected
(c 1) between one of these three values: the bitstream, the value stored in the
register 1 and the the result of the parity-function unit. The control signal c 2
will select the operation that will be used in the ALU. At the bottom of the figure
we can see the parity-function unit. This unit will be used each time the key is
updated, in particular twice with each part of K (K1 ‖ K2 ‖ K3 ‖ K4). In order
to carry out the temporal requirements we have decided to implement this func-
tion in just one block. This function has an input length of 96 bits and a 24-bits
output. The input is divided in blocks of 4 bits, which are processed to obtain an
output bit. For example, for the first four bits, x1 is xored with x2, x3 is xored
with x4, and finally the corresponding outputs are xored ((x1⊕x2)⊕ (x3⊕x4)).
So for 96 bits of input, we need 72 logical gates (24x3) for implementing the par-
ity function. The output of this function is stored in the register 2 of dimension
m (m = 24, 48, 96 bits). The control signal c 3 will select when a 24-bit shift
has to be done in the register.

It is a common assumption that a maximum of 50 tags can be authenticated
per second. As in [3], due to the low-power restrictions of RFID tags, the clock
frequency must be set to 100 KHz. So, a tag may use up to 2000 clock cycles to
answer a reader. In the worse case of our protocol (m = 8 bits), we need 1120 clock
cycles for running the protocol (mutual authentication, pseudonym updating, and
key updating). So, if we consider that the clock frequency is set to 100KHz [3], this
means that the tag answers in 11.2 milliseconds. A tag can authenticate 89 times
per second, so the temporary requirements are fulfilled in all the cases.
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Another important aspect to study is the number of logical gates necessary
for implementing the proposed protocol. The functions bitwise xor (⊕), bitwise
and (∧), and bitwise or (∨) will be implemented with the same number of logic
gates like the word length (m). As seen above, 72 logical gates will be needed for
implementing the parity function. Additionally, an extra 30% of logic gates are
added up for control functions. In the worst case (m = 96 bits) the protocol only
needs around 500 gates. Moreover, although we have not implemented the circuit
physically, due to the known fact that power consumption and circuit area are
proportional to the number of logical gates, it seems that our implementation
will be suitable even for very low-cost RFID tags.

Table 3. Features

Word’s length 8-bits 24-bits 48-bits 96-bits
Number of. ALU 24 72 144 288

Gates Parity Function 72 72 72 72
Control 29 43 65 108
Total 125 187 281 468

Number of Clock Cycles 1120 416 240 152
Answer/sec 89 240 417 658

5 Conclusions

RFIDs tags are devices limited to hundreds of bits of store, and with roughly
250-3K gates devoted to security-related tasks. Cryptographic primitives such
as PRNGs, block ciphers, and hash functions lie well beyond the computational
reach of very low cost RFID tags, but until now, most of the security solutions for
RFID are based on those. A new approach must be taken to tackle the problem,
at least for low-cost RFID tags. For this reason, we propose an extremely efficient
lightweight mutual-authentication protocol (EMAP ) that could be implemented
in low-cost tags (<1K logic gates). In order to be able to use our proposal,
tags should be fitted with a small portion of rewritable memory (EEPROM
or FRAM) and another read-only memory (ROM). The assumption of having
access to rewritable memory is also made in all the existing solutions based on
hash functions.

In spite of being very limited in resources, the main security aspects of RFID
systems (privacy, tracking) have been consider in this article and solved efficiently
(less than 500 gates are needed even in the worst implementation, in our case
m = 96 bits). As shown in Table 2, our protocol displays superior benefits to
many of the solutions based on hash functions. So, not only we have been able
to avoid the privacy and tracking problems, but also many other attacks such
as the man-in-the-middle attack, replay attack, etc.

Finally, another paramount characteristic of our scheme is its efficiency: tag
identification by a valid reader do not require exhaustive search in the back-
end database. Furthermore, only two messages need to be exchanged in the
identification stage and another two in the mutual authentication stage.
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Abstract. Radio Frequency Identification (RFID) system is an impor-
tant technology in ubiquitous computing environment. RFID system
should be compatible with most RFID system applications to support
the ubiquitous computing environment. Recently, researchers had stud-
ied about RFID standardization. After all, EPCglobal Class-1 Gen-2
(C1G2) RFID is selected as an international standard of RFID systems.
Unfortunately, it has fatal security problems to be vulnerable to infor-
mation leakage and traceability since a tag of EPCglobal C1G2 emits its
fixed ID(EPC) without hiding or modifying. A main goal of our work is
to propose the secure protocol well suitable for EPCglobal C1G2. First
of all, our protocol exactly follows RFID standard with only current ca-
pabilities of a tag approved in the standard, assuring that our protocol is
secure against impersonation, information leakage, and traceability etc.

1 Introduction

Radio Frequency Identification (RFID) is an automatic identification system
using a microchip that has capability of transmitting a unique serial number
or other additional data through RF(radio frequency) signals. The advantage
of RFID system is to provide good properties; many-to-many communication,
wireless data transmission, and self-computing. These benefits enable more wider
range of application fields such as manufacturing, supply chain management,
and inventory control, etc. For the reason, RFID technology is expected to be
massively deployed in the near future.

To popularize RFID system, several organizations including EPCglobal and
ISO had been working on standardization. In particular, the EPCglobal Class-1
Gen-2 (C1G2) RFID was adopted as an international standard by ISO/IEC.
However, the EPCglobal C1G2 specification has fatal security problems. Gen-
erally, RF signals make RFID system vulnerable to various attacks such as
eavesdropping, traffic analysis, spoofing and denial of service. These attacks
may disclose sensitive information of tags and hence infringe on a user’s privacy.
Another type of privacy violation is traceability which establishes a relation be-
tween a user and a tag. If a link can be established between a user and the
� This research was supported by the Seoul R&BD Program(10665), Korea.
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tag he/she holds, the tracing of the tag makes the tracing of the user possible
[4]. Nevertheless the basic security concerns have been already considered in the
related literatures, they are not considered in EPCglobal C1G2 specification.
Namely, a tag emits EPC without hiding or modifying and anybody can be
readable it. An adversary can easily obtain EPC by eavesdropping on communi-
cation between a reader and a tag. This can cause user’s privacy infringement,
because anybody can access a service which provides information of the object
corresponding EPC [14]. Furthermore, the adversary with eavesdropping mes-
sages can clearly trace a user’s movement, since EPC is a unchanging value.
These problems in the RFID standard will make a limit of standard’s public
usage because security and privacy issue is very sensitive for people.

For providing security in the standard, researchers should try to modify steps
of the standard or add new components to the standard. The additional works
have to pay a lot of expense and may be a bar to popularize RFID system through
the standard. Therefore, it is important work to provide various security con-
sidered in general RFID system without modifying of the standard. We propose
the secure protocol against security and privacy problems which maintains each
step and components of the standard.

1.1 Related Works and Contributions

Related works. Researchers have recognized the security problems of tags [2].
We describe related studies below. The simplest physical approach is to Kill tags
[7]. Kill technique is to restrict the use of a tag by removing its ID. However, this
method is not a useful solution. A tag will be used as active state in numerous
applications. For example, in animal tracking system, the tag should not be
killed, because the tags must always be in working state.

Another approach is using hash function [3,7,9]. This approach can prevent
an exposure of tag’s ID using one-wayness property of a hash function. However,
implementing a standard cryptographic hash function, such as MD5 or SHA-1,
in a tag is beyond the capabilities of today’s tags. So, current EPCglobal C1G2
specification does not make use of hash function.

Recently, Juels et al. considered operation complexity of tag [8]. The protocol
does not require for a tag to perform any cryptographic operations except XOR,
simple bit-operation. It may be possible to implement the protocol in current
low-cost RFID systems. Unfortunately, it did not consider eavesdropping and
privacy issues and is not secure against privacy and information leakage.

Thereafter, Duc et al. proposed a scheme for EPCglobal C1G2 [11]. They re-
ported the security problems of EPCglobal C1G2, and suggested the solution
about the problems. However, we had to modify composition of the standard for
applying the scheme in the standard, since the authors of the paper [11] do not
consider working steps of EPCglobal C1G2. In addition, the scheme can not re-
synchronize automatically when synchronization is broken. The works require ad-
ditional costs, comparing with schemes which does not need re-synchronization.

Contribution. In this paper, we analyze working steps and security threats of
EPCglobal C1G2 in detail. This will help several security researches of
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EPCglobal C1G2. We propose a secure protocol which is suitable for EPCglobal
C1G2. The main contribution of our paper is that our protocol can apply to
EPCglobal C1G2 without any modifying steps or components of the standard
and is secure against security problems. In addition, our protocol does not need
synchronization. By the advantages of our paper, the standard reduce entire
costs adding security as well as is spread out wide and fast in our life.

Organization of the paper. This paper is organized as follows: In Section 2,
we describe RFID systems and analyze security problems of RFID system. In
Section 3, We analyze EPCglobal C1G2 and threats of EPCglobal C1G2. Then
We describe our proposed protocol in Section 4. We analyze our protocol in
security in Section 5. Finally, we conclude in Section 6.

2 RFID System

2.1 Components

In general, RFID system consists of a tag, a reader, and a back-end server.

– Tag: A tag is a small and low-priced chip which is adhered on objects. It
consists of only a microchip with limited functionality and data storage,
and an antenna to wireless communication with reading devices. RFID tags
can be classified into two types, active or passive depending on powering
technique. While an active tag can generate power by itself, a passive tag is
not able to supply a power by itself. Therefore the passive tag obtains power
from the reading devices when it is within range of some reading devices.

– Reader: A reader can read and re-write the data in a tag. A reader queries a
tag to obtain the tag’s contents though RF interface. After the reader queries
to a tag and receives some information from the tag, the reader forwards the
information to a back-end server.

– Back-end server: A back-end server is a device that manages and stores var-
ious information such as EPC for each tag. It can also determine a tag’s
identity from the information of a tag sent by an authenticated reader.

2.2 Threats of RFID System

In RFID systems, because of wireless communication between a reader and a
tag, an adversary can monitor all messages transmitted between a reader and a
tag. The adversary can also infringe upon a user’s privacy using various methods.
Therefore, RFID systems must be designed to be secure against attacks such as
eavesdropping and impersonation.

– Eavesdropping: A passive adversary can eavesdrop on messages between a
reader and a tag. By eavesdropping, she may obtain a user’s secret informa-
tion. Therefore, RFID systems should be considered that she cannot get any
secret information from the eavesdropped messages.

– Impersonation: An active adversary can query to a tag and a reader in
RFID systems. By this property, she can impersonate the target tag or
the legitimate reader. When a target tag communicates with a legitimate
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reader, an adversary can collect the messages sent to the reader from the
tag. With the message, the adversary makes a clone tag in which information
of a target tag is stored. When the legitimate reader sends a query, the clone
tag can reply the message in response, using the information of a target tag.
Then the legitimate reader may consider the clone tag as a legitimate one.

– Information Leakage: If RFID systems are used widely, users will have various
tagged objects. Some of objects such as expensive products and medicine
provide quite personal and sensitive information that the user does not want
anyone to know. If RFID systems are not designed to protect information of
tag, user’s information can be leaked without acknowledgment of the user.

– Traceability: When a user has special tagged objects, an adversary can trace
user’s movement using messages transmitted by the tags. In the concrete,
when a target tag transmits a response to a nearby reader, an adversary
can record the transmitted message and can establish a link between the
response and the target tag. Once a link established, the adversary is able
to know the user’s location history.

3 EPCglobal Class-1 Gen-2 RFID System

In this section, we explain EPCglobal Class-1 Gen-2 RFID system[13], and an-
alyze security problems of it.

3.1 EPCglobal Class-1 Gen-2 RFID

EPCglobal C1G2 was adopted as 18000-6 international Standard by ISO/IEC.
As result, RFID system will be able to be recognized without confusion. EPC-
global C1G2 tag has properties as follows [11,13]:

1. Tag is passive.
2. Tag uses UHF band (800-960 MHz) and communication range is 2-10m.
3. Tag has on-chip Pseudo-Random Number Generator (PRNG) and Cyclic

Redundancy Code (CRC).
4. Tag has two 32-bit PIN for kill command and access command. The kill PIN

is used to kill the tag. The access PIN is used to write into the tag or to
read something in password fields.

EPCglobal C1G2 operates as shown in Fig.1 and a detailed description of each
step is as follows:

(1) A reader sends a request message to a tag.
(2) Each tag which is received the request generates a 16-bit random value

(RN16) using Pseudo-Random Number Generator. After that, each tag in-
puts the random value(RN16) into a slot counter, and starts a slot counter.
A slot counter decreases the random value as a regular interval. When a slot
counter becomes zero, the tag sends the random value(RN16) to the reader.

(3) As response, the reader sends ACK which has the random value(RN16) in
reserved field.
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Fig. 1. Process of EPCglobal Class-1 Gen-2 RFID

(4) The tag which is received ACK compares a random value in ACK with RN16
of the tag. If the values are the same, the tag sends PC(Protocol-Control),
EPC(Electronic Product Code), and CRC to the reader. The PC bits contain
Physical-layer information.

In addition, the reader can make use of memory-writing command or kill com-
mand, as follows after above steps:

(5) The reader sends ReqRN which contains RN16 to the tag.
(6) The tag which receives ReqRN compares a random value in ReqRN with RN16

of the tag. If the two values are the same, the tag passes handle to the reader.
(7) If the reader gets handle of the tag, it can construct memory-writing or kill

command. The reader sends PIN for command of access or kill.
(8) The tag verifies PIN which is received from the reader. If the PIN is right,

the tag carries out command. When the reader sends PIN, PIN is XORed
with RN16 as RN16 is repeated twice.

In the EPCglobal C1G2 specification, a RFID tag is capable of generating 16-
bit pseudo-random [13]. The pseudo-random number is not used for security
but used for making a new session between a reader and a tag. A reader signal
can wake up several tags. If many tags act upon reader signal simultaneously,
then they may have a collision. By the reason, it needs the system of collision
avoidance. The pseudo-random number is used for distinguishing a tag from
several tags and preventing the collision.

3.2 Threats of EPCglobal Class-1 Gen-2 RFID System

According to EPCglobal C1G2 specification, whenever a tag authenticates a re-
ader, the tag emits EPC as plain text. With only eavesdropping on communication
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between a reader and a tag, an adversary can obtain EPC of the tag. It can bring
about security problems as follows:

– Impersonation: An active adversary easily impersonates legitimate tags. The
adversary stores EPC of a legitimate tag by eavesdropping. After a legitimate
reader sends a request message, the adversary emits a stored value(legitimate
EPC). Then the reader may consider the value as legitimate.

– Information Leakage: If an adversary can know EPC of user’s tag, the adver-
sary will become aware of some information of user’s object, because EPC
discovery service[14] is publicized. Therefore it can cause privacy infringe-
ment of the user.

– Traceability: Because tags emit fixed EPC, an adversary with EPC in user’s
tag can trace the user’s movement in EPCglobal C1G2. When tags transmits
EPC to a reader, the adversary records EPCs by eavesdropping. Then the
adversary can establish a link between the user’s tag and its EPC. Once a
link is established, the adversary can know user’s movement history.

Another threat is that PIN can be disclose. When PIN is sent, PIN is XORed
with random value (RN16). But RN16 is sent as plain text when session starts.
Just by eavesdropping the 16-bit pseudo-random number and the XORed PIN,
the PIN can be recovered by an adversary. If PIN is exposed, the adversary can
write and delete the memory, and kill a tag.

4 Our Protocol Suitable for EPCglobal Class-1 Gen-2
RFID System

In this section, we propose a privacy protection protocol suitable for EPCglobal
C1G2. First of all, we define notations. After that, we describe our protocol.

4.1 Our Protocol

The following notations are used for the computational operations to simplify
the description.

Notation Description
RT32 32-bit random number generated by a tag
RR32 32-bit random number generated by a reader

PIN1, PIN2 Two EPCglobal C1G2 PINs(access, kill)
EPC Electronic Product Code

f 32-bit pseudo-random number generator
n The number of tags in the system
‖ Concatenation of two inputs
⊕ Exclusive-or of two inputs

We assume that the channel between a reader and a back-end server is se-
cure. The channel between a tag and a reader is insecure because of wireless.
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Fig. 2. Process of our proposed protocol

Our protocol exactly follows EPCglobal C1G2 steps with 96-bit EPC. The 16-
bit pseudo-random number of EPCglobal C1G2 is not suitable for security. It
is very small to use for security. Then we suggest that 32-bit pseudo-random
number generator should be supported, in order to fulfill security and to take
full advantage of 32-bit PIN. In this paper, we assume that both a reader and a
tag use a 32-bit pseudo-random number generator in EPCglobal C1G2.

Each tag T i where i∈{1,...,n}, has EPCi, PIN1i, PIN2i, and 96-bit secrete
value Si of which the first bit is 0. Back-end server stores EPCj, PIN1j, PIN2j ,
and Sj where j∈{1,...,n}, for each tag. Fig.2 shows the process of the proposed
protocol, and the following gives a detailed description of each step:

(1) A reader sends Query Request to a tag T i.
(2) The tag T i generates 32-bit random RT32 from f . And it computes M1 =

RT32 ⊕ PIN1i, sends M1 to the reader.
(3) The reader generates a new 32-bit random RR32. The reader sends

ACK(M1) and RR32.
(4) The tag computes as follows:

- M2 = RR32 ⊕ PIN2i ⊕ RT32, M3 = f(M2)
- T is a bit string of which the last 1-bit is removed from 0 ‖ RT32 ‖ M2
‖ M3. T is 96-bit and the first bit of T is 0.

- E = (T + Si) ⊕ EPCi, where T and S are 96-bit of which the first bit is
0. We must consider the first bit(carry) of T+Si. Then we set 0 in the
first bit of T and Si.

The tag sends PC, E, CRC to the reader.
(5) The reader sends E, M1, RR32 to a back-end server.
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(6) The back-end server searches EPC for each j where j∈1,...,n as follows:
- For each <EPCj, Sj , PIN1j PIN2j>, compute RT32′ = M1 ⊕ PIN1j ,

M2′ = RR32 ⊕ PIN2j ⊕ RT32′and M3′ = f(M2′).
- T′ is a bit string of which the last 1-bit is removed from 0 ‖ RT32′ ‖ M2′

‖ M3′

- Search EPC such that E = (T′+Sj) ⊕ EPCj

When the reader wants to command writing, delete, and kill, PIN must be used.
For protecting PIN, we accomplish as follows:

(7) The reader requests PIN to the back-end server.
(8) The back-end server computes P = M3 ⊕ PIN, where PIN is PIN1j or

PIN2j, and sends P to the reader
(9) The reader sends P to the tag for a command.

(10) The tag verifies P ⊕ M3 = PIN1i or PIN2i, if it is true, the tag executes
the command.

5 Analysis

In this section, we give a security analysis of our proposed protocol.

5.1 Security Analysis

We analyze the security of our protocol under section 2.2. as follows:

– Eavesdropping and Information leakage: A reader which is not authenticated
by a back-end server does not obtain a tag’s EPC although the reader sends
requests to the tag. By eavesdropping, an adversary can obtain <E, M1,
RR32>. In order to recover EPC from E, the adversary must know T+Si of
each session. Si is a secrete value for each tag T and T is made by random
values. Therefore, the adversary does not obtain information about T+Si.
The adversary must guess 96-bits of T+Si. The probability is 1

296 . In spite
of the fact that the first bit of T and Si is 0, the probability that the first
bit(carry) of T+Si is 1 equals 1/2. Therefore, the probability that the ad-
versary obtain EPC by eavesdropping is negligible. Because EPC is hidden
every session, the adversary does not obtain information of a user.

In format of EPC, the front bit string of EPC is fixed and public. And
for each tag, we can be aware of fixed part of EPC. For example, in 96-bit
EPC, the first eight bits of EPC are version and length of serial number.
An adversary can also know the front bits of EPC. Then the adversary can
obtain the front bits of T+Si, too. Even if we assume that the adversary
knows all bits of EPC, for getting the security value Si, the adversary must
guess T. The T is made of random value RT32 and RR32. Because the two
values are passed by PIN1 and PIN2, the adversary does not acquire the
information about RT32 and RR32. Then, the probability guessing T is 1

264 .
Therefore, although the front bit string of EPC is fixed and public, Si is
secure.
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– Impersonation and Reply attack: An active adversary may be able to reply
for cheating the legitimate reader, using data which legitimate tags emit. In
proposed protocol, the values emitted by a tag are changed every session
since random values are use by the reader and the tag. Because the proba-
bility that the legitimate reader and tag use same random values over twice
is very small, it is hard that the adversary succeeds the reply attack.

– Traceability: An adversary can trace location of tags, if response of tag is same
or similar pattern for each session. In proposed protocol, the adversary can
obtain <E, M1, RR32> by eavesdropping. M1 is changed for each session,
and can be considered as a random value. RR32 becomes a different value
for each session, if the legitimate reader. E is also changed every session.
Although a malicious reader sends requests to a tag by using same RR32, it
is difficult that an adversary makes an accurate estimate of E.

6 Conclusion

In spite of EPCglobal C1G2 system has been international standard, it is ana-
lyzed that it is insecure. In order to protect user’s privacy in EPCglobal C1G2
system, we propose a RFID protocol which is secure against impersonation, in-
formation leakage, and traceability. We consider working steps and components
of EPCglobal C1G2 system. Then our protocol does not alter composition of
EPCglobal C1G2. Our protocol uses only approved abilities of tags in EPCglobal
C1G2 specification. For that reason, our protocol is suitable for the application
using EPCglobal C1G2. Namely, our protocol is a good alternative mechanism
which can insert security in the specification without a lot of modification.
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Abstract. Designers of RFID security protocols can choose between a wide va-
riety of cryptographic algorithms. However, when implementing these algorithms
on RFID tags fierce constraints have to be considered. Looking at the common
assumption in the literature that hash functions are implementable in a manner
suitable for RFID tags and thus heavily used by RFID security protocol designers
we claim the following. Current standards and state-of-the-art low-power imple-
mentation techniques favor the use of block ciphers like the Advanced Encryption
Standard (AES) instead of hash functions from the SHA family as building blocks
for RFID security protocols. In turn, we present a low-power architecture for the
widely recommended hash function SHA-256 which is the basis for the smallest
and most energy-efficient ASIC implementation published so far. To back up our
claim we compare the achieved results with the smallest available AES imple-
mentation. The AES module requires only a third of the chip area and half of the
mean power. Our conclusions are even stronger since we can show that smaller
hash functions like SHA-1, MD5 and MD4 are also less suitable for RFID tags
than the AES. Our analysis of the reasons of this result gives some input for future
hash function designs.

1 Introduction

In the last few years, many research activities were conducted in the area of RFID
security. Various attacks on the used algorithms, protocols and implementations showed
that the protection of RFID systems requires more attention. Many security protocols
were proposed to protect the violation of privacy and the authenticity of goods. Most
of them use symmetric cryptography because of the fierce constraints for RFID tag
implementations. From the implementation point of view, the difficulties in RFID tag
design are the very tight requirement for the production of RFID tags. In addition to low
die-size requirements the power consumption of the RFID tag is of utmost importance.

In the HF frequency range at 13.56 MHz the maximum mean current consumption
without reducing the operation range of the tags is 15 μA. Due to the limited available
chip area, the limited power consumption and the limited time, an algorithm is allowed

� This work origins from the Austrian Government funded project SNAP established under the
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to execute, the selection of appropriate security algorithms and protocols is very im-
portant. Unfortunately, the use of public key cryptography is out of range with today’s
semiconductor process technologies. The required computational power cannot be in-
cluded on RFID tags in terms of speed and power consumption. Therefore, primitives
from symmetric cryptography are heavily used by protocol designers in this area.

Hash functions are conceptually simpler than block ciphers, since they do not need
a key. In the RFID security community, it is commonly assumed that hash functions
are therefore also the better choice from the implementation point of view. As a conse-
quence, most of the proposed protocols for protecting RFID tags base on hash function
implementations [1,3,7,9,13,16]. Only in the work of Feldhofer et al. [5] the use of
block ciphers is discussed in more detail.

Our Contribution. In this paper we give conclusive evidence that it is better to use a
standardized block cipher like AES [10] on RFID tags than using one of the standard-
ized hash functions from the SHA family [11].

On the basis of a survey on existing RFID security protocols we see that either
symmetric encryption primitives or hash functions are always the underlying building
blocks if authentication is needed. In Section 2 we derive the requirements for the basic
building blocks. In Section 3 we present the smallest and most power-efficient SHA-256
ASIC implementation published so far. In Section 4 we map these results to other MD4
family hash functions like SHA-1, MD5 and MD4 and we compare the achieved results
of hash implementations with the low-power AES implementation of Feldhofer et al.
[6] which requires less chip area and has lower power consumption figures. Based on
that we derive two simple criteria that firstly explain the reason between the gap we
observe, and secondly give hints for the design of new hash functions which are more
suitable for RFID tags.

2 Cryptographic Primitives in RFID Security Protocols

The cryptographic literature offers a variety of cryptographic primitives which can be
used as basic building blocks in the design of security protocols. Depending on as-
sumptions about available keying material, difficulty and trust on underlying problems,
or implementation constraints, a multitude of options is available. In the context of
RFID systems, the choice is somewhat smaller because of fierce constraints from the
implementation point of view. Thus, we subsequently focus on algorithms attributed
to the area of symmetric cryptography. Here, the high level of security (112 to 256
bits) and meeting the implementation constraints is possible without requiring unrea-
sonable amounts of keying material. Protocol designers can choose from primitives like
block/stream ciphers, hash functions, message authentication codes (MACs), universal
hash functions or pseudorandom number generators (PRNGs).

Some of these primitives can be efficiently turned into others. A block cipher can
be turned into a hash function. For universal hash functions to be used in the setting
for RFID security protocols, a cryptographically secure PRNG is needed to generate
new keying material. Standardized and trusted PRNGs are in turn again based on block
ciphers or hash functions. This implies that for RFID security protocols using PRNGs
on top of primitives like ciphers or hash functions, no substantial additional circuit is
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required. MACs are mainly based on hash functions, ciphers or universal hash func-
tions. Summing up this short overview, we conclude that for RFID authentication pro-
tocols based on symmetric cryptography either hash functions or ciphers are the most
suitable basic building blocks. Subsequently we will thus focus on these.

2.1 Survey of Symmetric Primitives in State-of-the-Art Proposals for RFID
Protocols

As mentioned before, the reason to employ cryptographic primitives in RFID protocols
is to provide some form of authentication and/or some form of anonymity. In protocols
that use hash functions on the RFID tag, the following properties are generally needed.
In order to provide some form of anonymity, the output of the hash function should
not be distinguishable from a truly random bitstring. For authentication purposes, the
designer of RFID protocols relies on the preimage resistance or 2nd-preimage resistance
of the used hash function. Occasionally, also collision resistance is needed [13].

In protocols that use ciphers as a cryptographic primitive, anonymity is again pro-
vided by the difficulty of distinguishing its output from a truly random bitstring. Au-
thenticity is guaranteed by the resistance against key-recovery attacks of the employed
cipher. Subsequently we focus on proposals which offer the possibility to authenticate
the tag and/or the reader and thus tackle the problem of tag cloning.

Symmetric Encryption. There are only a few protocol designers which base their
RFID authentication protocols on symmetric-key encryption primitives. Feldhofer et al.
[5] use simple challenge-response authentication for unilateral and mutual authentica-
tion of RFID tag and reader. The random values rt and rr are the challenges from the
tag and the reader which are encrypted using the function EK which is in their case
AES. They mention the problem of key distribution and key management when using
symmetric authentication methods but do not provide any detailed solution for it.

Hashing. Weis et al. [16] proposed the hash-lock scheme and the improved random-
ized hash-lock scheme. Thereby, the tag is authenticated by the tuple (rt ,h(ID,rt))
where rt is a random value generated by the tag for tracking prevention and the hash
value is generated over ID and rt . In the protocol of Henrici et al. [7] the tag sends the
hash value of its ID together with a transaction number to the reader and authenticates
the tag to the reader. The reader responds with a random value which is used to refresh
the tag identifier on every successful transaction. Lee and Verbauwhede [9] propose a
protocol where a hash function h(K||rs) of a key K and a random value rs is used for
mutual authentication of reader and tag. Additionally, rs is used for updating the key in
the tag. Dimitriou [3] uses in his authentication protocol a message authentication code
(MAC) hk which is based on hash functions. Random values generated by reader and
tag are used for mutual authentication and refreshing the key in the tag. Rhee et al. [13]
suggest a hash-based challenge-response protocol where the secret key in the protocol
is the ID. The tag does not need to update the secret key which avoids attacks by inter-
rupting the session. In the protocol of Choi et al. [1] tags have a common secret key
K and a tag-specific secret S which are used for mutual authentication based on hash
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functions. A counter c is incremented in the tag on each access for prevention of replay
attacks.

3 Hardware Implementation of SHA-256

One of the main contributions of this paper is the ASIC implementation of a SHA-256
module which fulfills the requirements for RFID tags. SHA-256 is a member of the
SHA-2 family of hash functions which is in turn the latest official descendant of the
MD4 family. SHA-256 was chosen because it is widely recommended and offers a
security level equivalent to AES-128.

For the design of hardware modules in RFID systems the differences between power
consumption and energy consumption is important to notice. In contrast to battery-
powered devices where energy consumption is the optimization goal, the mean current
consumption is the critical concern for passively powered RFID tags. The duration of
the operation is of reduced concern. It is important that the power consumption per
clock cycle is limited although the total energy consumption of an operation might be
larger. This comes due to the limited energy transmission from the RFID reader to the
tag during one clock cycle. Here it is often necessary to serialize operations because
the concurrent calculation would exceed the available power and the large voltage drop
causes a reset in the circuit. Our implementation goal of the SHA-256 was to minimize
the mean power consumption while using only small chip area.

3.1 Description of SHA-256

SHA-256 [11] is an iterated cryptographic hash function based on a compression func-
tion that operates on an internal state of 256 bits. This internal state is initialized
using IVs as specified in [11]. SHA-256 updates the state of eight 32-bit variables
A, . . . , H according to the values of 16 32-bit words M0, . . . , M15 of the message.
The compression function consists of 64 identical step transformations as presented
in Fig. 1. The step transformations employ the bitwise Boolean functions Ma j and
Ch, and two GF(2)-linear functions Σ0(x) = ROTR2(x)⊕ROTR13(x)⊕ROTR22(x) and
Σ1(x) = ROTR6(x)⊕ROTR11(x)⊕ROTR25(x). The i-th step uses a fixed constant Ki

which is a distinct 32-bit word for each step and the i-th word Wi of the expanded mes-
sage. The message expansion works as follows. An input message is split into 512-bit
message blocks (after padding). The message expansion takes as input a vector M with
16 words and outputs a vector W with N words. The words of Wi, the expanded vector,
are generated from the initial message M according to the following formula:

Wi =

{
Mi for 0≤ i≤ 15

σ1(Wi−2)+Wi−7 + σ0(Wi−15)+Wi−16 for 16≤ i≤ 63
.

The functions σ0(x) and σ1(x) are defined as follows: σ0(x) = ROTR7(x) ⊕
ROTR18(x)⊕ SHR3(x) and σ1(x) = ROTR17(x)⊕ ROTR19(x)⊕ SHR10(x). After 64
steps, the feed-forward operation is applied. It is done by word by word modular addi-
tion of the previous chaining values (the IVs in the case of the first block) to the current
state variables.
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Fig. 1. One step of the state update transformation of SHA-256

3.2 Related SHA-256 Implementations

Although many hash hardware architectures have been proposed in the last years, none
of the published work focus on low die-size and low power-consumption requirements
as needed for contactlessly powered devices like RFID tags. Nearly all of these archi-
tectures focus on GBit throughput rates and do not mind high power consumption at
all. Especially the implementations using FPGAs as target technology make extensive
use of pipelining and unrolling techniques. Some representatives of this category are
Pramstaller and Aigner [12] and Sklavos and Koufopavlou [15]. Only a few publica-
tions of ASIC hash implementations are available so far. The implementations of Satho
and Tadanobu [14], Dominikus [4] and Dadda et al. [2] are directly comparable with
our design as they have shown results of SHA-256 implementations.

3.3 Architecture of SHA-256 Module

Implementing the SHA-256 (and also other MD4 family hash functions like SHA-1,
MD5 and MD4) algorithm as a 32-bit architecture is the only useful data bit width be-
cause of the design of the algorithm. High-level simulations with a data word size of
8 bits showed that the performance is unacceptably bad which was not astonishing as
the algorithms were designed for 32-bit platforms. The architecture of the SHA-256
module consists of a datapath and a controller circuit. The datapath of the proposed
32-bit SHA-256 module is depicted in Fig. 2. It is to the best of our knowledge the
smallest hardware implementation of the SHA-256 algorithm published so far. The
main parts of the module are the RAM circuits, the dedicated logic functions for the
SHA-256 transformations, temporary storage registers and one 32-bit adder. The con-
troller module which is not shown in the figure is implemented as a finite state machine
that generates the control and address signals for the datapath. All RAM parts have a
register-based implementation which allows the use of clock gating to minimize power
consumption. The major design principle is that only 32 flip-flops are clocked within
the same clock cycle. This averages the power consumption of the circuit which is
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Fig. 2. Architecture of low-power SHA-256 datapath

crucial for wirelessly powered devices like RFID tags. This represents the most impor-
tant design difference to existing SHA-256 implementations where in every clock cycle
all registers of a RAM module need a clock pulse because of the pipelined structure.
The RAM consists of the three different parts: message expansion RAM (W-RAM),
state variables A-H (State-RAM) and the chaining variables (H-RAM). The W-RAM
stores the sixteen 32-bit words Wi necessary for the message schedule. This RAM mod-
ule is single ported to ease silicon implementation and reduce controlling complexity.
The State-RAM contains the eight state variables A-H which are used during the step
transformation. Because of the internal structure of the algorithm it was necessary to
implement this 8× 32-bit RAM having a separated read and write port. The synthe-
sis results show that the additional hardware for this dual-port RAM is negligible but
the throughput is augmented significantly. The third RAM part, the H-RAM, stores the
8×32-bit chaining variables. It is updated only at the beginning and at the end of each
step transformation. The output of the datapath comes directly from the H-RAM.

The dedicated hardware modules in the datapath perform the SHA-256 functions σ0,
σ1, Ch, Ma j, Σ0 and Σ1. The inputs of these functions come either from the output of
the RAM or they are directly routed from the state variables A-H to the corresponding
module. The sequence of 64 constant 32-bit words are stored in a look-up table which
was generated by the synthesizer. The two 32-bit registers T 1 and T2 are used during
step transformation to store intermediate results. Again clock gating is used to reduce
the power consumption while the registers are not required. All RAM circuits, the ded-
icated hardware modules, the look-up table and the registers have the mechanism to
disable the output of the module which sets the 32-bit output of the module to zero.
This method, called sleep-mode logic, reduces the switching activity of the combina-
tional logic behind this gates to a minimum. Additionally, the two large multiplexers
degrade to merely an OR tree. A further big difference to existing hash architectures
is the use of a single 32-bit adder. The critical path of the circuit is heavily reduced to
produce less signal activity and hence has lower power consumption.
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A calculation of a hash value works as follows. Before the step transformation starts
the initial hash value has to be loaded into the H-RAM module. Then the data input
including padding is stored in the W-RAM. After transferring data from the H-RAM to
the state variables the step transformation starts. According to the SHA-256 algorithm
the state variables are updated using the dedicated functions, the intermediate storage
registers and the appropriate SHA-256 constant from the look-up table. The message
schedule is also executed in each step which allows to generate the required message
expansion in place without any additional memory. At the end of the 64 rounds the hash
value is calculated using the state variables and the old chaining variables. Now the hash
value can be read at the data output or the next message block has to be processed with
the same procedure except the initialization of the H-RAM which holds its value.

3.4 Achieved Results

The implementation of our SHA-256 architecture requires a current consumption of
15.87 μA at a frequency of 100 kHz on a 0.35 μm CMOS process technology with a sup-
ply voltage of 3.3 V. All presented results in Table 1 come from simulations on transistor
level using Nanosim from Synopsys. Performing a hash calculation on a 512-bit block
of data requires 1,128 clock cycles which is suitable for RFID communication protocols
using interleaved protocols according to [5]. Although not designed for high speed, the
circuit has a maximum clock frequency of 50 MHz and achieves a data throughput of
up to 22.5 Mbps. The required hardware complexity is 597,740 μm2 which corresponds
to 10,868 gate equivalents (GEs). The complexity of each component is also listed in
Table 1.

Table 2 presents a comparison of our approach with the work of Dadda [2], Do-
minikus [4] and Satoh [14]. While Dominikus [4] does not provide information about
the implementation of the RAM circuit Dadda [2] and Satoh [14] use shift registers
for implementation of the RAM. The state variables, the chaining variables and the
expanded message words are in each case structured as a 32-bit pipelined register file
where in each clock cycle all registers are updated and cause therefore high power con-
sumption. Hence, power saving techniques like clock gating are not applicable.

It can be seen that the use of very recent process technologies brings advantages in
the maximum clock frequency. As RFID tags are low-end devices, today most manufac-
turer use the cheaper 0.35 μm and 0.25 μm CMOS process technologies. Unfortunately,
all other related work does not include power consumption figures to their results.

4 Discussion of Implications

Table 3 presents a comparison of four hash function implementations with the AES
implementation of Feldhofer [6]. The figures of the SHA-256 and SHA-1 implemen-
tations are synthesis results while for MD5 and MD4 only estimations are available.
Note that the algorithms have different block lengths and security level which was not
normalized in the table. The chip area includes all necessary components to operate the
module stand alone while the cycle count is the number of clock cycles for one block
of data. Kaps et al. [8] state that a SHA-1 implementation with only 4,276 gate equiv-
alents which is more energy efficient than their AES implementation is possible. In our
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Table 1. Synthesis results of all components of the low-power SHA-256 module

Module/Component Imean [μA @100kHz] Chip area [GE]

State-RAM 4.14 1,984
W-RAM 3.16 3,881
H-RAM 0.43 2,427
SHA-256 Constants 0.18 612
32-bit Registers 2x0.80 2x197
σ0 & σ1 & Σ0 & Σ1 & Ch & Maj 1.16 817
32-bit Adder 2.74 156
Multiplexer & others 1.36 233
Controller 1.10 364

Total 15.87 10,868

Table 2. SHA-256 comparison with related work based on power consumption and gate count

SHA-256 CMOS Tech. Imean Chip area fmax Clock
ASIC μm μA @100kHz GE MHz cycles

This work 0.35 @ 3.3V 15.87 10,868 50 1,128
Dadda [2] 0.18 @ 1.8V –a 14,000 819 65
Dominikus [4] 0.6 @ 3.3V –a 10,900 + RAM 59 392
Satoh [14] 0.13 @ 1.5V –a 11,484 154 72

a No figures given. Because of the hardware architecture the current consumption is expected to
be a multiple of ours.

setting this analysis does not apply since they do not take the message expansion RAM
into account (which compares to 2,400 GEs). They state that an external memory holds
these sixteen 32-bit words which is not possible on an RFID tag.

The major outcome is that there are two dominating factors that decide on the suit-
ability of symmetric primitives for RFID tags. Firstly, the required number of registers
which store state variables, chaining variables and message words. Secondly, the un-
derlying word size of the used primitive. All popular hash functions operate on input
blocks of at least 512 bits. Including the size of the state which is at least as big as
the output of the hash functions, the resulting lower bound on the gate count is already
higher than the smallest known AES implementation.

Since AES operates on elements in GF(28), the minimal number of registers (8)
that have to be clocked is much lower compared to any member of the MD4 family of
hash functions which have a word size of at least 32 bits. Architectures for the MD4
family which operate on less than 32 bits at a time face heavy penalties when taking
runtime into consideration. This results in a big difference in the achievable mean power
consumption of resulting RFID tags, which is the most critical factor for application
of passive RFID tags. Overall, future hash functions designs which aim for efficient
implementations on RFID tags need to take both points into account. Consequently,
the use of block ciphers like the AES as a basic building block for the design of RFID
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Table 3. Synthesis results (for SHA-256, AES, SHA-1) and estimations (MD5, MD4) of hash
functions and AES algorithm implementations for low die-size and low power consumption

Algorithm Chip area Imean Clock
GE μA @100kHz cycles

SHA-256 10,868 15.87 1,128
SHA-1 8,120 10.68 1,274
MD5 8,400 – 612
MD4 7,350 – 456

AES [6] 3,400 8.15 1,032

security protocols is the most sensible choice as of today. Stream ciphers for resource-
constraint environments which are currently evaluated by the project eStream of the
European Union sponsored Network of Excellence ECRYPT might be useful as well.

5 Conclusions and Future Work

Contrasting some commonly made assumption in the literature on RFID protocols, we
showed the following. Current standards and state-of-the-art low-power implementation
techniques favor the use of block ciphers like the AES instead of hash functions as the
cryptographic building blocks for secure RFID protocols.

To investigate this issue, we proposed a low-power architecture for the MD4 family
of hash functions and gave a detailed analysis of this smallest SHA-256 ASIC imple-
mentation known so far. Our result has about 10,000 gates and a mean power consump-
tion of 15 μA at 100 kHz using a cheap 0.35 μm process technology which is indeed
within the constraints of EPC class 2 tags.

Even though it is interesting to know that also SHA-256 might be small enough
for some RFID tags, we have to compare it with implementations of other primitives.
Comparing it with the smallest known AES implementation we conclude that no known
hash function can achieve similar results given fierce implementation constraints (like
mean power consumption) as it is the case for RFID systems. Reducing the gate count
by switching to smaller hash functions like SHA-1, MD5 or even MD4 does not affect
these conclusions.

The reason is two-fold: Firstly, the underlying word size. The minimal number of
registers that have to be clocked in the case of AES (8) is much lower compared to any
member of the MD4 family of hash functions which have a word size of 32 bits. This
results in a big difference in the achievable mean power consumption of resulting RFID
tags, which is an important measure. Secondly, the necessary number of registers. It
turns out that all hash functions used today have a structural disadvantage compared to
the AES. That is why choosing AES results in comparatively cost-efficient RFID secu-
rity protocols while keeping a high level of security. Thus it remains to be seen which of
the many hash-based protocols can be converted into protocols using a cipher to allow
for production of small and cheap tags. Alternatively, AES-based hash functions need
to be evaluated from the RFID perspective.
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Abstract. Delegation of signing capability is a common practice in var-
ious applications. Mambo et al. proposed a proxy signatures as a solution
for delegation of signing capability. Proxy signatures allow a designated
proxy signer to sign on behalf of an original signer. After the concept
of proxy signature scheme was proposed, many variants are proposed to
support more general delegation setting. To capture all possible dele-
gation structures, the concept of delegation network was introduced by
Aura, and an ID-based delegation network was proposed by Chow et al.
In the computational point of view, their solution requires E pairing op-
erations and N elliptic curve scalar multiplications where E and N are
the number of edges and nodes in a delegation structure, respectively. In
this paper, we proposed an efficient ID-based delegation network which
requires only E pairing operations. Moreover, we modify our delegation
network, and the modified scheme requires only N pairing operations. In
general, E is larger than N and E increases according to the complexity
of the network. So the modified delegation network is remarkably effi-
cient than the previous delegation network.

Keywords: ID-based Signatures, Proxy Signatures, Delegation Network.

1 Introduction

There are many applications where a delegation of signing capability is required.
For example, a traveling executive can delegate to his secretary to sign certain
documents during his absence. When a document is given to the secretary, he
signs on the document on behalf of the executive. Besides, managers can delegate
to their subordinates to perform certain signatures for some insignificant work.
An authorized subordinate can sign on a document if the work is in the range
of delegated signing capability. In this case, managers can reduce the amount
of work [8]. These examples show that delegation of signing capability can be
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Assessment).

�� Corresponding author.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 382–391, 2006.

c© Springer-Verlag Berlin Heidelberg 2006



An Efficient ID-Based Delegation Network 383

useful in various organization. A solution for the delegation of signing capability
is the proxy signatures introduced by Mambo et al in [8]. Originally, it is devised
to delegate the original signer’s signing capability to a single authorized person.
However, such a simple structure of delegation is insufficient for some appli-
cations. We can consider the following scenarios: (1) When an original signer
delegates his signing capability to a single proxy, the proxy signer could misuse
his delegated ability. In this case, the original signer may want to distribute the
signing capability. (2) We can consider the case where the original signer is not
a single person but a set of members. For example, a group of members choose
a member as a representative of the group, and give their power of attorney to
the representative (3) Since a hierarchical structure is common in organizations
nowadays, some kinds of chained delegation is required for some application.
For example, a president of a company may delegate his signing capability to a
vice-president, and the vice-president also delegates his delegated signing capa-
bility to a head of department. In a large enterprise, there are many documents
to be signed, and some of documents are not significant to be signed by the
president. So the signing capability can be hierarchically decentralized. In this
case, multi-hierarchical delegation structure is required.

Many kinds of proxy signatures, such as multi-proxy signature [13,9], thresh-
old proxy signature [10,5,12,11,6], proxy multisignatures [7] and multi-proxy
multisignature [4] schemes, are proposed to solve the above scenarios. Each sce-
nario can be solved by existing schemes, but the previous schemes are not fully
general and flexible to solve all of the scenarios simultaneously. The most gen-
eralized and flexible model is the delegation network proposed by Tuomas Aura
[3], and an ID-based delegation network was proposed in [2]. The scheme in [2]
is fully general and flexible ID-based delegation network and so the scheme can
cover all delegation structures.

1.1 Contributions

In this paper, we proposed an efficient ID-based delegation network. The dele-
gation network in [2] requires E pairing operations to certifying E edges, and N
elliptic curve scalar multiplications to certifying N nodes. Our proposed dele-
gation network requires only E pairing operations, i.e., we reduce the computa-
tional cost by N elliptic curve scalar multiplication. Moreover, by modifying our
scheme, we design a delegation network that requires only N pairing operations.
Since N is the number of users in a delegation structure, the computation com-
plexity of our delegation network does not increased according to the complexity
of the network as the previous delegation network. So the modified scheme is
remarkably efficient than the previous ID-based delegation network.

2 Preliminaries

2.1 Bilinear Maps

Let (G1, +) and (G2, ·) be two cyclic groups of prime order q. The bilinear pairing
is given as e : G1 ×G1 → G2, which satisfy the following conditions:
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Bilinearity: For all P, Q, R ∈ G1, e〈P + Q, R〉 = e〈P, R〉e〈Q, R〉, and e〈P, Q +
R〉 = e〈P, Q〉e〈P, R〉.
Non-degeneracy: There exists P, Q ∈ G1 such that e〈P, Q〉 �= 1.

Computability: There is an efficient algorithm to compute e〈P, Q〉 for all
P, Q ∈ G1.

Such a bilinear map is called an admissible bilinear map. Let P be a generator
of G1, and a, b, c ∈ GF (q). We are interested in the following problems:

Definition 1. (BDHP: Bilinear Diffie-Hellman problem) Given a generator P
of a group G1 and a 2-tuple (aP, bP ), the BDHP is to compute abP .

Definition 2. (D-BDHP: Decisional Bilinear Diffie-Hellman problem) Given a
generator P of a group G1 and a 4-tuple (P, aP, bP, cP ), the D-BDHP is to
decide whether c = ab mod q.

2.2 Security Model for Our Delegation Network

Informally, the security of our delegation network is equivalent to the BDHP
in the random oracle model. In this paper, we prove the security by construct
an algorithm, which solves BDHP, by using the ability of a delegation network
forger F . To use the ability of F , we should simulate the attack environment of
F . So, in the proof, we should response the following queries from the forger:

Hash Queries on Oracle H1 for Identity: When a forgery asks for the
public key of user IDi, we response the query by returning a point Qi ∈ G1 that
satisfying H1(IDi) = Qi.

Hash Queries on Oracle H2 for Message: When a forgery asks for the hashed
value of a message m, we response the query by returning a point M ∈ G1 that
satisfying H2(m) = M .

Private Key Extraction Queries: When a forgery asks the private key for
some user IDi, we response the query by returning the secret key di of user IDi

where di = sQi. In this case, we assume that the forgery also asks the hash
query on oracle H1 for identity IDi.

Proxy Signing Key Generation Queries: When a forgery asks the proxy
signing key for some user IDi, we response the query by returning the proxy
signing key SKi of user IDi.

Final Signing Queries: When a forgery asks the final signature for a delegation
structure, we response the query by returning a signature which corresponds to
the delegation structure.

Proxy Key Extraction Queries and Final Signing Queries can be seen as a
sequence of signing queries. So, we can substitute a sign query for two queries.

Signing Queries: When a forgery asks the signature of IDi for some message
mj , we response the query by returning the corresponding signature σ satisfying
the verification step. In this case, we assume that the forgery also asks the hash
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query on oracle H1 and H2, since we should compute Qi and Mj to generate the
signature σ.

For the security of our delegation network, we assume the same model of
adversary considered in [2], which models the extremely strong case where the
adversary attacks against a single honest user with private keys of all other users.
Formal definition of the delegation network forger F is defined as follows:

Definition 3. A delegation network forger F is defined as a forger who produces
a signature (σ, ID1, . . . , IDN , m1, . . . , mE) for a delegation structure satisfying
the following conditions. In this case, we assume that the network structure is
composed of N nodes and E edges where the nodes mean the users in the network
and the edges mean the delegation state between two users.

1. The signature pass the verifications step.
2. There exists i ∈ {1, . . . , N} in which the forger does not ask private key

extraction queries for IDi

3. The pair (σ, ID1, . . . , IDN , m1, . . . , mE) has not been presented to the final
signing queries. Especially, the pair (IDi, mj) is not asked as a signing query.

Intuitively, a delegation network is secure against the delegation network forger
only if the possibility that the forger can generate a set of valid delegation sig-
nature is negligible. As we comment, we assume the extremely strong adversary
who attacks a single honest user with private keys of all other users. Formal
definition of the security of a delegation network against the attacker, explained
in Definition 3, is as follows:

Definition 4. Let F be a (qH1 , qH2 , qS , qE)-forger for a delegation network
where qH1 , qH2 , qS and qE are the hash query for identity, hash query for mes-
sage, signing query and private key extraction query, respectively. In this case, the
advantage of F , Advdnf

F , is defined as the probability that the forger F produces
a signature for a delegation network structure which satisfying the conditions
stated in definition 3. Then the delegation network is secure against the delega-
tion network forger F if and only if there exists a negligible function negl(·) such
that for sufficiently large k, Advdnf

F (qH1 , qH2 , qS , qE) < negl(k).

3 Proposed Delegation Network

In this section, we propose an ID-based delegation chain, and then we propose
an ID-based delegation network on it.

3.1 Construction of Delegation Chain

Let U0 be an original signer, Ui be a proxy signer, and IDi be an identity of Ui.
Let V be a verifier.

Setup. In this step, PKG generates groups G1 and G2 of order prime q, chooses
a generator P ∈ G1 and a random s ∈ GF (q), and computes Q = sP . He chooses
two cryptographic hash functions H1 : {0, 1}∗ → G1 and H2 : {0, 1}∗×G1 → G1,
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and an admissible bilinear map e : G1 × G1 → G2. Then the public system
parameters are (G1, G2, P, Q, H1, H2, e), and the corresponding secret key is s.

Key Generation. Ui requests to PKG for his private signing key. Then PKG
computes di = sQi where Qi = H1(IDi) and sends it to Ui in a secure way. Ui

can verify the key by checking the following condition: e〈di, P 〉 = e〈Qi, Q〉. If
the condition holds, Ui accepts di as his secret key.

Hierarchical Proxy Key Generation. Initially, we let SK0 as d0, and set W0

as a null string.

1. Ui−1 chooses a random ri−1 and computes Ri−1 = ri−1P .
2. Ui−1 computes Wi = H2(Wi−1||IDi−1||IDi||mi−1,i) where mi−1,i is the war-

rant that states the delegation condition from Ui−1 to Ui.
3. Ui−1 gives Si = SKi−1 + ri−1Wi, Mi−1 and Ri−1 to Ui where Mi−1 =
{m0,1, . . . , mi−1,i} and Ri−1 = {R0, . . . , Ri−1}.

4. Ui verifies Si by checking e〈P, Si〉 = e〈Q,
∑i−1

k=0 Qk〉
∏i−1

k=0 e〈Rk, Wk+1〉. If
the above conditions holds, Ui accepts Si as a part of his proxy signing key
and computes his proxy signing key as SKi = Si + di.

Final Signature Generation (Proxy Signing by Un). For given message
m, Un computes M = H2(Wn||IDn||m), and rnM . Then he sends the signature
(σ, Rn, Mn) to V where σ = rnM + SKn.

Final Signature Verification. V computes A=e〈Rn, M〉, B = e〈Q,
∑n

k=0 Qk〉
and C =

∏n−1
k=0 e〈Rk, Wk+1〉. V accepts the signature if the following equations

holds: e〈P, σ〉 = ABC.

3.2 Delegation Network for Proxy Signature

Note that, our delegation network can be seen as the extension of the delegation
chain. From now, we use the following symbols for convenient: EA,B is an edge
that connect UA with UB, AEA is the set of all ancestor edges of UA, PEA

is the set of all parent edges of UA, ANA is the set of all ancestor nodes of
UA, PNA is the set of all parent nodes of UA, MA = {mi,j |(i, j) ∈ AEA} and
RA = {Ri,j|(i, j) ∈ AEA}.

Setup and Key Generation: Identical with the description in Section 3.1.

Hierarchical Proxy Key Generation (Delegation from A to B)
Initially, we let WO is the null string and SKO = dO where dO = sQO is the
secret key of an original signer UO.

1. UA chooses a random rA,B and computes RA,B = rA,BP .
2. UA computes WA,B = H2(

∑
i∈PNA

Wi,A||IDA||IDB||mA,B), and rA,BWA,B

where mA,B is the warrant that states the delegation condition from UA to
UB.

3. UA gives (SA,B, MA, mA,B, RA, RA,B) to UB where SA,B =SKA+rA,BWA,B .
4. UB verifies SA,B by checking the following condition:

e〈P, SA,B〉 = e〈Q,
∑

i∈ANB
(niQi) + QA〉

∏
(i,j)∈AEB

e〈Ri,j , Wi,j〉,
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where ni is the number of j which satisfying Ei,j ∈ PEA, and PE = PEA ∪
EA,B. If the above conditions holds, UB accepts SA,B as a part of his proxy
signing key and so the proxy signing key is (rA,B, SKB) where SKB =
SA,B + dB .

Final Signature Generation (by UR)

1. UR chooses a random rR and computes RR = rRP .
2. UR computes M = H2(

∑
i∈PNR

Wi,R||IDR||m), and σ = SKR + rRM , for
given message m ∈ {0, 1}∗.

3. UR sends the signature (σ, MR, m, RR, RR) to V .

Final Signature Verification
V accepts the signature if the following equations holds:

e〈P, σ〉 = e〈Q,
∑

i∈ANR
(niQi) + QR〉e〈RR, M〉

∏
(i,j)∈AER

e〈Ri,j , Wi,j〉,

where ni is the number of j which satisfying Ei,j ∈ PER.

3.3 Security of the Proposed Delegation Network

Theorem 1. Let F be a forger that (ε, qH1 , qH2 , qE , qS)-breaks the delegation
network where qH1 , qH2 , qE and qS are the number of H1-hash query, H2-hash
query, private key extraction query and signing query, respectively. Then, there

exists an algorithm A that solves BDHP with probability ε′ where ε′ ≈ ε 1
e

qE

√
1
e

1
qS

.

Proof. Suppose that there is a delegation network forger F who can forge a
valid signature. Then we can construct an algorithm A that solves the computa-
tional BDHP by using F . Let (P, aP, bP ) be a given challenge for computational
BDHP problem. A runs the forger F and simulates its attack environment. A
sets (P, aP ) as the public key of the delegation network. To avoid collision and
consistently responds to queries, A maintains two lists H1 and H2. The list is
initially empty. A responds to F ’s queries as follows:

Hash Queries on Oracle H1 for Identity: For this query, A gives identical
responses to identical queries, maintaining lists relating to its previous hash
query responses for consistency. A responds to F ’s query on IDi as follows:

1. If IDi was previous H1-query, A recovers (IDi, ki, Qi, c1,i) from its H1-list.
2. Else, A generates a random c1,i ∈ {0, 1} so that Pr[c1,i = 0] = δ1 for δ1 to

be determined later. If c1,i = 0, A generates a random ki and set Qi = kiP ;
else, it generates a random ki and set Qi = ki(bP ).

3. A adds the tuple (IDi, ki, Qi, c1,i) to the H1-list and responds to F as
H1(IDi) = Qi.

Hash Queries on Oracle H2 for Message: A gives identical responses to
identical queries, and maintaining H2-list. A responds to F ’s query on a tuple
(Wi, mi) as follows. Note that, mi is a message that includes the information of
sender’s identity, so we can find out the intended signer for the queried message
tuple (Wi, mi). We assume that the intended signer as IDj .
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1. When IDj is not a previous Hi-hash query, A treats IDj as a H1-hash query.
2. If (Wi, mi) was previous query, A recovers (Wi, mi, li, Mi, c2,i) from H2-list.
3. Else if coin1,j = 1, A generates a random c2,i ∈ {0, 1} so that Pr[c2,i = 0] =

δ2 for δ2 to be determined later. When c2,i = 0, A generates a random li
and set Qi = li(bP );

4. Otherwise, it generates a random li and set Qi = liP .
5. A adds (Wi, mi, li, Mi) to the H2-list and responds to F as H2(Wi, mi) = Mi.

Private Key Extraction Queries: When a forgery asks the private key for
some user IDi, A sees the H1-list, and recovers (IDi, ki, Qi, c1,i). If c1,i = 0, A
computes the secret key of IDi as di = aQi = a(kiP ) = ki(aP ), else aborts.

Signing Queries: When F asks for signature of user IDi on a message tu-
ple (Wj , mj), A sees the H1-list and H2-list, and recovers (IDi, ki, Qi, c1,i) and
(Wj , mj, lj , Mj, c2,j). Then, A responds to the signing queries as follows:

1. If c1,i = 0, A chooses a random r and set the corresponding signature as
(σ, R, Mj) where σ = ki(aP ) + rMj , and responds to F as (σ, R, Mj).

2. Else if c1,i = 1 and c2,i = 0, A chooses a random r and computes σ = rlj(bP )
and R = rP − l−1

j ki(aP ), and responds to F as (σ, R, Mj).
3. Otherwise, A aborts the simulation.

From now, we measure the probability that A succeeds to simulate the forger
F , and so it solves the BDHP. The probability that A responds to all private key
extraction queries and to all singing queries are δqE

1 and (1− (1− δ1)(1− δ2))qS ,
respectively. So the probability that A succeeds in the simulation is δqE

1 (1 −
(1 − δ1)(1 − δ2))qS . To solve BDHP, we expect F generates a valid delegation
signature that includes a signature of IDi, which is not queried in a private
key extraction queries, for a message tuple (Wj , mj) where coin2,j = 1. It is
assumed that F forges a valid signature with probability ε and the signature
includes a signature of IDi, which is not queried in a private key extraction
queries. The probability that the forged signature includes a signature of IDi for
a tuple (Wj , mj) with coin2,j = 1 is 1

2k′ (1− δ2) where k′ is a security parameter.
The term 1

2k′ comes from the probability that F will fail to guess H2(Wj , mj)
without querying H2 and 1 − δ2 is the probability the corresponding random
coin coin2,j is 1. So, we can use the forged signature to solve the BDHP with
probability ε 1

2k′ (1 − δ2). Consequently, A solves the BDHP with probability
ε′ = εδqE

1 (1− (1− δ1)(1− δ2))qS (1− δ2). Let δ1 = 1− 1
qE

and δ2 = 1− 1
qS

. Then
ε′ can be written as ε′ = ε(1− 1

qE
)qE (1− 1

qEqS
)qS 1

qS
. Note that (1− 1

x)x ≈ 1
e for

large x. Then we can estimate the probability ε′ as follows:

ε′ = ε(1− 1
qE

)qE (1− 1
qEqS

)qS 1
qS

= ε(1− 1
qE

)qE qE

√
(1 − 1

qEqS
)qEqS 1

qS
≈ ε 1

e
qE

√
1
e

1
qS

.

We assume that F makes a forged delegation signature σ on a network struc-
ture. For convenient, we assume the secret key of IDi∗ is not queried in a private
key extraction queries and the corresponding message (Wj∗ , mj∗) is queried in
a hash query on oracle H2 with coin2,i∗ = 1. In the following equation, we set
AN∗

R = ANR/{i∗}. Since the signature passes the verification, we can see the
following equation holds:
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e〈P, σ〉 = e〈P, SKR + rRM〉
= e〈Q,

∑
i∈ANR

(niQi) + QR〉e〈RR, M〉
∏

(i,j)∈AER
e〈Ri,j , Wi,j〉

= e〈P, a(
∑

i∈AN∗
R
(niki)+ki∗b + kR)P 〉e〈lRRR+

∑
(i,j)∈AER

(li,jRi,j), P 〉
= e〈P, a(

∑
i∈AN∗

R
(niki) + ki∗b + kR)P + lRRR +

∑
(i,j)∈AER

(li,jRi,j)〉.
Then we can see that the σ can be written as follows:

σ = a(
∑

i∈AN∗
R
(niki) + ki∗b + kR)P + lRRR +

∑
(i,j)∈AER

(li,jRi,j)

Since we knows all the k, l and n, we can find abP as follows:

abP = k−1
i∗ (σ − (

∑
i∈AN∗

R
(niki) + kR)(aP )− lRRR +

∑
(i,j)∈AER

(li,jRi,j)). �

3.4 A Small Variant of the Proposed Delegation Network

In [2], the authors reserve an open problem to minimize the storage or bandwidth
requirement for delegation scenario, by using an efficient aggregate signatures
scheme such as the scheme in [1]. If we set (P, rAP ) as the public key of a user
UA and rA as the corresponding secret key rather uses a random secret value, it
does not required to transmit R with a signature. Since M should be included in
the signature, removing R from the signature for a delegation network is optimal
to minimize the storage and bandwidth. However, this solution requires N more
steps to verifying the public key of N users. Since the verification of public key
is very costly process, the solution is not desirable.

By adopt the setting of [1], we can enhance the efficiency of the delegation
network, we proposed in section 3.2. If we fix the random value chosen by a
user in the proxy signing key generation step, we can reduce the size of R from
E to N points of elliptic curve. Though each user uses a fixed random value,
anyone can believe that a user participate in a generation of delegation signature,
since each user also uses the secret key sQ, where Q = H1(IDA) for some user
UA. However, if each user uses a fixed random value, the signature scheme can
not guarantee the robustness against a kind of replay attack, i.e, an adversary
can send the same signature several times and the signatures are accepted as
valid. In a delegation network, same message does not signed, since the message
includes the delegation condition, and the delegation period is also included in
the delegation condition. So, for a delegation network, we can use a deterministic
signatures. The security of the modification of our delegation network, which
uses a fixed random secret value, can be proved similar to Theorem 1 with some
technique used in [1]. So, it is reasonable to accept that the use of fixed secret
value is secure. When each user uses a fixed random secret value, the size of R

is N rather than E. As we commented, the size of E is increased according to
the complexity of the network structure. Hence E − N is large for complicate
network structure. Moreover, we can reduce the computational cost. The number
of pairing operations is also reduced, since we can treat the signatures of Ui at
once. So the computation cost is reduced from E to N pairing operations.

3.5 Efficiency

The comparison of our scheme with the existing delegation network [2] is sum-
marized in Table 1. We denote a pairing operation and an elliptic curve scalar
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multiplication by P and M, respectively. Let Pt and Wt be the bit size of a point
of elliptic curve and a warrant, respectively. We denote EA and NA the num-
ber of ancestor edges and nodes of UA in a delegation structure, respectively.
Similarly, EF and NF are the number of all edges and nodes in a delegation
structure, respectively. From now, we denote Delegation Network 1 and Dele-

Table 1. Comparison of our delegation networks with the existing delegation in [2]
Delegated Key

Verification - UA

Proxy Sign Key
Generation - UA

Final Signature
Verification

Length of Signature

Previous
Scheme [2]

(EA + 2)P + NAM 3M (EF + 2)P + NF M (EF + 1)Pt + NF Wt

Delegation
Network 1

(EA + 2)P 2M (EF + 2)P (EF + 1)Pt + NF Wt

Delegation
Network 2

(NA + 2)P 1M (NF + 2)P (NF + 1)Pt + NF Wt

gation Network 2 as DN1 and DN2 in short. As seen in the table, DN1 is more
efficient than that of [2]. The essential difference between the previous result and
our delegation network is the number of scalar multiplications. Our delegation
network does not require any elliptic curve scalar multiplications in delegated
key verification and final signature verification steps, and our scheme requires
only 2M for proxy sign key generation rather than 3M. The length of signature
is the same. DN2 is more efficient than DN1. As seen in Table 1, the number
of pairing operations for the previous delegation network [2] and DN1 depend
on the number of ancestor edges of a user UA or all edges in a delegation net-
work structure. For example, in the previous delegation network and DN1, UA

should compute (EA + 2) pairing operations in the delegated key verification
step. However, in DN2, UA computes only (NA + 2) pairing operations. Since,
in general NA < EA, DN2 is more efficient than the others. In this case, the size
of signature is also reduced by (EF −NF )Wt.

4 Conclusion

In this paper, we proposed an ID-based delegation network. Our proposed scheme
requires E pairing operations rather than E pairing operations and N scalar
multiplication. Moreover, we design a modified delegation network that requires
only N pairing operations. In general, E is larger than N and E increases ac-
cording to the complexity of the network. So the modified delegation network is
remarkably efficient than the previous delegation network.
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Abstract. There is a strong consensus about the need for IPsec, although its use 
is not widespread for end-to-end communications. One of the main reasons for 
this is the difficulty for authenticating two end-hosts that do not share a secret 
or do not rely on a common Certification Authority. In this paper we propose a 
modification to IKE to use reverse DNS and DNSSEC (named DNSSEC-to-
IKE) to provide end-to-end authentication to Internet hosts that do not share any 
secret, without requiring the deployment of a new infrastructure. We perform a 
comparative analysis in terms of requirements, provided security and perform-
ance with state-of-the-art IKE authentication methods and with a recent pro-
posal for IPv6 based on CGA. We conclude that DNSSEC-to-IKE enables the 
use of IPsec in a broad range of scenarios in which it was not applicable, at the 
price of offering slightly less security and incurring in higher performance 
costs. 

1   Introduction 

The aim of IPsec ([1], [2], [3], [4]) is the provision of confidentiality, integrity and 
authenticity. IPsec defines two new types of headers at the IP level: AH (Authentica-
tion Header) that provides authenticity and integrity, and ESP (Encapsulating Security 
Payload) that provides data confidentiality. IPsec can be used in transport mode, in 
which all the transport and upper layer information is protected, but not the IP header,  
or tunnel mode, in which the whole IP packet is protected. Although VPNs make 
intensive use of tunnel mode IPsec between routers, IPsec has not reached widely 
adoption for protecting end-to-end communications. Furthermore, IPsec implementa-
tions like Oportunistic Encryption method proposed by the open source project 
FreeS/WAN [5] have not been widely adopted. 

There are many reasons that explain the low acceptance of IPsec in end-to-end 
communications [6]. One major obstacle for the adoption of IPsec is the authentica-
tion mechanisms available. The traditional methods for authentication are Pre-Shared 
Key and Digital Signatures (for the rest of the paper the terms Digital Signatures or 
Certificates will be used to refer to the same authentication mechanism). The use of 
Pre-Shared Key is only feasible when the number of communicating hosts is small, 
because of the difficulties of distributing of the key to each pair of hosts. Therefore, 
this solution is not valid for the casual communications that occurs in the Internet. On 



 Enabling Practical IPsec Authentication for the Internet 393 

the other hand, the use of certificates requires a common Certificate Authority (CA) 
between two hosts, but at present no unique CA hierarchy has been adopted in the 
Internet. Therefore, this solution is not valid between two hosts that do not trust in a 
common CA. However, new possibilities for authentication have arisen such as the 
ones derived from the proper use of the Cryptographically Generated Addresses 
(CGA, [7]), although in this case IPv6 is required.  

As it can be inferred from the previous paragraph, present authentication methods 
for IPsec can only be applied to hosts that conform to some restrictive conditions. In 
this paper, we try to solve the limited scope of present authentication methods for 
IPsec. We propose a new authentication method for IKE, DNSSEC-to-IKE that al-
lows authentication for IPsec in a global basis through Internet. This is because the 
DNSSEC-to-IKE method only require from the hosts to have access to the DNSSEC 
security infrastructure, provided that a hierarchical DNSSEC infrastructure over Inter-
net exists. With the inclusion of this authentication method one barrier to the usage of 
IPsec in casual communications could be removed.  

DNSSEC-to-IKE is based on the use of DNSSEC security architecture and the 
ubiquitous reverse DNS infrastructure to store securely the public key that corre-
sponds to a given IP address. The few changes required to IKE to support this mecha-
nism guarantee easy deployment.  

We perform a comparison between DNSSEC-to-IKE and state-of-the-art authenti-
cation mechanisms, to determine the conditions in which each mechanism can be 
applied, the security provided and the performance of the validation. We conclude 
that DNSSEC-to-IKE provides convenient authentication for casual communication 
between Internet hosts without requiring specific infrastructure or costly key distribu-
tion. 

The remainder of this paper is organized as follows. In Section 2 there is an outline 
of the general framework for IPsec authentication; both the state-of-the-art authentica-
tion methods and the CGA authentication mechanism are described. Section 3 ex-
plains the DNSSEC-to-IKE authentication method. Section 4 makes a comparative 
analysis of the authentication methods in terms of applicability, security, and per-
formance of the validation process. Finally, Section 5 is devoted to the conclusions.  

2   General Overview of the IPsec Authentication Framework 

IPsec needs to establish a session security context in order to be used in AH and ESP 
headers. Although any set of protocols can be used for this functionality, the ones 
recommended for IPsec are: ISAKMP [8], [9], IKE [10] and OAKLEY [11].  

In this work, the main mode was selected for IKE Phase 1. The main mode re-
quires the six ISAKMP messages for each of the three authentication methods. The 
first two messages negotiate security parameters and the authentication interchange. 
The next two messages generate a shared Diffie-Hellman key. Finally, the last two 
messages authenticate the Diffie-Hellman key previously exchanged. Results can  
be easily extended for aggressive mode due to the similarity of the authentication 
process. 

Among the three authentication methods described by IKE, we do not analyse  
in detail the Public Encryption method because it results in the same scalability  
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problems as the Pre-Shared Key one, since it is necessary for each host to know the 
public key of the rest of the hosts to which it communicates. In the following subsec-
tions the authentication model of the IKE protocol is briefly explained for Pre-Shared 
Key, Digital Signatures [10], and CGA.  

2.1   IKE Authentication with Pre-shared Key  

In the fifth and the sixth messages of the IKE exchange, the hosts can verify the iden-
tity of each other by checking the hashes received that are bound to the Pre-Shared 
Key agreed for the communication between these two hosts.  

2.2   IKE Authentication with Certificates 

When Digital Signatures (Certificates) are used, previously to the fifth message, each 
host can request a certificate to the correspondent host - the certificate is not needed if 
the host knows in advance the public key of the other host. In the request, a host indi-
cates to the correspondent a list with the CAs in which it trusts. Next, in messages 
number 5 and 6, the hosts exchange an Authorization Payload, which is a signature 
with its private key. The messages also include a CERT Payload with certificates 
belonging to the CASs contained in the request. The host must check the authenticity 
of the certificates in order to validate the public key of the other host, and next the 
Authorization Payload is validated with the public key obtained from the certificate.  

2.3   IKE Authentication with CGA 

CGA, defined in [7], are IPv6 addresses that incorporate into the 64-bit interface iden-
tifier a cryptographic one-way hash of a public key and a prefix owned by the node, 
creating a binding between this public key and the resulting address. An enhancement 
to IKE to allow CGA-based authentication is described in [12] as a modification to 
the Digital Signatures method. In this case, the CERT payload contains the public key 
and all the parameters required to reconstruct the interface identifier of the address, 
and therefore validate the authenticity of the IPv6 address of the sending host. The 
Authorization Payload is signed with the private key associated to the public key of 
the CGA. Therefore, a host can be authenticated as the legitimate owner of an IPv6 
address by checking the validity of the CGA and verifying the Authorization Payload 
signature with the public key received. 

3   DNSSEC-to-IKE Authentication Method 

We propose a new method for authentication through IKE, named DNSSEC-to-IKE. 
This new method can provide authentication to scenarios for which previous authenti-
cation schemes were not appropriate. We first present a brief overview of DNSSEC, 
from which the DNSSEC-to-IKE method derives its authentication infrastructure. 
Then we describe the DNSSEC-to-IKE method in detail, including the modifications 
required for the IKE exchange.  
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3.1   DNSSEC Overview 

DNSSEC [13], [14], [15] defines a set of new registers for authenticating the informa-
tion that is stored in the DNS. The added registers are four:  

• DNSKEY, a public key that is associated to a DNS zone. 
• RRSIG, a signature of any register of a specific DNS zone with its private 

key associated to the public key available in DNSKEY. For the rest of the 
paper we denote the signature of a register R as SIG(R).  

• NSEC, which proves that some information does not exist in the DNS. 
• DS, a hash of the DNSKEY register of a subzone. 

Additionally, an IPSECKEY register for storing IPsec keying material associated 
to the name to be resolved in DNS [16] has also been added.  

An example of how a host can obtain a register associated with a name when 
DNSSEC is used is the following: The querier host issues a request for a given Fully 
Qualified Domain Name to the root zone, for which it must know the DNSKEY|0 
public key. The resolver sends the query to a root server, and receives a response 
containing the DNSKEY|0, SIG|0(DNSKEY0), NS|0 – Name Server -, SIG|0(NS|0), 
DS|0  and SIG|0(DS|0) registers. All of these signatures use the DNSKEY0 of the root 
zone, as it is referred by the notation SIG|0, so the host, that previously knows the 
public key for this zone, can validate all the received registers (DNSKEY|0, NS|0  and 
DS|0). The NS|0 register allows the querier host to access to the server in charge of the 
subzone requested. Also, the DS|0  register provides a hash of the DNSKEY1 of the 
first subzone. In general, the resolver will communicate with the server referred in the 
NS|i register to obtain its DNSKEY|i+1  and the information of the following subzone 
i+1. The hash of this DNSKEY|i+1  is compared with the DS|i register obtained from 
the higher level i DNSSEC server. By this way, the DNSKEY|i+1 public key of each 
subzone can be authenticated. The previous steps are repeated as many times as in-
termediate DNSSEC servers are between the root and the final local server of the host 
to be resolved.  

3.2   Description of the DNSSEC-to-IKE Authentication Method  

In this paper, we detail a method for conveying in IKE authentication information 
based on the use of the reverse DNS infrastructure along with the DNSSEC facilities 
to provide the public key corresponding to the IP address of a given host for which an 
IPSECKEY register has been configured, as required by IPsec authentication. The 
authentication information that is exchanged through IKE includes the chain of suc-
cessive zone delegations until the leaf zone that corresponds to the IP address in the 
reverse DNS is reached, along with the signatures stored in the DNSSEC. Then a host 
can authenticate the IP-based identity for a corresponding host requiring only basic 
DNSSEC parameters such as the public key of the root zone. The correspondent node 
will use the root zone public key to validate the chain of zone keys until the public 
key of the other host is validated. Note that this validation process does not necessar-
ily force accesses to the DNS, since all the information required can be conveyed in 
the IKE protocol.  

The security provided by the DNSSEC-to-IKE method has to be analysed in  
administrative terms. It is important to note that IPsec authentication requires the 
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guarantee that a given host is the legitimate owner of a given IP address. Therefore, if 
an infrastructure is built to perform this IP identity proof, it should be assured that the 
infrastructure grants the rights to claim for the IP identity to the legitimate owner. The 
reverse DNS assigns a zone to each IP address by reversing the address in IP notation, 
and prepending the resulting string to the in-addr.arpa or ip6.arpa suffix, defining a 
correspondence between an IP address and a reverse DNS leaf zone. The RIRs (Re-
gional Internet Registries1) guarantee that only the administration responsible for a 
range of addresses is assigned the management of the corresponding reverse DNS 
zone. Reverse DNS zone management is further delegated to clients as addresses are. 
The assignment of a stable address to a given host is also the responsibility of the 
administration in charge of the most specific address range. Then, through the appro-
priate coordination between the end-host administrator and the end-site administrator, 
the information stored in this reverse DNS infrastructure should correspond to the 
legitimate IP user. 

Next we describe the details of the modifications of IKE to convey this informa-
tion. Since a chain of successive DNSSEC authentication registers should be inter-
changed and a list of acceptable DNSSEC root servers for authentication should be 
suggested, then this is analogous to the Digital Signature authentication method but 
certificates and CAs are used instead of DNSSEC registers and DNSSEC root servers. 
For this reason, the IKE Digital Signature method can be taken as a starting point for 
the definition of the DNSSEC-to-IKE method. For the meaning of the Certification 
Request Payload, CERT Payload and Authentication Payload and its use inside the 
IKE Digital Signatures authentication method, the correspondent RFCs should be 
consulted [8], [10]. Next, we describe how these fields should be used for the 
DNSSEC-to-IKE method. 

The validation process can be accelerated if the verification of some parts of the 
certificate chain could be omitted. For example, a host in the same network segment 
as the correspondent knows securely the public key in the DNSSEC for the segment, 
so there is no need to receive and validate the whole certificate chain beginning from 
the root zone. Therefore, a Certification Request Payload is used to suggest accept-
able roots for the authentication, with the following different cases: 

1) A Certification Request Payload is sent with a list of zones of the reverse DNS 
domain name corresponding to the IP address. In this case, the requester knows the 
DNSKEY public key for any of this zones, so the answer can include the security 
chain starting from any of this zones (preferably, the chain starting from the most 
specific zone should be sent to reduce the authentication payload).  
2) A Certification Request Payload is sent with an empty zone name. In this case, a 
host is requesting all the authentication information of all the zones the other host 
holds, preferably starting from the root DNS zone to avoid the need for accessing to 
the DNS to perform the validation. 
3) The Certification Request Payload is not sent. This occurs when the sender already 
has the public key of the other host, for example because it obtained it through 
DNSSEC.  

                                                           
1  The RIRs have been delegated the responsability for managing the assignment of addresses, 

reverse DNS zones and autonomous system numbers, in their corresponding regions. Cur-
rently there are five RIRs: RIPE, ARIN, APNIC, LACNIC and AFRINIC. 
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For the each previous cases of Certification Request Payload, we have to consider 
the following CERT Payload formats: 

1) If a Certification Request Payload is sent with a list of zones, then the CERT will 
contain only one block of DNSSEC-to-IKE information, with the information related 
to the zone with a more specific or complete name. 
2) If the Certification Request Payload is sent with an empty zone name, then the 
CERT will contain only one block of DNSSEC-to-IKE information with the informa-
tion correspondent to the zone with a shorter name.  
3) If a Certification Request Payload is not sent, then the CERT will be empty.  

A block of DNSSEC-to-IKE information contains the chain of successive 
DNSSEC registers required by a host that knows the DNSKEY of the zone of the 
reverse DNS name to authenticate to finally obtain the IPSECKEY of the host to be 
authenticated. Such a block is inserted into the CERT Payload and includes the chain 
of data composed by N pairs of information of this type: 

 

DNSKEY|i, SIG|i (DNSKEY|i), DS|i, SIG|i (DS|i) 
 

N is the number of DNSSEC successive subzones from a root zone to the final 
zone. All these zones are contained in the name stored in reverse DNS (for example 
the 4.3.2.1.in-addr.arpa name contains the following subzones: arpa, in-adrr.arpa, 
1.in-addr.arpa and so on). Moreover, the block includes the DNSEC information of 
the public key of the IP address from the final zone: 

 

IPSECKEY|N, SIG|N (IPSECKEY|N) 
 

 In the same way, a resolver DNSSEC host that knows the DNSKEY public key of 
the root zone can obtain the DNSSEC chain of authentication directly from the 
DNSSEC infrastructure instead of requesting it in the Certification Request Payload 
of IKE. However, including all the certification information in the IKE messages 
reduces the latency for host authentication. 

The Authentication Payload includes a signature of the data used to authenticate 
the entity of the ID payload. In the DNSSEC-to-IKE, it is signed with the private 
key associated to the public key stored in the DNSSEC server (IPSECKEY|N  
register).    

4   Comparative Analysis 

In this section, a comparative analysis is performed between different authentication 
methods in terms of security, performance, and applicability. The methods considered 
for the analysis are Pre-Shared Key, Certificates, the IKE extensions for CGA-based 
authentication, and the DNSSEC-to-IKE method proposed in this paper. 

4.1   Requirements 

In this subsection, we discuss the requirements for applying each authentication 
method, so that it can be understood in which scenarios can be applied. 
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The Pre-Shared Key method requires the secure distribution of the agreed key be-
fore the communication.  

The requirements for applying the Certificates method to authenticate a host are the 
following:  

• A shared trusted CA in the hierarchy path of both the requesting host and 
the host to be authenticated  

• Proper management for the Certification Authorities ensuring proper 
password security, revocation lists, etc. 

The basic requirement for applying the CGA is that the authenticated address must 
be an IPv6 address.  

The requirements for applying the DNSSEC-to-IKE authentication method are:  

• The host to be authenticated must have an associated public key signed by 
its zone  

• The requesting host must have at least the DNSKEY public key of a re-
verse DNS zone to which the host to be authenticated belongs, being the 
root zone a special case for this.  

It may be required for the requester to implement resolver functions if the host to 
be authenticated does not include in the CERT payload the whole chain of signatures 
beginning at the root key, because the requester would need to use the DNS protocol 
to access to the keys of the upper zones in the hierarchy. However, this can be re-
moved by requiring at the host to be authenticated to configure the whole chain to its 
reverse DNS name.   

It is relevant to highlight that the deployment of an authentication mechanism for 
IPsec does not require additional infrastructure to the one naturally provided for se-
curing the DNS, except for the configuration of the key of the reverse name corre-
sponding to the end-host. 

With these considerations, we can derive some conclusions:  
CGA allows authentication between hosts that do not share any common informa-

tion, and does not require any kind of infrastructure. These two valuable features are 
not available in the other authentication methods. Unfortunately, the IPv6 restriction 
limits drastically the number of practical scenarios in which the requirements are 
fulfilled, although it could be useful in the future if IPv6 is deployed.  

Pre-Shared Key is limited to few hosts, so it cannot be considered as a solution for 
broad Internet support.  

The Certificate based method can be applied for all the hosts that trust a common 
CA. Consequently, its applicability is restricted, since a common CA infrastructure is 
not currently available for authenticating any pair of hosts in the Internet.  

Finally, the DNSSEC-to-IKE method enables the possibility of authenticating any 
pair of hosts in the Internet, since the DNSSEC is expected to provide an Internet-
wide trust infrastructure. Although the DNSSEC infrastructure has not been fully 
deployed, recent advances have been made for the specific support of reverse DNS 
zones: the reverse DNS zones depending from RIPE (www.ripe.net) are signed since 
January 2006. The deployment of DNSSEC for reverse DNS zones by the RIRs 
would enable access to the reverse DNS with the authentication being provided by a 
small number of keys (as many as RIRs).  
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4.2   Security 

The specific risks for the authentication method based in Pre-Shared Key depend on 
the security of the key distribution process, on the hash functions and on the private 
keys exchanged, apart from the risks associated to the management of the private key 
in the host. Pre-Shared Key authentication does not depend on the trust of a third 
party.  

The security of the Certificates method is based on several aspects: the trust model 
used for issuing certificates from a Certification authority to another or to a final user, 
the security provided by the private keys of the CAs, the private keys of the entities to 
be authenticated, the revocation lists, and the appropriate management of the private 
keys in all the CAs and the authenticated host. In this authentication mechanism, the 
user must trust in one or several third parties.  

For CGA-based authentication, the weakest security element is imposed by the 
limitation to 64 bits in the interface identifier of the resulting address. An attacker can 
try to generate private/public key pairs until the 64-bit hash containing the public key 
equals to the legitimate one. CGA provides some means of making more difficult this 
attack through a SEC parameter contained in the IPv6 address that imposes an addi-
tional condition to the CGA structure, requiring the last 16*SEC bytes of a hash dif-
ferent from the one used to obtain the address to be 0. Then, an attacker willing to 
hijack the CGA identity requires O(259+16 * SEC), ranging SEC from 0 to 7. The condi-
tion expressed by the SEC parameter affects only the time to generate the CGA, not 
the time required for validating its identity. Additionally, the security of the public 
key used for the hash, and proper management of the private key are relevant for the 
protection provided by this authentication method. 

The elements affecting the security of the DNSSEC-to-IKE mechanism are the 
trust model for delegating reverse DNS domains to the administrations responsible for 
the corresponding addresses, the strength of the public key of the host and of the DNS 
zones, and the security of the private keys used by each element in the authentication 
chain. Additionally, several signatures generated by the private keys are public, so 
some attacks to the private keys used for signing are enabled.  

As a conclusion, the security offered by the presented authentication methods 
greatly varies. The Pre-Shared Key authentication method is the most robust, since 
the key used can be as strong as required, and the distribution method can be devised 
to involve a few entities, therefore reducing risks. Certificates are also robust, allow-
ing proper selection of the key length, although any of the several entities involved 
could be compromised, leading to a security disruption. DNSSEC-to-IKE is similar to 
Certificates, but it does not allow revocations, providing lower security. Finally, CGA 
provide the weakest security, because the interface identifier, that is the main crypto-
graphic token for the authorisation process, is limited to 64 bits, although the security 
can be increased by proper configuration of the SEC parameter. 

4.3   Performance Time 

In this section we estimate the computing time that is necessary for authenticating the 
other host in IKE. For the meaning of the different parameters the IKE RFC [10] 
should be consulted. D symbolizes decryption and V validation. 



400 P.J. Muñoz Merino et al. 

The performance time for checking the authenticity of a host with Pre-Shared Key 
is T and it can be calculated, being prf a pseudorandom function,(in case no prf is 
negotiated in IKE, then prf corresponds to the negotiated hash in IKE), as follows: 

 

T = T1+T2+T3+T4+T5+T6 
T1 = T[SKEYD] = T[prf(pre-shared-key, Ni_b |  Nr_b)] 
T2 = T[SKEYD_d] = T[prf(SKEYID, gxy | CKY-I | CKY-R | 0)] 
T3 = T[SKEYD_a] = T[prf(SKEYID, SKEYID_d | gxy | CKY-I | CKY-R | 1)] 
T4 = T[SKEYD_e] = T[prf(SKEYID, SKEYID_a | gxy | CKY-I | CKY-R | 2)] 
T5 = T[HASH_I] = T[prf(SKEYID, gxi | gxr | CKY-I | CKY-R | SAi_b | IDii_b )] 
T6 = T[D(payloads)] 

 

T1 is the time to compute SKEYD which is a string derived from secret key mate-
rial that is only known by the two hosts (this time is calculated in a slightly different 
way in Pre-Shared-Key and Certificates). T2, T3 and T4 are the times to compute 
different keys that are used in ISAKMP. T5 is the time to compute a specific hash. T6 
corresponds to the time to decrypt the payloads of messages 5 and 6 of the IKE ex-
change. T2, T3, T4, T5 and T6 also appear in the estimation of the authentication cost 
for the rest of the methods.  

The performance time T for checking the authenticity of a host with Digital Signa-
tures (certificates) is calculated as: 

 

T = T1+T2+T3+T4+T3+T4+T5+T6+T7+T8 
T1 =  T[SKEYID] = T[prf(Ni_b | Nr_b, gxy)] 
T7 = V(SIGN) +M 
T8 = N * T[check one certificate] = N * (V [certificate] + hash[certificate]+M) 

 

T2, T3, T4, T5 and T6 have the same meaning as in the Pre-Shared-Key method 
while T1 is calculated a bit different. T7 is the time for validating the signed message 
that is on the Authorization Payload. T8 represents the time for checking the certifi-
cates of all the CAs that chain from the common trusted root. N is the number of CAs 
in this path, including the common trusted root. V[certificate] is the time to validate 
the encrypted hash of the certificate using the public key of a CA. hash[certificate] is 
the time to compute the hash of the certificate and M to check if it matches with the 
decrypted before. The cost expressed in T8 is also incurred when the host does not 
receive the certificates from the correspondent host but directly from the CAs.  

The performance time for checking the authenticity of a host with CGA can be cal-
culated as: 

 

T = T1+T2+T3+T4+T3+T4+T5+T6+T7+T8 
T1 = T[SKEYID] = T[prf(Ni_b | Nr_b, gxy)] 
T7 = V(SIGN) +M 
T8 = hash1(public key, parameters) + hash2(public key, parameters) + M  

 

The first seven expressions are the same as in the Certificate method. The differ-
ence for CGA is shown in T8, which represents the time required to validate the CGA 
address checking the association to the public key that has been received. Then, it 
represents the time for performing the hash1 operation as it is defined in the RFC for 
CGAs [7], and the hash2 operation if SEC is not 0, and matching the first result with 
the interface identifier of the address. 
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The performance time for checking the authenticity of a host with the DNSSEC-to-
IKE method is computed as follows: 

 

T = T1+T2+T3+T4+T5+T6+T7+T8 
T1 = T[SKEYID] = T[prf(Ni_b | Nr_b, gxy)] 
T7 = V(SIGN) +M 
T8 = N * T[check registers of one server of the chain]= N *T[ (V[DNSKEY] + 
hash[DNSKEY] + M + V[DS] + hash[DS] + M )] 
T9 = T[check final registers] = T[V[IPSECKEY] + hash[IPSECKEY] + M] 

 

The first seven expressions are analogous to the method with certificates. T8 repre-
sents the time for validating the DNSKEY and DS registers that form the chain of 
authenticity if N zones are considered. T9 is the time for validating the final 
IPSECKEY register. 

We have measured the CPU time required for the validation with each authentica-
tion method in a Pentium 4, 2.1 GHz with Windows XP. For each authentication 
method, different authentication cases were considered. For each authentication case, 
the different IKE messages were generated, considering typical payload values. The 
execution time is the medium time between all the considered cases. For each case, 
the time is calculated adding the different execution times of each cryptographic op-
eration performed in the PC. It was used for IKE: Diffie-Hellman group 2 (1024 bits), 
DES as encryption algorithm, HMAC-SHA-1 as hash function and also as prf func-
tion.  X.509 has been used for certificates and RSA-1024 as digital signature algo-
rithm. The results are shown in Table 1. 

Table 1. Time required for the different authentication methods 

Authentication method Execution time (in 
microseconds) 

Pre-Shared-Key 25 
CGA 223 
Certificates with N=1 (1 CA) 396 
Certificates with N=4 (4 CAs) 966 
DNSSEC with N=1 (1 intermediate zone) 762 
DNSSEC with N=4 (4 intermediate zone) 1870 

 
From the expressions shown above and the times presented in Table 1, we can de-

rive some conclusions. The fastest method is the Pre-Shared Key because only five 
hash operations and a decryption have to be computed. The second fastest one is 
CGA, that adds the cost a signature and two hash calculation to the previous case. The 
most expensive methods are Certificates and DNSSSEC-to-IPsec, and the validation 
time depends on the number of hierarchical elements between a root and the final 
authority for both CAs and DNSSEC-to-IKE. Being the number of intermediate ele-
ments in the hierarchy the same, then certificates will execute about two times faster 
than DNSSEC because in DNSSEC it is necessary to perform two validation opera-
tions per each hierarchical element, while for certificates only one is required. 
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5   Conclusions and Future Work 

In this paper we have presented a new authentication method for IPsec, DNSSEC-to-
IKE for the inclusion of DNSSEC based authentication in the IKE exchange. This 
new method provides authentication for the use of IPsec between two end hosts in 
many situations that were not possible with previous authentication methods if the 
appropriate DNSSEC infrastructure exists. 

The DNSSEC-to-IKE method is a variation from the IKE Digital Signatures au-
thentication specification. The security of the information in which the DNSSEC-to-
IKE authentication relies is provided by applying DNSSEC to the reverse DNS infra-
structure. The IKE exchange contains a chain of authenticating elements that rely on 
the key of a zone known for both parties, being in the worst case the DNS root zone 
key, or a limited number of keys such as the ones provided by the Regional Internet 
Registries. It should be noted that the deployment of an authentication mechanism for 
DNSSEC-to-IKE does not require additional infrastructure to the one naturally pro-
vided for securing the reverse DNS. 

We have presented a comparative analysis of the DNSSEC-to-IKE method with 
traditional IPsec authentication methods and the recently proposed CGA-based au-
thentication in terms of applicability, security, and computing cost. DNSSEC-to-IKE 
is the only method that enables practical authentication for any two previously unre-
lated hosts in the current IPv4 Internet by taking advantage of the security infrastruc-
ture that is being built now for securing the reverse DNS (for example, through the 
signature of the reverse DNS zones depending from the RIRs). CGA provides similar 
features for the IPv6 Internet at a very low performance cost, although offering 
weaker security. In scenarios in which PKI is practical, the Certificate based authenti-
cation provides better security support than DNSSEC-to-IKE by means of revocation 
lists, and also provide better performance for the authentication process. Finally, the 
Pre-Shared Key method can only be applied to sets containing a limited number of 
hosts, although it provides very good security and excellent performance. 

As future work, the proposed method can be tested in different scenarios and it can 
be integrated with different IPsec implementations. In addition, an algorithm can be 
proposed to execute in each host in order to determine for each situation in real time 
what is the best authentication method to use. 
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Abstract. Ethernet Optical Passive Networks (EPONs), defined as low cost 
access networks, combine Ethernet technology with an optical fiber 
infrastructure to deliver voice, video and data services from a Central Office 
(CO) to end-users. Since all data in the downstream is broadcasted, it is 
susceptible to be eavesdropped by a malicious user, which can use it to try 
Theft of Service (ToS) through masquerading techniques. These threats remain 
present when encryption is applied to EPON frame payloads. In order to avoid 
user profile inference through data mining techniques, a method for encryption 
of the preamble of the data units is proposed in this paper and a short 
description of its operations is presented. This new encryption mechanism 
assures that any two EPON frames are always transmitted with different and 
uncorrelated preambles. 

Keywords: Security, Ethernet Passive Optical Networks, EPON, encryption 
mechanism, EPON frame preamble, privacy.  

1   Introduction 

Ethernet Optical Passive Networks (EPON), defined as low cost access networks, 
combine Ethernet link-layer protocol with an optical fibre infrastructure to deliver 
voice, video and data services from a Central Office (CO) to end users. The device 
terminating the optical fibre in the CO is normally referred to as Optical Line 
Terminal (OLT) and, at the other end of the Passive Optical Network (PON), end-
users are connected through Optical Network Terminals (ONUs), placed in the house 
or business premises. Data transmissions originated by the OLT are usually known  
as downstream. The term upstream is used for transmissions initiated by a given  
ONU [1]. 
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In order to maintain the cost of the network deployment as low as possible, Passive 
Splitter Combiners (PSCs) are placed between the OLT and the ONUs. The purpose 
of these devices in the upstream transmission is to combine several optical signals 
coming from individual ONUs into a single, shared, fiber channel; or to split the 
single optical signal coming from the OLT to all connected ONUs. A PSC, as the 
name suggests, is a completely passive device that does not perform logical 
operations or amplifies the signal. For those reasons, the number and position of PSCs 
units has to be carefully considered prior to network deployment. 
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Fig. 1. Tree-and-branch EPON system topology with a number of connected ONUs with 
various deployment scenarios 
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Fig. 2. Upstream (dashed arrows) and downstream (normal arrows) communications in an 
EPON system. Data originated by the OLT is broadcasted to all ONUs in the system, while 
data originated by individual ONUs is delivered only to the OLT (unicast link). 

Fig. 1 depicts an EPON tree-and-branch deployment, where all the aforementioned 
elements of the system are logically schematized. The number and localization of 
ONUs in the figure are merely symbolic, however, depending on several variables, 
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their number is never superior to 64, neither their distance to the OLT bigger than  
20 km. 

Due to the physical properties of the PSCs, any signal originating from the OLT 
will unavoidably arrive to every ONU on the system. Downstream communications 
are, therefore, of broadcast type (Fig. 2, normal arrows). In the upstream direction, if 
no reflections occur on the PON system (mainly on the PSCs), the signal originating 
from an ONU will only be seen by the OLT (Fig. 2, dashed arrows) [1]. As some 
segments of the optical fiber are shared between more than one ONU, the upstream 
transmission requires medium access protocol, in the form of the Time Division 
Multiple Access (TDMA), which in EPON system is supported through application of 
the Multi Point Control Protocol (MPCP), providing a general framework for TDMA 
channel access. 

Fig. 3 exemplifies how the upstream bandwidth management is performed. MPCP 
Data Units (MPCP DUs), called GATEs [2], emitted by the OLT, inform every ONU 
about the start time and length of its transmission slots. 
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receiving  all the 
data from ONU 2

Time slot granted 
To ONU 1

Time slot granted 
to ONU 2

Upstream 
bandwidth granted

to other ONUs

 

Fig. 3. Upstream bandwidth management using assignment of transmission time slots 

The remaining part of this paper is organized as follows. Section 2 describes EPON 
security threats according to their severity. Section 3 presents the most common 
security mechanisms used in EPONs. Section 4 proposes a new mechanism 
preventing data mining and profiling based on the Logical Link Identifier (LLID) 
values and section 5 presents main conclusions. 

2   EPON Security Threats  

2.1   High Severity Threats 

High severity threats derive directly from the fact that downstream communications 
are of broadcast type [3], [4]. In such medium, point-by-point connections are only 
possible through link-layer emulation, where every ONU connected to the system has 
one or more than one assigned LLID that univocally identifies it in the network. 
When transmitting, an ONU stamps every frame with one of its LLIDs. Frames sent 
in the upstream direction carry, consequently, the address of the source of the 
communication. In the downstream direction, all frames carry the LLID address of the 
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destination entity, with the exception of the broadcast data units, which are delivered 
with the so-called broadcast LLID. 

Fig. 4 emphasizes the differences between Ethernet (upper section of the figure) 
and EPON frames (lower section of the figure). While on EPONs the preamble of the 
frame carries addressing information (LLID and its respective Cyclic Redundancy 
Check 8 (CRC8)), the very same preamble in Ethernet frames is only used to assure 
proper clock recovery process and data stream alignment. The reserved fields in the 
EPON frame preamble are not used within the PON context. 

When an ONU receives an EPON frame, it applies a filtering policy based on the 
set of LLIDs assigned to it. If the LLID on the frame coincides with one of the ONU’s 
LLIDs, the frame is to be accepted and forwarded for further processing; if not, it 
should be discarded. 

A malicious EPON system user, aware of the operation of the LLID filtering rules, 
can deactivate them on a given ONU, enabling it to work in a promiscuous mode. 
This procedure will give him the capability to listen to all downstream 
communications, in a completely unnoticeable manner. Once active, a promiscuous 
mode allows an attacker to learn Medium Access Control (MAC) and LLID addresses 
of other ONUs on the EPON system; perform user profiling (quantity and type of 
traffic) by monitoring LLID, MAC or content information; and infer characteristics 
about the upstream traffic by observing downstream MPCP DU exchange, especially 
the GATE MPCP DUs, carrying bandwidth allocation to particular ONUs and LLIDs. 
Privacy is said to be assured when it is not possible to infer confidential information 
through passive attacks. For this reason, traffic analysis can be seen as an attempt 
against privacy [5].  
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Fig. 4. Ethernet/EPON frame scheme. EPON and Ethernet frames differ only in the preamble 
format, which in EPON case contains additional Point-to-Point (P2P) emulation data. 

2.2   Medium Severity Threats 

In the upstream direction, EPON is a Multi-Point-to-Point (MP2P) network. Upstream 
transmissions are controlled by the OLT through application of the MPCP protocol 
and of a Bandwidth Allocation Algorithm (BAA). An attacker can masquerade 
himself as another ONU (by stamping all the emitted frames with an LLID that is 
assigned to other ONU) and try to theft service from a legal user. He can also obtain 
access to confidential information or restricted resources or even take advantage of 
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the operation of the BAA mechanism through spoofed MPCP messages, attempting to 
reduce the upstream channel bandwidth assigned to other, legitimate users [4]. 

Another medium severity threat, normally classified as a physical layer threat, is 
the possibility that an attacker has to superpose the upstream signal from others ONUs 
with a high power signal, aiming to compromise the optical detection capabilities of 
the OLT sensor [3], leading the system to a downtime. 

2.3   Low Severity Threats 

If there are significant reflections on the medium, or if the attacker has technologically 
advanced devices (with high detection capacities), he can try to eavesdrop frames sent 
by another ONU [3]. After analyzing them, he can send a modified version of the data 
units upstream, or simply discard them.  

Although theoretically possible, occurrence of optical reflections is highly improbable 
since their value, caused by the PSCs and fibre channel (more specifically: splices 
between fibre sections) is extremely low. 

3   Currently Available Mechanisms 

EPON security has been subject of concern for quite a while [1], [3]-[11], and it is 
commonly accepted that encryption of the payload of the Ethernet frames solves the 
problem of confidentiality [3], [4] and of data origin authentication [9]. Symmetric 
encryption standards, as the Advanced Encryption Standard (AES) or Data 
Encryption Standard (DES), are commonly used to encrypt private data contents on 
EPON communications. At the EPON level, content encryption corresponds, in the 
best case scenario, to the encryption of the Data, FCS, Size/Type and MAC fields. 
Preamble encryption is not currently performed in any existing EPON implementation 
[12], [13]. Fig. 5 shows how content encryption can be seen from the data link layer 
point-of-view.  

Encrypted payload

Non encrypted EPON preamble 

Reserved LLID
C
R
C
8

S
L
D

Reserved

 

Fig. 5. EPON frame scheme: content encrypted 

In the downstream direction, encryption of the Ethernet frames payload prevents a 
malicious user to access confidential data within the frames. Without the correct 
decryption keys, using state of the art computers, message reconstruction is virtually 
impossible; and depending on the size of the encryption keys, their regeneration rate 
and their secrecy level, the data transported within the EPON data units, can be 
considered to be more or less secure.  

In the upstream direction, the error detection code included in the encrypted 
payload (a 32 bit wide Cyclic Redundancy Check (CRC32) code transported in the 
Ethernet frame FCS field) can be used to validate the origin of the data. Decryption of 
the payload followed by a successful match between the calculated and the decrypted 
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CRC32 assures, at least, that the party that sent the message had the correct 
encryption key. If the key, used for encryption and decryption of the content of the 
frames, was traded using reliable means, and its secrecy is guaranteed, the ONU from 
which the frame was originated is not faking its identity. In the downstream direction, 
unless the hypothesis of having a fake OLT is accounted for, it makes no sense to talk 
about data origin authentication, since in that direction the data can only be originated 
by the OLT. 

The low severity problem of potential upstream reflections has also been addressed 
by the solution described in [14], which comprises a set of reflecting devices, that 
should be strategically placed on the PON system to intentionally generate noise. Any 
unwanted reflection is merged with its non-correlated reflections on the disturbing 
devices, turning the echoed signal into non decodable.  
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ONU 1
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ONU 2

ONU 3

ONU 32

ONU …

Disturbing
device

 

Fig. 6. State of the art solution to protect the EPON system against threats that explore possible 
upstream reflections 

Fig. 6 depicts this physical layer security mechanism. In the example, a fraction of 
the signal emitted from ONU 32 is intentionally reflected downstream to all ONUs by 
more than one disturbing device. In the particular case, the signal emitted by ONU 32 
is only reflected by the two disturbing devices of the upstream path. The problem of 
possible upstream reflections can also be solved by encryption of the upstream 
communications. 

On switched networks, destiny information is crucial to correctly forward the data 
units, from the source to their destiny. Encryption of fields containing such 
information requires switching devices along the way, to be capable of decrypting the 
necessary address information before forwarding it. As such process normally 
decreases the overall networks speed and increases their deployment complexity, 
letting some of the address information in plain text (destiny address) is typically 
considered a solution of a choice.  

In case of EPONs, the downstream Ethernet frames (even the ones with the 
contents encrypted) include the LLID information in the preamble of the frames. As 
the downstream data can be passively observed, a malicious user can still sort the 
incoming data based on the LLID or CRC8 information. Some implicit/explicit 
information can be obtained through the observation of such data. For instance, the 
malicious user will know which are the currently active LLIDs, their activity rate or 
the downstream bandwidth assigned to them. From the downstream MPCP messages, 
he can extrapolate the upstream assigned bandwidth for a given LLID. Additionally, 
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since two different frames with the same LLID are supposedly encrypted with the 
same key, the collected messages can be also used to feed encryption key searching 
algorithms or data mining techniques. 

4   Anti Data-Monitor Mechanism 

As indicated previously, most of the existing security solutions for EPONs are 
focused on the confidentiality problems. These are, in fact, considered the most severe 
problems on this kind of networks. However, there is useful information that can be 
directly deduced from the unencrypted fields within the preamble of the PON frames, 
or inferred from their analysis. Once a malicious user has gathered and examined 
sufficient profiling information about an LLID (or from a user associated to it), he can 
devise better the next step. This constitutes a medium severity problem within the 
context of EPONs, since private information can be easily obtained by a malicious 
person. 

In this paper, we propose a mechanism for encryption of the EPON frame 
preambles. This encryption scheme can be applied on EPON systems because the 
origin and destiny of the information are always known and no switching or routing is 
performed along the path. The signals are simply separated and sent to all ONUs or 
combined and sent to the OLT. ID information is only important to the filtering 
module in the receiving devices and not to data forwarding along the path.  

As every downstream frame is submitted to the filtering module in all the ONUs on 
the system, the proposed mechanism will only adds one additional decryption step 
before filtering.  

In the upstream direction, the encryption mechanism provides data origin 
authentication at the bottom of the data link layer, providing that the shared keys are 
unique and their secrecy is assured. In cases where the previous conditions are met, 
the BAA supports the capability of the OLT to validate the identity of an ONU.  

The proposed method offers the best data protection policy to EPON users. If the 
EPON frames are fully encrypted (preamble and payload), sensitive information is no 
longer accessible and, consequently, the purpose to eavesdrop the downstream traffic 
ceases to exist. Users are protected against privacy attempts while the confidentiality 
of the data is assured by the payload encryption.  

Since the computational cost of the solution is to maintain as low as possible, the 
encryption/decryption functions are based on simple xOR operations. 

Table 1. Logical table for xOR operation 

⊕ 1 0 
1 0 1 
0 1 0 
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Table 1 and equation (1) define mathematically the aforementioned function. In the 
equation, the symbol ~ stands for “negation of”, while ∪ represents the bitwise 
operator OR and ∩ the bitwise operator AND. The xOR operator is represented by the 
⊕ symbol. In the description below, the expression “encryption of sequence A with 
sequence B” refers to the result of the bit-by-bit application of the bitwise operator 
xOR to the two inputs. Sequence A must be of the same length of sequence B. 

4.1   Encryption  

Encryption of the sensitive Ethernet frame preamble fields (along with the encryption 
of the Ethernet frame payload) would significantly reduce the amount of exposed 
system’s information. In order to exhibit anti-monitor capabilities, the mechanism 
must meet some criteria. For instance, it has to be suitable for operating at the data 
link layer; and the cipher texts, resulting from the encryption of two consecutive 
frames (with the same LLID), have to have an infinitesimal probability of being 
equal. By other words, once encrypted, two consecutive frames will have always 
different preambles, even when the respective plain text ones are equal. Once met, 
this particular property mitigates any type of data mining techniques based on the 
values of the LLID or CRC8 fields. 

EPON frame preamble encryption is depicted in Fig. 7. As the Start of LLID 
Delimiter (SLD) field does not contain any valuable system information, its 
encryption is useless and it was not further considered. The method proposed herein 
assumes that a pair of Secret Keys (SK) (one for the upstream encryption/decryption, 
one for the downstream encryption/decryption) is shared between each ONU in the 
PON system and the OLT. The key exchange must be carried out previously, using a 
secure Key Agreement Protocol (KAP).  

When a frame is to be sent from the OLT, or from an ONU, the transmitting party 
should generate two different keys: a Random Key for the LLID (RKLLID) and a 
Random Key for the CRC8 (RKCRC8). Assuring that, for each time the keys are 
generated they are completely random, the bitwise operation xOR of each one of them 
with a static sequence of bits will produce a random sequence as well.  

Encrypted payload

Full EPON frame encrypted  

Encrypted preamble

Signaling
byte

RKLLID
⊕

SKLLID

SLD
(not 

encrypted)

RKCRC8
⊕

SKCRC8

LLID
⊕

F(RKLLID)

CRC8
⊕

F(RKCRC8)  

Fig. 7. EPON frame scheme: completely encrypted frame 

The LLID field is then encrypted with the bit sequence that results from the 
application of a non invertible Function (F) to the RKLLID. A reciprocal procedure 
applies itself for the CRC8 field. In order to prove its worth against data sorting 
techniques, the F function should produce an output apparently as random as its input. 
In this case, hash functions fit perfectly the aforementioned requirements.  
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After encrypted with the SK, the RKLLID and RKCRC8 values are conveyed in the non 
used fields of the preamble (see Fig. 7). The initial byte of the preamble is used to 
indicate the EPON frame preamble (and even the payload) is encrypted or not 
(signaling byte in Fig. 7). By these means, the receiving end will know which frames 
must be decrypted before being filtered. Fig. 7 schematizes a completely encrypted 
EPON frame where system sensitive fields are directly accessible without previous 
decryption process, as described in Section 4.2. The encrypted preamble is depicted in 
detail to emphasize its internal structure. 

4.2   Decryption  

When a party receives a frame, it should first check the preamble signaling byte. If it 
indicates that the preamble of the frame is encrypted, the decryption mechanism 
should be applied to the cipher. An SK should be used to decrypt the RKLLID and 
RKCRC8, which are fed into the F function. With the resulting sequences, decryption of 
the LLID and CRC8 fields of the preamble is straightforward. 

The OLT must use the SK corresponding to the ONU currently transmitting. The 
key can be easily retrieved by the BAA that controls the upstream transmissions and, 
therefore, has the information of what ONU is transmitting at the moment. If, after 
decryption, the LLID or the CRC8 do not match the expected values, the frame has 
either an error or it comes from an invalid ONU (perhaps a promiscuous ONU) and 
should be discarded. 

Each ONU uses its respective SK to decrypt downstream encrypted frames. If after 
decryption, the LLID or CRC8 do not match, the frame was not intended to it and 
must be discarded.  

4.3   Simulation Study 

The proposed encryption mechanism was implemented in a distributed, event driven 
EPON system simulator, which reproduces all the aspects of data transmission in the 
said networks. All active EPON system components (OLT and ONUs) are 
represented by individual processes (software programs), operating on individual 
machines, communicating through sockets and emulating physical level in the EPON 
system.  

The encryption mechanism was implemented on a computer program that 
simulates an EPON system. The active EPON (OLT and ONUs) components are 
represented by individual threats that communicate via sockets. Before transmission, 
the Ethernet frame preamble is encrypted as described herein. At the receiving point, 
decryption also follows the same specifications: after decryption, the frames are sent 
to the filtering module which decides about the legitimacy (OLT case) or destiny 
(ONU case) of the message. 

The following lines were taken from one of the sockets log. They are related to the 
encryption and upstream transmission of EPON frames originated by the same ONU. 
Each line contains the encrypted EPON frame preamble (written in the hexadecimal 
notation) and the generated RK used to encrypt it. The plaintext preamble is [55-55-
d5-5555-7ffd-2b] and the SK for upstream transmissions for the given ONU is  
57-bc91. 
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#1 [05-c8-d5-eb22-d68d-22]  RK:bc-9e59 

#2 [05-67-d5-6466-3413-cf]  RK:33-daf6 

#3 [05-df-d5-430e-1f73-43]  RK:14-b24e 

#4 [05-bf-d5-4bab-56b2-7a]  RK:1c-172e 

#5 [05-e2-d5-1d43-1da5-7a]  RK:4a-ff73 

#6 [05-79-d5-d664-e7ee-b7]  RK:81-d8e8 

#7 [05-e4-d5-043f-2115-6c]  RK:53-8375 

#8 [05-2d-d5-8aeb-d610-5b]  RK:dd-57bc 
 

It may be concluded that all the preambles of EPON frames originating from the 
very same LLID are different and statistically uncorrelated. The only fields that are 
equal in all messages are the SLD, containing the predefined value d5 [2] and the 
initial field used for signaling purposes and containing, in this case, the value 05. In 
the simulation, the value 55 is used to indicate that the frame is in the plain text 
format; a 05 signals preamble encryption; a 50 payload encryption; and 55 stands for 
complete frame encryption. 

Based on the above presented frame preambles it is impossible to say whether if 
they come from the same LLID or not. This constitutes the perfect example of how 
the proposed encryption mechanism works. Notice that all the messages were 
successfully delivered, decrypted and accepted by the filtering module in the OLT. 

5   Conclusions 

Currently available security mechanisms do not take into account all inherent EPON 
system threats. The most severe security issues stem from the broadcast type of the 
downstream communications and, as encryption of the downstream frame payload 
does not cover the LLID and CRC8 information, it is possible to apply data mining 
techniques to this data and profile individual network users. 

Aiming for the solution of that problem, an anti data-monitoring mechanism was 
introduced and discussed in this paper. The proposed method not only turns 
unfeasible any attempt to sort the downstream data, but also assures data origin 
authentication in the upstream channel (providing that a secure KAP was used to 
exchange the encryption keys). The cryptographic properties of the algorithm 
counterbalance its implementation complexity. As the algorithm is very modest, in 
terms of processor operations and memory requirements, it is suitable for a data link 
layer implementation, which is the layer on which EPON systems operate.  

The decryption mechanism is straightforward and does not impose significant 
delay on data reception. As defined herein, preamble encryption is faster than payload 
encryption (simple xOR against AES encryption) and, some of the parts of the 
proposed encryption procedure can be pre-processed or processed in parallel. 
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Abstract. The protection of network security components, such as firewalls and
Intrusion Detection Systems, is a serious problem which, if not solved, may lead
a remote adversary to compromise the security of other components, and even
to obtain the control of the system itself. We are actually working on the devel-
opment of a kernel based access control method, which intercepts and cancels
forbidden system calls potentially launched by a remote attacker. This way, even
if the attacker gains administration permissions, she will not achieve her purpose.
To solve the administration constraints of our approach, we use a smart card based
authentication mechanism for ensuring the administrator’s identity. In this paper,
we present an enhanced version of our authentication mechanism, based on a
public key cryptographic protocol. Through this protocol, our protection module
efficiently verifies administrator’s actions before granting her the privileges to
manipulate a component.

1 Introduction

Network security components, such as and firewalls and Intrusion Detection Systems,
are almost always working with special privileges to execute their tasks. This situation
can allow remote attackers to acquire these privileges and perform unauthorized activi-
ties [2]. The existence of programming errors within the code of these components, the
illicit manipulation of their related resources (e.g., processes, executables, and config-
uration files), or even the increase of privileges through operating system’s errors, are
just a few examples regarding means in which a remote adversary can bypass traditional
security policy controls.

In [4] we presented a protection module integrated into the kernel of an attack pre-
vention system intended to intercept and cancel forbidden system calls launched by a
remote attacker. More specifically, the mechanism we presented avoids escalation at-
tacks through an access control scheme which handles the protection of the system’s el-
ements. Indeed, this scheme prevents that potentially dangerous system calls (e.g., can-
cellation of a process) could be produced from one element against another one. The
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protection is hence achieved by incorporating an access control mechanism that may al-
low or deny a system call based on several criteria – such as the identifier of the process
making the call or some of the parameters passed to it.

The approach presented in [4] allows, moreover, to keep away from the necessity of
trusting special users with privileged rights, by delegating the authorization for the exe-
cution of a given system call to the internal access control mechanisms. Therefore, and
contrary to other approaches, it provides a unified solution, avoiding the implementation
of different specific mechanisms for each component, and enforcing the compartmen-
talization principle [10]. This principle is based in the segmentation of a system, so
several elements can be protected independently one from another. This ensures that
even if one of the elements is compromised, the rest of them can operate in a trusted
way. For our job, several elements from each component are executed as processes. By
specifying the proper permission based on the process ID, for instance, we can limit the
interaction between these elements of the component. If an attacker takes control of a
process associated to a given component (through a buffer overflow, for example), she
will be limited to make the system call for this given process.

Nevertheless, it is not always possible to achieve a complete independence between
the elements. There is a need to determine which system calls may be considered as a
threat when launched against an element from the component. This requires a meticu-
lous study of each one of the system calls provided by the kernel of a given operating
system, and how they can be misused. We must also define the access control rules for
each one of these system calls. For our approach, we proposed the following protection
levels to classify the system calls: (1) critical processes protection; (2) communication
mechanisms protection; and (3) protection of files associated to the elements.

According to these protection levels, we then presented in [5] a prototype imple-
mentation of our kernel based access control mechanism developed for GNU/Linux
systems and called SMARTCOP (which stands for Smart Card Enhanced Linux Secu-
rity Module for Component Protection). This implementation was developed over the
Linux Security Modules (LSM) framework [11]. This framework does not consist of
a single specific access control mechanism; instead it provides a generic framework,
which can accommodate several approaches. It supplies several hooks (i.e., intercep-
tion points) across the kernel that can be used to implement different access control
strategies. Such hooks are: Task hooks, Program Loading Hooks, File systems Hooks
and Network hooks. This set of LSM hooks can be used to provide protection at the
three different levels proposed above.

Furthermore, the LSM framework adds a set of benefits to our implementation. First
of all, it introduces a minimum load to the system when comparing it to kernels with-
out LSM, and does not interfere with the normal system activities [11]; second, the
access control mechanism can be integrated in the system as a module, without having
to recompile the kernel; third, it provides a high degree of flexibility and portability
to our implementation when compared to other proposals for the Linux kernel, such
as [7] and [9], where the implementation may require some kernel modifications; and
fourth, the LSM interface provides an abstraction which allows the modules to mediate
between the users and the internal objects from the operating system kernel – to this
effect, before accessing the internal object, a hook may call functions provided by a
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given module and which may decide whether allow or deny the access to the internal
object, for example.

Through the use of SMARTCOP as a LSM module, the component’s processes are
allowed to make operations only permitted to the administrator officer – such as packet
filtering and application cancellation. The internal access control mechanisms at the
kernel are based in the process identifier (PID) that makes the system call, which will be
associated to a specific element. Each function registered by a LSM module, determines
which component is making the call from the PID of the associated process. It then,
applies the access control constraints taking also into account the parameters of the
system call. Thus, for example, a given element can access its own configuration files
but not configuration files from other elements.

Our protection strategy introduces, however, some administration constraints, since
officers are not longer allowed to throw system calls which may suppose a threat to the
protected component. To solve these constraints, we also presented in [5] a smart card
based authentication mechanism, based on secret-key cryptography, which acts as a
reinforcement of the kernel-based access control. The objective of this complementary
mechanism is twofold. First, it holds to the administrator the indispensable privileges
to carry out management and configuration activities just when she verifies her identity
through a two-factor authentication mechanism. Second, it allows us to avoid those
attacks focused on getting the rights of the administrative entity, such as dictionary-
based attacks and buffer overflows.

Nevertheless, and although the authentication mechanism proposed in [5] solves the
administration constraints of our approach, it presents important drawbacks. For in-
stance, there is a need for the entities to share a secret-key, and this is a serious disad-
vantage for the administration officer, who may be in charge of managing such keys.
The process of changing or updating the shared secret-key of all the entities, for in-
stance, over the complete set of components of a network will be very awkward, mak-
ing it even unfeasible when using our authentication mechanism on huge corporation
networks with multiple resources to protect. For this reason, and in order to make easier
the administration tasks of our protection approach, we extend in this paper our previ-
ous authentication mechanism by using a new authentication protocol based on public
key cryptography. Indeed, our new proposal solves the administration constraints of
SMARTCOP by using a hierarchical structure with several domains, where the nodes
of each domain can independently be administrated by using X.509 certificates [12].
Through this new authentication mechanism, some of the previous drawbacks, such
as the sharing of the protocol’s information, should be more efficiently performed by
means of certificate revocation, for example.

The remainder of this paper is organized as follows. We first define in Section 2
the structure and elements for our new authentication proposal, and present the crypto-
graphic protocol intended to solve the administration constraints introduced by the pro-
tection approach described above. We then continue in Section 3 by presenting some
configuration issues of our proposal and showing the results of an evaluation of the
overhead introduced by our approach on a given setup. We finally summarize in Sec-
tion 4 some related works, and close the paper in Section 5 with a list of conclusions
and future work.
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2 Smart Card Based Authentication Mechanism

In order to verify the administrator’s identity of SMARTCOP, we propose a two-factor
authentication mechanism based on the cryptographic functions of a smart card. This
mechanism is intended for authenticating the administrator to the LSM modules and
holds with the following requirements: (1) the actions must be authorized by the use of
a smart card; (2) the smart card only authorizes one action whenever the PIN would be
correct; and (3) the LSM module only authorizes the action whenever the smart card
response would be valid, i.e., the cryptographic operation is correct.

Let us start the description of our authentication mechanism by introducing the nec-
essary structure and elements for our proposal. We first define the necessary architecture
for our authentication protocol as a hierarchical structure with several organizational
units, where the network is divided, in turn, in hierarchical domains, and where each
domain of the network has several components that must be protected. We name such
a component as SMARTCOP Node (SCN). Each domain has moreover a SMARTCOP
Server (SCS), and each potential administrator holds a SMARTCOP Card (SCC). These
component are briefly described next.

SMARTCOP Server (SCS) – Each SCS owns a cryptographic key pair master key
and the corresponding certificate. This certificate has been issued by the upper SCS in
the hierarchy and identifies the lower SCS as a valid SCS. This certificate is encoded as
an X.509 Attribute Certificate [12], where the issuer is the upper SCS master key and
the subject is the lower SCS master key. The SCS of domain B can issue certificates
authorizing a concrete SCC as an administration of the domain B (similar to the certifi-
cates between SCSs). The SCS must usually be managed by the network administration
officer of the given domain – or organizational unit. That is, the person who has more
knowledge about the network domain and its potential administrators, and, at the same
time, the one that has the greatest interest in performing a good administration. This is
a key point of the extended authentication proposal, which enables the distribution of
the administrative management between domains or organizational units.

SMARTCOP Node (SCN) – Each SCN is a component which has the SMARTCOP
LSM module. The security parameters of the LSM module are properly initialized when
it is installed. The main parameter is the Source-of-Authority (SoA), which is repre-
sented by a master-key. More precisely, the master-key of the top SCS. When an ad-
ministrator requests a protected action on a given SCN, by using Protocol 1, the SCN
verifies the certificate from the SCC. Then, if it comes from a certificate path rooted at
the SoA’s master-key, the operation is accepted.

SMARTCOP Card (SCC) – The SCC is owned by potential administrators. In order to
be able to perform administrative tasks on a given domain, the SCC must be authorized
(i.e., certified) by the SCS of the domain or an upper one in the hierarchy. Each SCC has
a key pair, which has to be certified by a master-key (i.e., a key from a SCS). Let us recall
that the cryptographic engine of such a smart card is capable of performing several
cryptographic functions, such as asymmetric key generation, asymmetric cryptographic
algorithms execution, and so on.

The SCC has an operation PIN and an administration password. The operation PIN
is at least six digits long and is used to authorize the protected actions. On the other
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hand, the administration password is used to change the operation PIN and other man-
agement tasks. The system administrator has three consecutive chances to enter the
operation PIN. In the third entry, if the smart card receives an incorrect operation PIN,
it blocks itself. The smart card can only be unblocked with the administration password.
Again, there are three chances to enter the correct administration password. Otherwise,
after the failing of three consecutive wrong administration passwords, the smart card
blocks itself and becomes useless.

2.1 Protocol Description

We give here a detailed description of the cryptographic protocol that leads our smart
card based authentication mechanism. It starts in Step 1 when the system administrator
requests an action to the LSM module. We assume here that action X must be autho-
rized by using the smart card. The LSM module blocks immediately in Step 2a the
communication channel between the smart card reader and the LSM module. In this
way, we can assure that the data sent between the module and the smart card can nei-
ther be sniffed nor tampered. The module also forces to remove the smart card when
is not necessary. In Step 2c, the LSM module waits for the smart card insertion, and in
Step 4e the LSM module does not proceed until the smart card has been removed. In
Step 3 the operation PIN travels in a secure way from the keyboard because the LSM
module has blocked the channel between the keyboard and the module itself. Then,
LSM sends a NONCE obtained at random and the PIN in step 4c. The smart card re-
turns the digital signature of the NONCE computed with the smart card’s private key.
The protocol concludes in Step 4g where the LSM module verifies whether the digital
signature has been computed properly and the digital certificate is valid.

Protocol 1

1. The system administrator opens a new console and she requests an action X;
2. LSM receives the request from the console and it does the following steps:

(a) Block the channel and open a connection with the smart card reader;
(b) Print a message asking to insert the smart card into the reader;
(c) While the smart card has not been inserted do;

i. Detect the insertion of the smart card;
(d) Print a message asking for the operation PIN;

3. The system administrator types the operation PIN in the keyboard;
4. The LSM does the following steps:

(a) Obtain the operation PIN;
(b) Obtain a NONCE value at random;
(c) Execute the Procedure 1 inside the smart card by using the operation PIN and

the NONCE, and obtain a response μ;
(d) Print a message to remove the smart card from the smart card reader;
(e) While the smart card has not been removed do;

i. Detect the removing of the smart card;
(f) if μ is ERROR the LSM does not authorize the action X;
(g) else do:

i. Check if the digital signature has been computed with a public key, which
belongs to a certification path rooted at the master key (SoA).
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ii. Verify the smart card certificate against a valid CRL.
iii. Verify the digital signature μ with the public key PK obtained from the

smart card certificate, PK(μ) ?= H(NONCE);
iv. if the verification is correct the LSM authorizes the action X
v. if the verification is not correct the LSM does not authorize the action X;

We show next the procedure that is executed within the smart card (cf. Procedure 1).
Through such a procedure, the smart card can validate the operation PIN. Whenever the
operation PIN is valid, it computes the digital signature of NONCE with the smart card
private key.

Procedure 1 [P IN , NONCE]

1. Validate the operation PIN;
2. If the operation PIN is correct do:

(a) Compute the digital signature of NONCE with the private key SK ,
μ = SK(NONCE);

(b) return μ;
3. If the operation PIN is no correct return ERROR;

To ensure the proper execution of both Protocol 1 and Procedure 1, we have also
considered the protection of the entities and the channels involved in such a process,
avoiding attacks such as impersonation and channel data manipulation. First, the LSM
module guarantees that the binary file of the console can not be overwritten by any-
one (even the security officer), remaining the permissions as read-only. Second, the
console’s executable is compiled in a static fashion. This allows us to reduce the com-
plexity of the protection’s console process, since we do not need to consider extra tasks
introduced by the loading of shared libraries and its associated files. It also allows us to
centralize and reduce the failure points that could be used by a remote attacker which
tries to tamper the console’s process. Third, the LSM module also controls that each
system call launched by any other process in the system does not interfere the normal
execution flow of the console’s process, such as keyboard key capture, cancellation, or
debugging process system calls.

It is also important to recall that the communication channel can not be manipulated
by any opponent, since the LSM mediates between the system calls related with the
communication channels and the entities that take part within the protocol. Furthermore,
and as pointed out in [5], the LSM module does not need to be directly protected since
we can assume the kernel environment as a trusted area – since it is mandatory for the
kernel security model of any modern operating system.

3 Configuration and Performance Evaluation

In order to define the objects and resources to protect, SMARTCOP can actually be
configured through a set of security rules. Each rule defines an action in {deny, accept}
that applies over a set of condition attributes, such as user id (UID), process id (PID),
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device, i-node, etc. We can also define, through these security rules, either open or
closed default policies. The complete set of rules are stored in a set of configuration files
that are loaded at boot time through the proc file system. The proc file system (procfs)
is a special virtual file system in the Linux kernel which allows user space programs to
access kernel data structures.

Up to now, we have defined different points through procfs for configuring the pro-
tection of the three basic levels of protection stated in Section 1. More specifically, we
have defined the following entries: iperms, iren, isetattr, iunlink, tcreate, and tkill. The
four first labels refer to i-node related operations (resp., i-node permission verification,
i-node renaming, i-node permission changing, and i-node removing). They can be used
not only for the protection of file resources, but also for the protection of communica-
tion operations through, for example, sockets and pipes. The last two labels (i.e., tcreate
and tkill) are related to the managing of processes (such as creation, suspending, re-
suming, termination, and spawning of processes). Through these configuration points,
we conducted several tests steered towards measuring the penalty introduced by the in-
stallation of SMARTCOP as a LSM module, over the normal operation of the system.
The tests and benchmarks were based on LMbench [8] and other related administration
tools. The evaluation was carried out on a single machine with an Intel-Pentium M 1.4
GHz, with 512 MB of RAM memory and an IDE hard disc of 5400 rpm, running a
Debian GNU/Linux operating system and ext3 file system.

During these tests, we measured the overhead of our approach with an instance of
SMARTCOP configured with a closed default policy and loaded with different pro-
tection rules. More specifically, each configuration point was charged with a set of
auto-generated accept rules, initially empty, and which incremented to more than three
hundred rules. Therefore, a progressive set of auto-generated accept rules from zero
to more than one thousand rules was globally loaded. We consider that the overlaps
between rules, related with the single operations we measured during these tests, rep-
resent the worst case scenario we can actually measure. We show in Figure 1(a) and
Figure 1(b) the overhead evolution of some actions that we consider representative re-
garding the set of configuration points we described above.

The first three curves we show in Figure 1(a) represent the overhead evolution of the
system call kill when we, resp., suspended, resumed, and cancelled a set of processes
under the different load of rules. Notice that such actions, especially when suspending
processes, reported an acceptable penalty (aprox. a 40% for a global average of al-
most two thousand rules). The other three curves in Figure 1(a) represent the overhead
evolution of the set of operations related to the creation of processes through fork(),
fork()+exec() and fork()+/bin/sh. Notice that the two first operations supposed a penalty
even lower (aprox. a 20% for the highest average of rules); and the third operation re-
mained close the 30% for the same number of rules. Similarly, the results we show in
Figure 1(b) are related to the evolution of operations for the managing of i-nodes (such
as files, pipes, and sockets’ managing). We can appreciate in these results, however, that
the penalty introduced by SMARTCOP for the managing of i-nodes seems much higher
than the overhead introduced for the managing of processes – it even reached more
than an 80% in the operations of file creation and removing. However, we consider that
these differences are reasonable, taking into account that there was an overlap between
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(a) Processes tests

(b) Filesystem and communication tests

Fig. 1. Performance evaluation of SMARTCOP

processes protection’s rules and i-nodes protection’s rules – expressly introduced dur-
ing our experiments to simulate the worst case scenario. This overlap between rules
definitively exercises a bad influence on the measured i-node operations, compared to
the processes operations, and it explains the differences between both results.

4 Related Work

There are two main approaches to safely execute processes with special privileges on
modern operating systems. A first approach is the creation of restricted environments,
in which the processes will be executed and controlled outside the trusted system space.
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In [6], for instance, we can find a traditional mechanism for the creation of restricted
environments within Unix setups. These proposals require, however, a replicated file
system tree for the protected environments. Hence, the administrator in charge of the
system must reproduce the original file system tree to include, for example, shared
libraries or configuration files, and copy them to the new path. Other disadvantage of
these proposals is that they do not guarantee the correct execution flow of processes, i.e.,
the behavior of a given process can be modified by using, for example, a buffer overflow.
Hence, the attacker can overwrite the configuration or log files of such a process by
simply using an arbitrary code execution attack – since these files remain in the same
environment of the protected security component process.

A second approach, as the one presented in this paper, is to apply a kernel based
access control to outcoming system calls. In [7] and [9], for instance, two similar pro-
posals to ours are presented. The main goal behind these two proposals is to reinforce
the complete system by controlling the system calls and ensuring which process or user
does the system call and against what it will be done. The ability to control the access to
the resources allows to protect system’s elements and to avoid that nobody (including an
attacker with administrator privileges) can disable them. Nevertheless, both approaches
differ from ours in a number of ways. First, and to our best knowledge, neither [7] nor
[9] do not address the management of administration constraints, as our proposal does
through the two-factor authentication mechanism we present in Section 2. Second, our
approach, entirely based on the Linux Security Modules (LSM) framework [11], guar-
antees the compatibility with previous applications and kernel modules without the ne-
cessity of modifications. Both [7] and [9] require the rewriting of some features of the
original operating system’s kernel to properly work. This situation may force to recom-
pile existing code and/or modules in order to obtain the new security features. Although
it exists a LSM-based prototype for the approach presented in [7], it does not seem to
be actively maintained for the current Linux-2.6 kernel series.

5 Conclusions

We have presented in this paper an access control mechanism specially suited for the
protection of network security components, such as firewalls and Intrusion Detection
Systems. Whenever one of these components, or one of its elements, is compromised by
a remote attacker, it may lead her to obtain the full control of the network [2]. The pro-
tection of these components is not easy, specially when dealing with distributed setups,
made up of different elements distributed over a complex network. Like for example,
the attack prevention platform presented in [3]. The solution we provided proposes the
protection of the components by making use of the Linux Security Modules (LSM)
framework for the Linux kernel over GNU/Linux systems [11]. The developed mecha-
nism works by providing and enforcing access control rules at system calls, and is based
on a protection module integrated into the operating system’s kernel, providing a high
degree of modularity and independence between elements. Furthermore, the use of a
complementary authentication method, based on smart card technology and a public-
key cryptographic protocol, allows us to properly verify administrator’s actions when
officers need to do administration tasks. This additional enhancement also allows us
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to prevent some logical attacks against the protection mechanism itself (e.g., password
forgery). The integration of our approach on a normal system setup proved, moreover,
a good degree of transparency to the administrator in charge, and a reasonable perfor-
mance penalty for the managing of processes, files, and communication resources.

As a future extension of our work, we are considering improving the customizing
of policies. Up to now, the specific policy that is enforced by our protection module
is loaded at boot time through the proc file system (procfs). We are planning to extend
this feature to add the possibility of using text-based configuration files and the reload
of policies at runtime. We are also considering to continue our study to address the
security of the system from an intrusion tolerance point of view [1].
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Abstract. The notion of a related-key attack (RKA) was formally in-
troduced by Biham in 1993. It is essentially more of an attack model
rather than a specific type of attack in that it considers what sort of ora-
cles are available to the attacker. In this case, the attacker has access to
related-key (RK) oracles, i.e. he is able to have encryptions performed on
plaintexts of his choice, keyed by two or more unknown but related keys.
The feasibility of this attack model is at times debated mainly because
the assumption that an attacker would have access to RK oracles may
be too strong to really exist in practice. Hence, attacks on block ciphers
in this RKA model have commonly not been regarded on the same level
of significance of those not requiring RK oracles. A good example is the
AES. It is generally accepted that the best known attack is a non-RKA by
Gilbert and Minier in 2000, although it applies to less rounds compared
to the best known RKA on AES by Biham et al. that applies to more
rounds. It is our aim in this paper to show how RK oracles exist in various
block cipher based cryptosystems. The gist is to think outside the box,
i.e. to note that a block cipher is often an underlying primitive within
a larger cryptographic construct, thus it is only natural to evaluate the
block cipher security in this setting and not as a standalone primitive. In
doing so, we formally introduce the notion of related-key multiplicative
differentials, and related-key compositionally differentials. We also con-
sider the existence of RK oracles in PGV-type hash functions, message
authentication codes, recent authenticated encryption modes and cases
of key-exchange protocols not previously mentioned in literature.

1 Introduction

The notion of related-key cryptanalysis of block ciphers was first formalized by
Biham [2] as a cryptanalytic tool for analyzing block ciphers although earlier
work such as [38,20] exploited the existence of related keys to aid cryptanalysis
of specific ciphers. This notion was later put into a more theoretical setting by
Bellare and Kohno [1], and further by Lucks [24]. A related-key attack (RKA)
assumes that the attacker is capable of obtaining the encryption of some plain-
texts under two or more different but unknown keys which have some relationship
between them. In essence, a RKA is more of an attack model (other attack mod-
els for block ciphers include known-plaintext and chosen-plaintext models etc)
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rather than a particular type of attack (e.g. differential attack, linear attack).
This is so because similar to other attack models, a RKA considers what sort
of oracle is available to the attacker. In the particular case of this, the attacker
has access to a related-key (RK) oracle [1] which will be defined more formally
in Section 2.

It is common folklore in the cryptologic research community that RKAs seem
unrealistic in the sense that it is infeasible to find scenarios where block ciphers
allow for RK oracles, i.e. when ciphers are used that perform encryptions under
two or more secret keys related in some way known to an adversary. This is
the reason why interest in RKAs is mostly confined to hardcore block cipher
designers and cryptanalysts, and why related-key attacks on block ciphers are
sometimes treated with skepticism, e.g. the current best attacks (in terms of
being applicable to the most number of rounds) on the AES [25] are related-key
ones [9,4], but it is generally accepted that the best feasible one is a non-RKA
[10]. In fact, this is also true for several other ciphers [16,22,4,3] where RKAs
are the best known results. Thus if we could remove the conventional mindset
that RKAs are unrealistic, then in addition to giving more significance to these
attacks, it would also allow to have a fairer comparison of the security of ciphers
against attacks that would then include related-key ones as equally significant,
and encourage designers to give more emphasis to key schedule design. From a
different perspective, if we consider the effects of attacks irrespective of what
attack model they are in, then while non-RKAs could demonstrate weaknesses
in the design of any cipher component, existence of RKAs almost always demon-
strate weaknesses in the design of the key schedule thereby allowing to exactly
pinpoint this part of the cipher for more strengthened designing. Further, [1]
proved that there exist some classes of RKAs that no cipher can resist, i.e. if
such attacks are disregarded by a cipher designer or implementer as infeasible,
but then somehow an attacker manages to access such RK oracles, then the
cipher will completely be broken.

In this paper, we emphasize that we are not proposing specific RKAs on any
cipher. Doing so would be similar to past work (see [22,4] for some examples),
and again the question would therefore arise as to why it is feasible in practice
to have RK oracles. Instead, we will attempt to address this latter folklore by
showing that various scenarios exist in block cipher based cryptosystems that
allow for RKAs to be mounted, i.e. RK oracles exist. The basic approach is to
think outside the cipher box, i.e. to note that block ciphers are often used as
underlying primitives in larger cryptographic constructs, e.g. in modes of op-
eration [26], message authentication codes (MACs) [13], recent authenticated
encryption modes [27,29], stream ciphers, hash functions [35], authentication
and key-exchange protocols, and commercial security systems like those in soft-
ware (e.g. PGP, WinZip), hardware like tamper-resistant devices (e.g. IBM 4758
cryptoprocessor) or smartcard-based applications. In such settings, the block ci-
pher is either interacting with other primitives within the larger construct, or
with one or more copies of itself (e.g. triple-DES is a composition of 3 copies of
DES keyed by multiple secret keys). Thus, to be complete it is more reasonable
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to gauge the security of a block cipher in this setting, rather than merely con-
sidering it as an independent standalone primitive. And in essence, this latter
is precisely what the RKA model does because it simultaneously considers two
or more copies of a cipher keyed by different but related keys. So the first step
towards dispelling the folklore is to not view block cipher security as just that
of a standalone primitive.

In fact, for some primitives other than block ciphers, researchers are also real-
izing the importance of moving away from analyzing the security of a primitive
existing on its own (standalone security) and towards analyzing the primitive
as part of a bigger construction. This is because it has been demonstrated that
primitives proven secure when in isolation no longer remain so when composed
with different primitives [11,17]. Therefore, results such as those in the uni-
versally composable (UC) framework by Canetti [7] and reactive simulatability
by Pfitzmann and Waidner [30] demonstrate the significance of the approach
of composable security. Namely, when a primitive is proven secure under such
frameworks, then by a composition theorem we are guaranteed that the primi-
tive will still be secure when plugged as an underlying building block into any
arbitrary larger cryptographic construction and further we retain the guarantee
that the latter construct is also secure.

Related work. Considering scenarios for RKAs is not new. In fact, this was
necessary in justifying why it is worth to analyze the security of block ciphers
against RKAs in the first place. Under the context of mechanical rotor machines,
if the operator sets rotors incorrectly, then there is possibility of obtaining en-
cryptions under related keys [8]. Meanwhile, the basic idea of exploiting related
keys to block cipher-based hash functions appears to be first mentioned in [34],
though it was not called as such nor put in the context of block ciphers. It
was only in [2] that the RKA model was formally introduced in the context of
block cipher security, and it was also here that was mentioned how RKAs on
block ciphers are applicable when using block ciphers in hash functions. [15,16]
later described how key-exchange protocols that do not provide integrity, or
that transmit a key schedule’s salt in the clear, or updated keys using a known
function, would allow for RKA scenarios. They also mentioned that related keys
could be obtained from several key-exchange sessions or by attacking n-party
key-exchange protocols. [32] described how a tamper-resistant cryptoprocessor
allowed scenarios for related-key XOR differential and related-key slide attacks.
Elsewhere, though not in context of block ciphers as underlying primitives but
where hash functions are instead, [19] discussed how block ciphers based on hash
functions could be attacked faster than monolithic block ciphers designed from
scratch, while [18] described attacks on a message authentication code HMAC
if it had some hash functions as primitives.

Our results. We first classify types of RK oracles using the notion of related-
key-deriving (RKD) function in [1]. In doing so, we introduce the notions of RK
multiplicative differential and RK compositional differential. We also formalize
the notion of the RK slide. Throughout this paper, we consider block cipher-
based cryptosystems and show scenarios where the way in which the underlying
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block cipher is used allows for RK oracles. In particular, we show that though
confidentiality-only modes and authenticated encryption modes do not allow for
RK oracles, one recently proposed authenticated-only mode does. There are also
further subtle points with key-exchange and key management protocols that
may allow RK oracles. In our concluding section, we give some interesting open
problems related to the interaction of multiple types of RK oracles and the
relationships between their RKD functions.

2 Preliminaries

A block cipher E is defined as a map E : K ×D → D, where K = {0, 1}k is the
secret key space, D = {0, 1}n is the text (plaintext/ciphertext) space, k is the
secret key length in bits, n is the blocksize in bits. We use EK(D) as shorthand
for E(K, D).

A related-key-deriving (RKD) function φ ∈ Φ is a map φ : K → K, where Φ is
a set of all functions mapping K to K. Given E and K ∈ K, we define the related-
key (RK) oracle ERK(·,K)(·) as an oracle taking two arguments: a function φ :
K → K and an element P ∈ D, and that returns Eφ(K)(P ); where RK(φ, K) =
φ(K). An attack based on exploiting access to the RK oracle ERK(φ,K)(·) for
φ ∈ Φ is called a Φ-restricted1 RKA. Examples of Φ considered so far in literature
[1] include related-key (RK) additive differential Φ+

k , i.e. the set of functions
K → K + i mod 2k for 0 ≤ i < 2k; and RK exclusive-OR differential Φ⊕

k the
set of functions K → K ⊕ Δ for Δ ∈ {0, 1}k. These are important classes of
RKD functions because they encompass almost all of the RKAs considered in
literature. [1] are also the first to consider multiple-type RKAs where the attacker
has access to more than one type of RK oracle, namely they considered the case
where the RKD function is Φ+

k ∪ Φ⊕
k and gave an impossibility result, i.e. no

cipher is resistant to RKAs given access to the φ ∈ Φ+
k ∪ Φ⊕

k .
We formalize the notion of RK slide Φ

⇀↽
k [2,31], i.e. the set of functions K → K ′

where K = K1||K2|| . . . ||Kl and K ′ = K ′
1||K ′

2|| . . . ||K ′
l such that Ki = K ′

i+s

for s ∈ {1, . . . , l − 1}. We also introduce the notion of RK multiplicative dif-
ferential Φ×

k , i.e. the set of functions K → K × Δ mod 2k for Δ ∈ {0, 1}k,
inspired by the notion of multiplicative differentials [5]. Such a notion for re-
lated keys has not been considered before. Another notion that we formally
introduce is RK compositional differential Φf

k the set of functions K → f(K)
where f = φl(. . . (φ2(φ1(·))) . . .) is a composition of l different RKD functions
φ1, φ2, . . . , φl ∈ Φf

k .

3 Hash Functions Based on Block Ciphers

We take a soft first step by considering a typical block-cipher based construc-
tion that is often cited for allowing RK oracles: block-cipher based hash func-
tions. A hash function H : {0, 1}∗ → {0, 1}m takes a message of arbitrary

1 This is called Φ-transforming in [24].
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length M ∈ {0, 1}∗ as input and produces an output H(M) ∈ {0, 1}m of a
fixed length string of m bits, known as a hashcode, hash-value or simply hash.
Constructing a hash function based on a block cipher [35] is often more desir-
able especially in space-constrained environments since this would only require a
single implementation (i.e. the block cipher) for both cryptographic primitives,
namely a block cipher and a hash function. There are several methods in which
a block cipher can be used as the underlying primitive for a hash function in-
cluding Davies-Meyer, Miyaguchi-Preneel and Matyas-Meyer-Oseas. These are
commonly known as PGV-type schemes, and were considered by Preneel et al.
[35]. In particular, they analyzed 64 schemes whose compression function f(·, ·)
is of the form:

f(K, P ) = E(K, P )⊕ FF (1)

where E(·, ·) is a block cipher, P , K, and FF can be chosen from the set of
{constant value = V , message block = Xi, hashcode = Hi−1, the XOR of plain-
text and hashcode Xi ⊕Hi−1}.

 

E 

P 

FF 

K 

C 

Fig. 1. General structure of the hash compression function

It is commonly known [33] that the Davies-Meyer scheme allows RKAs to be
mounted on the block cipher primitive within a block cipher-based hash function.
To complete the picture, we will analyze all 64 PGV schemes to show which ones
besides the Davies-Meyer cause RK oracles. We use the same scheme notations
as in [35].

Table 1. 12 of the 64 schemes extracted from Table 1 in [35]

  Choice of P 
Choice of FF Choice of K Xi Hi-1 1−⊕ ii HX  V 

V Xi - scheme 13 (Rabin’s scheme) scheme 25 - 
Xi Xi - scheme 15 scheme 29 - 

Hi-1 Xi scheme 5 scheme 19 (Davies-Meyer) scheme 33 scheme 44 

1−⊕ ii HX  Xi scheme 9 scheme 21 scheme 37 scheme 46 

 

Consider first the class of PGV schemes in Table 1. There are 12 such schemes
including Rabin’s scheme [36] and the popular Davies-Meyer scheme. These
schemes have a common attribute i.e. they feed each block Xi of the message
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M as the key K to the underlying block cipher E. Thus if we choose the mes-
sage blocks being input to the hash function such that they differ in some way,
then we obtain executions of the underlying block cipher under these different
keys. We then obtain related-key queries on the block cipher, i.e. a RK oracle.
In particular, two message blocks, Xi and X ′

i that differ with the relationship
Δ = Xi⊕X ′

i would cause the underlying block cipher E to be keyed under keys
with difference Δ, i.e. we get EXi(·) and EXi⊕Δ(·).

The same principle applies to 16 other schemes in Table 2 because if only the
message blocks Xi and X ′

i differ but all previous messages blocks Xj and X ′
j

for j < i are equal, then previous hashcodes Hj and H ′
j for j < i would also be

equal and thus cancel out in the computation of the difference Δ = Xi ⊕X ′
i. So

we similarly get EXi(·) and EXi⊕Δ(·).

Table 2. 16 of the 64 schemes extracted from Table 1 in [35]

  Choice of P 
Choice of FF Choice of K Xi Hi-1 1−⊕ ii HX  V 

V 1−⊕ ii HX  scheme 2 scheme 14 (Bitzer’s scheme) scheme 27 scheme 41 

Xi 1−⊕ ii HX  scheme 4 scheme 17 scheme 31 scheme 43 

Hi-1 1−⊕ ii HX  scheme 7 scheme 20 (LOKI mode) scheme 35 scheme 45 

1−⊕ ii HX  
1−⊕ ii HX  scheme 11 scheme 23 scheme 39 scheme 48 

 

Similarly, schemes in Table 3 feed the previous hashcode Hi−1 as the key
K to the underlying block cipher E with feedforward FF in the form of Xi

or Xi ⊕ Hi−1. Hence choosing the feedforwards in a manner that they differ
in some way affects the resulting hashcodes, and we can obtain encryptions
of the underlying block cipher under these different keys. In particular, two
feedforwards, Xi ⊕ Hi−1 and X ′

i ⊕ Hi−1 that differ with the relationship Δ =
Xi⊕X ′

i would cause the underlying block cipher E to be keyed under keys with
difference Δ, i.e. we get EHi−1(·) and EHi−1⊕Δ(·).

Table 3. 8 of the 64 schemes extracted from Table 1 in [35]

  Choice of P 
Choice of FF Choice of K Xi Hi-1 1−⊕ ii HX  V 

Xi Hi-1 scheme 3 scheme 16 scheme 30 scheme 42 

1−⊕ ii HX  Hi-1 scheme 10 scheme 22 scheme 38 scheme 47 
 

Using the notion of RKDs, we can generalize this to saying that any two or
more message blocks Xi, X

′
i, . . . for any φ ∈ Φ⊕

k such that φ : Xi → X ′
i that are

input into a PGV block cipher-based hash function, would cause an RK XOR
differential oracle Eφ∈Φ⊕

k
(·).

4 Modes of Operation

A block cipher encrypts plaintext in fixed n-bit blocks, where n is the block
size. Nonetheless, a message to be encrypted is not always restricted to n bits,
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therefore, for messages which exceed n bits, they need to be partitioned into n-bit
blocks before being encrypted n bits at a time. There are several modes of which
a block cipher can operate, the most standard ones being the electronic codebook
(ECB) mode, the cipher block chaining (CBC) mode, the cipher feedback (CFB)
mode, the output feedback (OFB) mode, and the counter (CTR) mode [26]. Note
that these five modes of operation only provide confidentiality. Recently, more
modes that provide the additional authentication feature have been proposed and
recommended by NIST [27,29] including CCM (for authenticated encryption)
and GCM (for parallelizable authenticated encryption).

We will consider for all these if any of them allow for RK oracles. We remark
that previous work e.g. [21] have considered related-key attacks directly on modes
of operation, but this is different from our treatment in this section that gives
justification why the use of modes of operation allows for RK oracles against the
underlying block cipher.

For confidentiality-only modes and for recently proposed NIST authenticated
encryption modes, we answer in the negative. The proposed NIST authenticated-
only modes give similar results. An earlier proposal, however, allows RKAs.

Confidentiality modes. We give below an example to show how these con-
fidentiality modes do not allow for RK oracles. Let us consider the CBC mode
defined by C1 = EK(P1⊕ IV ) and Cj = EK(Pj ⊕Cj−1) for j = 2, ..., i where Pi,
Ci are the plaintext-ciphertext blocks, IV denotes the initialization vector and
K is the encryption key of the underlying block cipher. Observe that modifying
(e.g. flipping a bit in) either one of these parameters (Pi, IV, Ci) will not affect
K. In addition, the key, K which is being fed to the encryption function, E
is fixed for the entire operation. Thus, a RK oracle does not exist due to the
aforementioned properties.

The same principle applies to the other confidentiality modes, i.e. ECB, CFB,
OFB and CTR [26]. Hence, standard confidentiality modes do not allow RK
oracles.

Authenticated Encryption modes. [27] specifies a block cipher mode of
operation called Counter with Cipher Block Chaining-Message Authentication
Code (CCM) which provides both confidentiality and authenticity of data. How-
ever, the implementation of CCM limits the total amount of data be encrypted
with only a single key, K. Furthermore, K is used for both the CTR and CBC-
MAC modes within CCM, and as mentioned earlier, the CTR and CBC modes do
not allow for RK oracles. Similarly for [29], the proposed draft for Galois/Counter
Mode (GCM) employs a variant of the CTR mode and a hash function to cater
for confidentiality and authenticity of data, respectively. Note also that there
is only one key being used for this mode, which is the key to the underlying
block cipher. In conclusion, both the CCM and GCM modes do not allow for
RK oracles.

Authenticated modes. [28] detailed a cipher-based MAC (CMAC). A MAC
can be viewed as a mode of operation that provides authentication only. CMAC
is essentially the One-key CBC-MAC (OMAC) [12]. CMAC uses two subkeys
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namely K1 and K2 which are generated from the key, K and are fixed for any
invocation of CMAC under K. The generation process of the subkeys is as fol-
lows:

1. Let L = EK(0b).
2. If MSB1(L) = 0, then K1 = L << 1;

Else K1 = (L << 1)⊕Rb.
3. If MSB1(K1) = 0, then K2 = K1 << 1;

Else K2 = (K1 << 1)⊕Rb.
4. Return K1, K2.

Here, MSBs(X) denotes a bit string consisting of the s left-most bits of the
bit string X while Rb, which is made public, denotes a bit string where b is the
block size and for b = 128, R128 = 012010000111 and for b = 64, R64 = 05911011.
K1 is used to mask the final message block if M is a positive multiple of the
block size but if the final block is not a positive multiple of the block size, it is
padded with a single ’1’ bit followed by the minimum number of ’0’ bits and K2

is used instead for the masking of this padded block. Note also that from the
subkeys generation process, K2 = (K1 << 1) ◦Rb, where ◦ denotes ⊕ operation
that is conditional on MSB1(K1). We can further represent as K2 = f(K1)
for f = φ2(φ1(·)) and φ2 ∈ Φ◦

k(·), φ1 ∈ Φ
⇀↽
k (·). This appears to provide an RK

compositionally differential oracle Eφ∈Φf
k
(·). However, since the keys K1 and K2

do not actually key the underlying block cipher but instead are used to mask the
final plaintext message block, this cannot be exploited to mount RKAs on the
block cipher. As a side note, this does provide a non-related-key compositionally
differential oracle but that is beyond our scope here.

Another recently proposed mode is the Two-Key CBC MAC (TMAC) in
[23] by the same designers of [12]. Similar observations can be made on this,
i.e. though it appears to exhibit an RK multiplicative oracle Eφ∈Φ×

k
(·) since

multiplicatively different keys may exist, however this does not result in an RK
oracle since the keys do not key the block cipher but are used to mask the final
message block.

Finally, we consider Randomized Message Authentication Code (RMAC)
which was initially proposed as an NIST draft [13] in the effort to standardize
authentication modes. RMAC is basically the CBC mode [26] keyed by a secret
key K1, followed by a randomizing component wrapped around a block cipher
keyed by another key K2 and involving a public randomizer R that changes with
each RMAC computation. In more detail, pad the message M to be a multiple
of n bits where n is the blocksize of the underlying block cipher, split the padded
M into a sequence of l n-bit message blocks Mi for i = 1, . . . l, i.e.

H1 = EK1(M1),
Hi = EK1(Mi ⊕Hi−1); (2 ≤ i ≤ l),

RMAC(M) = EK2⊕R(Hl).

As an example, Figure 2 illustrates the case for RMACing a 2-block message
M = M1||M2. Just by looking at the above equations, since the randomizer
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R varies with each RMAC computation, then we get a different key K2 ⊕ R
keying the encryption of the last block every time. This is clearly an RK XOR
differential oracle Eφ∈Φ⊕

k
(·), for any distinct pair of R and R′ corresponding to

any pair of RMAC computations.
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Fig. 2. The RMAC mode

In fact, we can even choose the RK XOR difference Δ. In more detail, if R
corresponds to one RMAC computation, we can tweak the randomizer R′ of the
other RMAC computation into R′′ = R′⊕ (R⊕R′⊕Δ) = R⊕Δ. Thus, the key
difference would be (K2 ⊕R)⊕ (K2 ⊕R′′) = (K2 ⊕R)⊕ (K2 ⊕R⊕Δ) = Δ.

5 Key Exchange Protocols and Key Management

Key-exchange protocols [6] allow two or more parties to establish a shared secret
cipher key for subsequent use with a block cipher; and some of these protocols
typically use block ciphers (among others) as primitives. We first discuss pre-
viously known cases and then give somewhat new idea sketches on how several
types of these protocols allow RK oracles.

Without integrity. It has been known [15] for some time that key-exchange
protocols that do not provide for key-integrity would allow for RKA scenarios.
For instance, if the key-exchange protocol allows any attacker to flip bits in the
key even without the knowledge of the key itself, then clearly a Φ⊕

k -restricted
RKA scenario exists.

[15] has described a related-key scenario for the two-party key distribution
protocol (2PKDP) in [37]. This observation also applies to the three-party vari-
ant (3PKDP) in [37]:

A → S : A, B, Nas

S → A : MACKas(Nas, Nsa, B)⊕Kab, Nsa.
B → S : B, A, Nbs

S → B : MACKbs
(Nbs, Nsb, A)⊕Kab, Nsb.
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where Nas, Nbs, Nsa, Nsb are nonces, Kab is a short-term session secret key for
a block cipher and Kas, Kbs are long-term shared secret keys between A and
S, and B and s, respectively. From the messages sent by S to A and to B, we
notice that an attacker has an RK XOR differential oracle Eφ∈Φ⊕

k
(·) similar to

the case in 2PKDP as he needs only flip any bits of the message to change Kab.
Another nice example is in the case of key distribution schemes for Pay-

TVs. Service providers incorporate Conditional Access Systems (CAS) inside the
decoder box and the smart card to prevent unauthorized access paid content. [14]
presented a CAS for Pay-TV systems which contains a scrambling algorithm for
the paid content, and a key distribution scheme which ensures that descrambling
parameters are sent to the correct decoder box and smart card pair. See Figure
3, where R denotes a random number, S denotes the seed of a pseudo-random
number generator G(·), X is the broadcast message, IV is the initialization
vector and Ks is the scrambling key. It suffices to note that upon receiving X ,
the smart card finally computes Yi which is later transmitted in the clear to
the decoder box. Using X and Yi, the decoder box finally computes S which is
the seed to a pseudo-random generator used to key the descrambling algorithm.
Hence, an adversary can flip bits of Yi to Y ′

i such that Δ = Yi ⊕ Y ′
i . This, in

turn, flips the corresponding bits of S, i.e. S now becomes S′ = S ⊕ Δ. This
gives an RK XOR differential oracle Eφ∈Φ⊕

k
(·).

 

1. ( )cardKcard pXDSR mod|| =  
2. ( )cardii INRGSY −⊕⊕=  
3. Send Yi to decoder box 

1.1 ( )1mod|| boxKbox pXDIVR =  
1.2 ( )2mod boxKboxs pXDK =  
2.   ( )boxii INRGYS −⊕⊕=  

Smart Card Decoder Box

X X 

Yi 

Fig. 3. Operations between the decoder box and the smart card

Key update. It is common that shared secret keys need to be updated over time,
e.g. in cases of the key being compromised or leaked, or when members of a group
(sharing the key) leaves the group or a new member joins. In this case, it is well
known [15] that if the shared secret keys are updated using very poorly designed
key-update mechanisms, then an attacker would know what the different keys are
and therefore we have related-key scenarios. For instance, [16] cites a proprietary
implementation that simply updates the keys as K, K + 1, K + 2, etc. In fact,
even more complex key update mechanisms would allow RK oracles as long
as they are deterministic in nature, thereby allowing the attacker to know the
relationship between the updated keys [16].

Collusion of keys. A block cipher implementation would be used by several
users with independent keys K, K ′, . . .. However, if generation and management
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of these keys are done by a centralized trusted third party, then it needs to
ensure no obvious dependency exists among these keys, otherwise the collusion
of two or more keys would induce RK oracles, i.e. the attacker just needs to
gather black box encryptions under these related keys.

Key confirmation. In order to ensure all parties really did establish the cor-
rect shared key, K; key-exchange protocols often use an extra key-confirmation
step which is basically a 2-move challenge-response-like exchange of encrypted
messages between the parties, e.g. A sends EK(N) while B returns EK(N+c) for
any constant c. This may cause RK oracles, as described in the next paragraph.
To further avoid RK oracles, one should not instead vary the key, i.e. if A sends
EK(N) while B returns EK+c(N) then this gives an RK additive differential
oracle Eφ∈Φ+

k
(·).

Diffie-Hellman-like. Note that for Diffie-Hellman-like key-exchange proto-
cols, the shared secret key is established with equal parts contributed by each
party, i.e. K = gxy where gx is contributed by one party and gy by another.
In such cases, while the parts are being communicated it is possible to modify
them by multiplying with a factor α, in which case the key K established by one
party would differ multiplicatively from that K ′ computed by the other. Though
a further key confirmation stage would detect this difference, however the very
messages used for key confirmation could be exploited e.g. A sends EK(N) while
B returns EK′(N + c) then this gives rise to the RK multiplicative differential
oracle Eφ∈Φ×

k
(·) since K ′ = zK for some z = f(α). More of this is explained in

the next subsection.

5.1 Related-Key Multiplicative Differential Oracles

In [5], differential cryptanalysis using multiplicative differentials was applied to
some ciphers including xmx. A multiplicative differential is one that considers
differential pairs of the form (x, x′) where x′ = αx, and α is the multiplicative
difference between the pair. One then studies the propagation of this difference
through the cipher components.

This notion can be extended to the related-key case, i.e. besides having plain-
text pairs with multiplicative differences, introduce a pair of related keys (K, K ′)
where K ′ = αK. We then obtain the RK multiplicative differential oracle
Eφ∈Φ×

k
(·).

The MultiSwap cipher, which is used in Microsoft’s Digital Rights Manage-
ment system was analysed in [5] for its susceptibility against multiplicative dif-
ferential cryptanalysis. Their attack uses a multiplicative differential pair (w, w′)
where w′ = 2w, which is inserted in the second half of the encryption process.
Recall that it is generally assumed that MultiSwap uses independent round keys,
ki for i = 1, . . . , 10 i.e. the secret key K = k1||k2||...||k10. Thus, observe that the
same result is obtained if instead we use a multiplicative differential round key
pair (k6, k

′
6) where k′

6 = 2k6. So, instead of having k6 ·w′ = k6 · (2w) = 2(k6 ·w),
we have k′

6 ·w = 2k6 ·w = 2(k6 ·w). However, the difficult task is to control the
multiplicative difference such that it is confined to just one subkey (in this case,
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k6) instead of the entire secret key K, i.e. such that K = k1||k2|| . . . ||k6|| . . . ||k10

and K ′ = k1||k2|| . . . ||k′
6|| . . . ||k10. But this is still possible. Consider a key

K = 12x where each hex digit represents a subkey block. Our aim is to ob-
tain another key K ′ = αK mod 27 = α × 12x mod 128 in such a manner that
only one hex digit is affected by the multiplication. Choosing α = 12x, we have
K ′ = αK mod 27 = 12x × 12x mod 128 = 90x mod 128 = 10x. Hence, only
one digit has been changed due to the multiplication. Another example is to
regard every n bits as a subkey block. Say we have a key K = 000001002 = 410

and a related key K ′ = αK mod 28 = 10910 × 410 mod 256 = 43610 mod 256 =
18010 = 101101002, where n = 4 and α = 109. Thus, the two subkeys are
K = (K1, K2) = (00002, 01002) and K ′ = (K ′

1, K
′
2) = (10112, 01002), respec-

tively; and they differ multiplicatively in only one subkey block.

6 Conclusion and Open Problems

We have put forth the case that RK oracles exist in several block cipher based
cryptosystems, and thus RKAs on the underlying block ciphers are not as in-
feasible as conventionally thought. Further, the RKA model rightfully considers
the security of a block cipher not just as a standalone primitive but it does so in
the context of the cipher within a larger cryptographic construct. Our notions
of RK multiplicative differential and RK compositional differential may be of
independent interest. It is an interesting open problem to consider RKAs on
specific block ciphers that exploit such oracles, since we have demonstrated in
this paper that these oracles do exist.

Another point is not just to consider security against a single type of attack
in isolation, but to consider access to RK oracles of different types, all of which
are available simultaneously. Bellare and Kohno [1] took the first step in this
direction by considering the case of Φ+

k ∪Φ⊕
k -restricted RK oracles. In fact, since

we are already assuming the RKA model where RK oracles exist, then there is
not much more assumption to be made whether we consider RK XOR and RK
additive differential oracles to exist independently, or simultaneously. Of course,
we should also exercise caution when interpreting any provable security result
with respect to RK oracles. For instance, a cipher proven secure against the Φ+

k -
restricted RK oracle does not imply that if we just restrict to this type of RK
oracle, the cipher cannot be broken by RKAs. This is intuitively due to the fact
that relationships exist between different RKDs, e.g. φ+

k = φ⊕
k for cases where

no carries are caused by φ+
k or when the carry is due to the most significant bits;

or φ<<
k = φ×

k for the case where the former shifts left by 1 while the latter has
the multiplicative factor α = 2.
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Abstract. A. K. Lenstra and E. R. Verheul introduced a new pub-
lic key system called XTR. They proposed two algorithms for finding
primes p and q, where q|(p2 − p + 1), p ≡ 2 (mod 3), which are the
key parameters for the XTR. One is unable to estimate in a simple way
a running time the above algorithms, nor to give a mathematical proof
of their correctness or prove that these algorithms works in polynomial
time as suggested authors above mentioned cryptosytem. In this paper
we propose theoretical algorithms which find primes as above. We give
a mathematical proof of its correctness, under the assumption of some
conjecture.

1 Introduction

Many new cryptosystems have been proposed in recent years, which require
generating primes of special forms as key parameters [4], [5], [6], [10], [14], [16].
For instance one is interested in generating large primes p and q, such that q
divides Φn(p), where Φn(X) are nth cyclotomic polynomials for a fixed positive
integer n. In some cases it is essential to find a prime p as above which is
congruent to a modulo b for fixed positive integers a, b.

For n = 6, a = 2 and b = 3 two straightforward algorithms were proposed in
[10] which find primes p and q as above, but analysis of computational complexity
of these was not given there. The first one randomly chooses a positive integer
r1 until q = Φ6(r1) is not a prime and next finds a prime p, such that p ≡
r1 (mod q) and p ≡ 2 (mod 3). The second algorithm select randomly a prime
q ≡ 7 (mod 12) and computes ri for i = 2, 3 roots of Φ6(X) mod q. Next the
algorithm select a prime p such that p ≡ ri (mod q) and p ≡ 2 (mod 3) for
i = 2 or i = 3.

One is unable to estimate in a simple way the running time the above al-
gorithms, nor to give a mathematical proof of their correctness or prove that
these algorithms work in polynomial time. We denote by P (a, q) the least prime
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p ≡ a (mod q) for any a, q ∈ N, 1 ≤ a ≤ q, (a, q) = 1. A well known theorem by
Heath-Brown [8] gives P (a, q) � q5.5. From this we cannot exclude possibility
that the number of steps we need to find prime p is exponential. On the other
hand we don’t know if there exist infinitely many primes of the form Φ6(r1). This
is an extremely hard mathematical problem still unproved up to now. On the
other hand it is worth pointing out that the above algorithms work perfectly well
in practise. Analysis and theoretical estimation of computational complexity of
algorithms from [10] under the assumption of some unproved conjectures can be
found in [7].

In this paper we take a theoretical approach to generate primes as above.
Our methods don’t require to generate a prime in an arithmetic progression in
order to exclude theoretical possibility exponential the number of steps of the
algorithm. An analysis of running time of our algorithms is possible only under
the assumption of hypotheses related to primes which are values of irreducible
polynomials in one variable with integer coefficients and positive leading coeffi-
cient.

2 Hypothesis H

In 1958 Schinzel and Sierpiński proposed a conjecture concerning prime values
of irreducible polynomials in one variable with integer coefficients and positive
leading coefficient [15]. It is known as Hypothesis H. P. T Bateman and R. A.
Horn [2] gave a quantitative form of it.

Hypothesis 1 (H). Suppose f1, f2, . . . , fk ∈ Z[x] are polynomials with positive
leading coefficients of degrees h1, h2, . . . , hk respectively, and such that f(n) =
f1(n)f2(n) · · · fk(n) has no fixed divisor greater than 1. Suppose that polynomials
are irreducible over the field of rational numbers and no two of them are identical.
Let QN (f1, f2, . . . , fk) denote the number of positive integers n between 1 and N
such that all numbers f1(n), f2(n), . . . , fk(n) are prime. Then as N −→ ∞ we
have

QN (f1, ..., fk) =
C(f1, ..., fk)

h1...hk

∫ N

2

du

logk u
+ o

(∫ N

2

du

logk u

)
, (1)

where

C(f1, ..., fk) =
∏
p

{(
1− 1

p

)−k (
1− ρ(p)

p

)}
,

the product being taken over all primes and ρ(p) being the number of solutions
of the congruence

f1(n)...fk(n) ≡ 0 (mod p).
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Note that when ρ(p) < p for all p, the constant C(f1, ..., fk) is positive [3] and
so (1) can then be written as

QN (f1, ..., fk) ∼ C(f1, ..., fk)
h1...hk

∫ N

2

du

logk u
. (2)

3 The Main Algorithm

In this section we present an algorithm for generating key parameters for the
XTR public key system. For the convenience of this analysis, algorithms are
written in particular pseudocode. First we introduce the meaning of functions
which will be used in our algorithms.

The function Random(r) returns a random integer r which fulfils condi-
tions described after ’:’. Let n1, n2, . . . , nr be positive integers. The function
IsPrimeQuick(n1, n2, . . . , nr) returns true if every n1, n2, . . . , nr satisfies prob-
abilistic test for primality or some primality test which is deterministic under
the assumption some of hypotheses and both run in polynomial time. Other-
wise function IsPrimeQuick(n1, n2, . . . , nr) returns false. Examples of such
algorithms can be found in [12], [13].

The function IsPrime(n1, n2, . . . , nr) returns true if every n1, n2, . . . , nr sat-
isfies some deterministic primality test which runs in polynomial time, and false
otherwise. For this purpose one can use Agrawal-Kayal-Saxena primality test [1].
In original version it runs in deterministic O(log12 n) time when testing an in-
teger n. However, the current best unconditional bound of AKS test has been
reduced to O(log6 n), see [11].

By PT we will denote the number of bit operations necessary to carry out
deterministic primality test. For simplicity assume that PT � log3 n.
We need the following lemma

Lemma 1. Let

Q1(S, X) = (27S2 + 36S + 12)X2 − (9S2 + 6S)X + 3S2 + 3S + 1,

Q2(S, X) = (27S2 + 36S + 12)X2 + (9S2 + 6S)X + 3S2 + 3S + 1,

Q3(S, X) = (27S2 + 18S + 3)X2 − (9S2 + 12S + 3)X + 3S2 + 3S + 1,

Q4(S, X) = (27S2 + 18S + 3)X2 + (9S2 + 12S + 3)X + 3S2 + 3S + 1,

P1(S, X) = (27S + 18)X2 − (9S + 3)X + 3S + 2,

P2(S, X) = (27S + 18)X2 + (9S + 3)X + 3S + 2, (3)
P3(S, X) = (27S + 9)X2 − (9S + 6)X + 3S + 2,

P4(S, X) = (27S + 9)X2 + (9S + 6)X + 3S + 2,

Q5(X) = Q7(X) = 9X2 − 3X + 1,

Q6(X) = Q8(X) = 9X2 + 3X + 1,

F (X) = X2 −X + 1

are polynomials in Z[S, X ]. Then

F (Pj(S, X)) = 3Qj(S, X)Qj+4(X) (4)
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for j = 1, . . . , 4. Moreover for every fixed positive integer s polynomials Qj(s, X),
Qj+4(X), Pj(s, X) ∈ Z[X ] are irreducible in Q[X ] for j = 1, . . . , 4.

Proof. A trivial verification shows that

F (Pj(S, X))− 3Qj(S, X)Qj+4(X) = 0

for j = 1, . . . , 4. Note that discriminants D(Qj+4) of polynomials Qj+4(X) are
less than 0 for j = 1, . . . , 4. Moreover, let s be a fixed positive integer, then an
easy computation shows that

D(Qj) = −3(3s + 2)4 for j = 1, 2,

D(Qj) = −3(3s + 1)4 for j = 3, 4,

D(Pj) = −27(s + 1)(9s + 5) for j = 1, 2,

D(Pj) = −27(3s + 2)(9s + 2) for j = 3, 4.

Since deg(Qj+4(X)) = deg(Qj(s, X)) = deg(Pj(s, X)) = 2 for j = 1, . . . , 4,
polynomials are irreducible in Q[X ]. ��

Now we present the algorithm which generates primes p and q such that q|p2 −
p+1, where p ≡ 2 (mod 3). Let us fix a pair of polynomials Pj , Qi from Lemma
1, where j = 1, · · · , 4 and i = j or i = j + 4 and an arbitrary positive integer A.

Algorithm 2. (selection of p ≡ 2 (mod 3) and q, such that q | p2 − p + 1)

1. Random(s) : s ∈ [ 1, A ], s ∈ N ;
2. do
3. do
4. Random(r) : r ∈ [N, 2N ], r ∈ N ;
5. p := Pj(s, r) ;
6. q := Qi(s, r) ; 1

7. while not IsPrimeQuick (p, q) ;
8. while not IsPrime (p, q) ;
9. return (p, q) .

Theorem 3. Assume Hypothesis H. Then there exist constants b0 and N0 such
that for every integer N ≥ N0 and an arbitrary real λ ≥ 1, Algorithm 2 generates
primes p ≡ 2 (mod 3) and q, key parameters for the XTR cryptosystem, such
that q|p2 − p + 1 and q � N2, p � N2 with probability greater than or equal
to 1 − e−λ after repeating [b0λ log2 N ] steps of the algorithm. Every step of the
algorithm takes no more than PT bit operations.

In order to prove Theorem 3 we need the following technical lemma.

Lemma 2. Let s be a fixed natural number and

Hj(s, X) = Pj(s, X)Qj(s, X)Qj+4(X) ∈ Z[X ],

where polynomials Pj , Qj , Qj+4 are (3) for j = 1, . . . , 4. Then, Hj(s, x) has no
fixed divisor > 1.
1 Note that polynomials Qi depends only on r for i = 5, . . . , 8.



New Key Generation Algorithms for the XTR Cryptosytem 443

Proof. We first observe that for any fixed integer s

H1(s, 0) = H2(s, 0) = (3s + 2)(3s2 + 3s + 1),
H1(s, 1) = H2(s,−1) = 7(21s + 17)(21s2 + 33s + 13)

H1(s,−1) = H2(s, 1) = 13(39s + 23)(39s2 + 45s + 13).

Similarly

H3(s, 0) = H4(s, 0) = (3s + 2)(3s2 + 3s + 1),
H3(s,−1) = H4(s, 1) = 13(39s + 17)(39s2 + 33s + 7),
H3(s,−4) = H4(s, 4) = 157(471s + 170)(471s2 + 339s + 61).

We show that

(H1(s, 0), H1(s, 1), H1(s,−1)) = 1, (5)
(H3(s, 0), H3(s,−1), H3(s,−4)) = 1.

We give the proof only for the first case. The second case is similar and we
left it to the reader. Suppose that there is a prime p such that p |3s + 2 and
p |21s + 17. Then p |21s + 14. Since p divides difference last two numbers then
p |3. Since 3 � | 3s + 2 and 3 � | 21s + 17 we get

( 3s + 2, 21s + 17 ) = 1 for s ∈ N. (6)

Now we suppose that there is a prime p such that p |3s+2 and p |21s2+33s+13.
Then p |6(3s + 2)2 and p |3(21s2 + 33s + 13) and so p |15s + 11. By assumption
p |3(3s + 2) this gives p |1. We obtain that

( 3s + 2, 21s2 + 33s + 13 ) = 1 for s ∈ N. (7)

We observe that 7 |3s + 2 when s ≡ 4 (mod 7), but in this case 7 � | 39s + 23
and 7 � | 39s2 + 45s + 13. Moreover 13 |3s + 2 for s ≡ 8 (mod 13), but then
13 � | 21s + 17 and 13 � | 21s2 + 33s + 13. From (6), (7) we have that

( 3s + 2, H1(s, 1), H1(s,−1) ) = 1 for s ∈ N. (8)

Suppose that there is a prime p such that p |3s2 + 3s + 1 and p |21s2 + 33s + 13.
Then p |12s+6 which gives that p |2 or p |3 or p |2s+1. In the last case p |3(2s+1)2

and by assumptions p |4(3s2 + 3s + 1) we have p |1. Because 3s2 + 3s + 1 ≡ 1
(mod 2, 3) and 21s2 + 33s + 13 ≡ 1 (mod 2, 3), we have

( 3s2 + 3s + 1, 21s2 + 33s + 13 ) = 1 for s ∈ N. (9)

Now we suppose that there is a prime p such that p |3s2 +3s+1 and p |21s+17.
Then p |(21s+17)2 and p |147(3s2 +3s+1) which gives p |273s+142. Moreover,
p |13(21s + 17) and consequently p |79. It is easy to see that 79 |21s + 17 and
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79 |3s2 + 3s + 1 when s ≡ 18 (mod 79), but in this case 79 � | 39s + 23 and
79 � | 39s2 + 45s + 13. We conclude that

( 21s + 17, 3s2 + 3s + 1, H1(s,−1) ) = 1 for s ∈ N. (10)

We observe that 7 |3s2 + 3s + 1 when s ≡ 1, 5 (mod 7), but then 7 � | 39s + 23
and 7 � | 39s2 + 45s + 13. Moreover we can see that 13 |3s2 + 3s + 1 when s ≡ 5, 7
(mod 13), but then 13 � | 21s + 17 and 13 � | 21s2 + 33s + 13. We conclude from
(9), (10) that

( 3s2 + 3s + 1, H1(s, 1), H1(s,−1) ) = 1 for s ∈ N. (11)

Finally (5) follows from (8),(11). ��

Now we give the proof of Theorem 3.

Proof. Let s be an integer, s ∈ [1, A], where A denotes an arbitrary fixed
constant. Let r ∈ [N, 2N ], r ∈ N. Assume that the algorithm finds primes
p = Pj(s, r) and q = Qi(s, r), for fixed j = 1, · · · , 4 and i = j or i = j + 4.
It follows from Lemma 1 that q|p2 − p + 1, p ≡ 2 (mod 3), so that the algo-
rithm generates key parameters for the XTR cryptosystem.

By Lemma 1 polynomials Pj(s, X), Qi(s, X) are irreducible in Q[X ]. Let
Hj(s, X) = Pj(s, X)Qi(s, X) ∈ Q[X ]. Lemma 2 implies that there not exists
an integer m > 1 divides Hj(s, x) for every integer x. Therefore polynomials
Pj(s, X), Qi(s, X) satisfies assumptions of Hypothesis H. We conclude from (1)
that there exists an integer N0 such that for every integer N ≥ N0

QN(Pj(s), Qi(s)) = |{r : 1 ≤ r ≤ N : Pj(s, r) = p, Qi(s, r) = q}|

=
C(s)

4

∫ N

2

du

log2 u
+ o

(∫ N

2

du

log2 u

)
,

where p, q are prime and

C(s) =
∏

l

{(
1− 1

l

)−2 (
1− ρ(l)

l

)}
, (12)

the product (12) being taken over all primes and ρ(l) being the number of solu-
tions of the congruence Hj(s, X) ≡ 0 (mod l). By (2) we obtain

|{r : N ≤ r ≤ 2N, Pj(s, r) = p, Qi(s, r) = q}| ∼ C0(s)
N

log2 N
,

where C0(s) = C(s)4−1. We denote by Ar the event that a random integer
r ∈ [N, 2N ] is such that Pj(s, r) and Qj(s, r) are prime. Hence the probability
that in k trials Ar does not occur is(

1− C0(s)
log2 N

)k

= exp
(

k log
(

1− C0(s)
log2 N

))
≤

≤ exp
(
−C0(s)k
log2 N

)
≤ e−λ
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for an arbitrary real λ ≥ 1 and k = b0λ log2 N , where b0 = C0(s)−1. Hence
the probability that in k trials Ar does occur is greater or equal to 1− e−λ. So
after repeating [b0λ log2 N ] steps, the algorithm finds an integer r and primes
p = Pj(s, r) and q = Qj(s, r) with probability greater or equal to 1− e−λ.

Now, we estimate the number of bit operations required to carry out the
steps of the algorithm. It takes a fixed numbers of time to generate a random
bit, and O(log N) bit operations to generate a random integer r ∈ [N, 2N ]. Poly-
nomials’ Pj , Qi value computation can be done with O(log2 N) bit operations.
Probabilistic primality test takes no more than O(log3 N) operations. The most
time-consuming step of the algorithm is the deterministic primality test for num-
bers p and q which takes no more than PT operations. ��

3.1 General Version of Algorithm 2

The main idea of this algorithm is similar to method from section 3, but analysis
of running-time is more complicated. Let us fix an arbitrary positive integer A.

Algorithm 4. (selection of p ≡ 2 (mod 3) and q, such that q | p2 − p + 1)

1. success:= false ;
2. Random(s) : s ∈ [ 1, A ], s �≡ 1 (mod 7) , s ∈ N ; 2

3. do
4. do
5. Random(r) : r ∈ [N, 2N ], r ∈ N ;
6. for j := 1 to 4 do
7. for i := 0 to 1 do {
8. p := Pj(s, r) ;
9. q := Qj+4i(s, r) ; 3

10. if IsPrimeQuick (p, q)
11. then success := true ;
12. break ; } 4

13. while not success ;
14. while not IsPrime ( p, q) ;
15. return ( p, q ) .

Theorem 5. Assume Hypothesis H for any pair of polynomials (Pj(X, s),
Qi(X, s)) (see 3), where j = 1, · · · , 4 and i = j or i = j + 4. Then there ex-
ist constants b1 and N1 such that for every integer N ≥ N1 and an arbitrary
real λ ≥ 1, Algorithm 4 generates primes p ≡ 2 (mod 3) and q, key parameters
for the XTR cryptosystem, such that q|p2 − p + 1 and q � N2, p � N2 with
probability greater than or equal to 1 − e−λ after repeating [b1λ log2 N ] steps of
the algorithm. Every step of the algorithm takes no more than PT bit operations.

In order to prove Theorem 5 we need the following technical lemma
2 The assumption that s �≡ 1 (mod 7) we need only for analysis of this algorithm. In

practice we can choose any s ∈ N.
3 Note that for i = 1 polynomial Qj+4i depends only on r.
4 Go to 14.
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Lemma 3. Let s �≡ 1 (mod 7) be a fixed natural number and

H(s, X) =
4∏

j=1

Pj(s, X)Qj(s, X)
6∏

k=5

Qk(X) ∈ Z[X ].

Moreover let ρ(p) denote the number of solutions of the congruence H(s, X) ≡ 0
(mod p). Then ρ(p) < p for all primes p.

Proof. Factors of H(s, X) ∈ Z[X ] are irreducible in Q[X ] polynomials of degree
2 and coefficients of Pj , Qj for j = 1, · · · , 4 and Qk for k = 5, 6 are coprime for
every s ∈ N. Hence factors of H(s, X) can have no more than two roots modulo
p, where p is prime. Then ρ(p) ≤ 20 for p > 20. The proof for p < 20 is a matter
of straightforward computation. We leave it to the reader.

Now we give the proof of Theorem 5

Proof. Let s �≡ 1 (mod 7) be an integer, s ∈ [1, A], where A denotes an arbi-
trary fixed constant. It follows from Lemma 1 that the algorithm generates key
parameters for the XTR cryptosystem. Now, we denote by Ai the event that a
random integer r ∈ [N, 2N ] is such that at least one pair of polynomials

(Pj(s, r), Qi(s, r)) for j = 1, · · · , 4 and i = j or i = j + 4 (13)

has simultaneously prime values. Then the probability that at least one Ai

occurs is

P

(
8⋃

i=1

Ai

)
=

8∑
i=1

P (Ai)−
∑

1≤i1<i2≤8

P (Ai1 ∩Ai2) + · · · (14)

· · ·+
∑

1≤i1<···<i7≤8

P (Ai1 ∩ . . . ∩Ai7)− P (Ai1 ∩ . . . ∩Ai8 ).

As a first step we will bound the first term in (14). Let Hi(s, X) = Pj(s, X)
Qi(s, X) ∈ Q[X ] for j = 1, · · · , 4 and i = j or i = j + 4.

We conclude from Lemmas 1 and 2 that every pair of (13) satisfies assumptions
of Hypothesis H. Then there exists an integer N1 such that for every integer
N ≥ N1

QN(Pj(s), Qi(s)) = |{r : 1 ≤ r ≤ N : Pj(s, r) = p, Qi(s, r) = q}|

=
Ci(s)

4

∫ N

2

du

log2 u
+ o

(∫ N

2

du

log2 u

)
,

where p, q are prime and

Ci(s) =
∏

l

{(
1− 1

l

)−2 (
1− ρ(l)

l

)}
, (15)
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the product (15) being taken over all primes and ρi(l) being the number of
solutions of the congruence Hi(s, X) ≡ 0 (mod l), where j = 1, · · · , 4, and
i = j or i = j + 4. Hence we obtain that

|{r : N ≤ r ≤ 2N, Pj(s, r) = p, Qi(s, r) = q}| = C0
i (s)

N

log2 N
+ o

(
N

log2 N

)
,

where C0
i (s) = Ci(s)4−1, i = 1, · · · , 8. Then

8∑
i=1

P (Ai) =
c1(s)

log2 N
+ o

(
1

log2 N

)
, (16)

where

c1(s) =
∑

i=1,···,8
C0

i (s).

To estimate other terms of (14) we use the theorem below

Theorem 6. Let F1(n), . . . , Fg(n) be distinct irreducible polynomials with inte-
gral coefficients, and positive leading coefficient. Write

F (n) = F1(n) · · ·Fg(n),

let ρ(p) denote the number of solutions of

F (n) ≡ 0 (mod p),

and suppose that
ρ(p) < p, for all primes p.

Let x and y be real numbers satisfying

1 < y ≤ x.

Then

|{n : x− y < n ≤ x, Fi(n) prime for i = 1, . . . , g}|

≤ 2gg!
∏
p

(
1− ρ(p)

p

) (
1− 1

p

)−g
y

logg y

{
1 + 0F

(
log log 3y

log y

)}
.

Proof. see [9] ��

It is easily seen that

Aj ∩ Aj+4 for j = 1, · · · , 4 (17)
and Ak ∩ Ak+2, for k = 5, 6
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describe events that a random integer r ∈ [N, 2N ] is such that the corresponding
three polynomials attain prime values and similarly for intersection (14) with
more terms. We conclude from Lemmas 1 and 3 and Theorem 6 that∑

1≤i1<i2≤8

P (Ai1 ∩Ai2) ≤
c2(s)

log3 N
+ Os

(
log log N

log4 N

)
, (18)

where

c2(s) =
∑

k=1,...,6

ck(s)

and

ck(s) = 233!
∏
p

(
1− ρk(p)

p

) (
1− 1

p

)−3

the product (15) being taken over all primes and ρk(p) being the number of
solutions of the congruence Gk(s, X) ≡ 0 (mod p), where Gk(s, X) ∈ Z[X ]
denotes the product of irreducible three polynomials corresponding to events
(17) for k = 1, · · · , 6. Then from (16) and (18), we have that

P

(
8⋃

i=1

Ai

)
≥ c1(s)

2 log2 N
=

c2(s)
log2 N

,

where c2(s) = c1(s)
2 . Hence the probability that in k trials every Ai, i = 1, · · · , 8

does not occur is less or equal to(
1− c2(s)

log2 N

)k

= exp
(

k log
(

1− c2(s)
log2 N

))
≤

≤ exp
(
−c2(s)k
log2 N

)
≤ e−λ

for an arbitrary real λ ≥ 1 and k = b1λ log2 N , where b1 = c2(s)−1. We conclude
that the probability that in k trials at least one of Ai, i = 1, · · · , 8 does occur
is greater or equal to 1 − e−λ. From the above it follows that after repeating
[b1λ log2 N ] steps, the algorithm finds an integer r such that at least one pair
of (13) which have prime values with probability greater or equal to 1 − e−λ.
The number of bit operations required to carry out the steps of the algorithm is
similar to the one used in Algorithm 2. ��
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Abstract. Design a secure public key encryption scheme and its secu-
rity proof are one of the main interests in cryptography. In 2004, Canetti,
Halevi and Katz [8] constructed a public key encryption (PKE) from a
selective identity-based encryption scheme with a strong one-time signa-
ture scheme. In 2005, Boneh and Katz [6] improved Canetti-Halevi-Katz
construction by replacing a strong one-time signature with a message au-
thentication code, but it is not publicly verifiable. Later, Boyen, Mei and
Waters [7] constructed PKE scheme directly from Waters’ IBE scheme
[17], which is only secure against direct chosen-ciphertext attack and
is not secure against adaptive chosen-ciphertext attack. In 2006, Tan
[16] further improved the efficiency of Canetti-Halevi-Katz (CHK) con-
struction by directly from Boneh-Boyen identity based encryption (IBE)
scheme [4] with a weak one-time signature. In this paper, we construct
an efficient public key encryption scheme without one-time signature,
which preserves a publicly verifiable property and secure against adap-
tive chosen-ciphertext attack. The construction of the proposed scheme
is based on Boneh-Boyen identity-based encryption (IBE) scheme [2] and
a trapdoor function. We also show that the proposed scheme is more ef-
ficient than CHK construction.

Keywords: Cryptography, public key encryption, bilinear maps.

1 Introduction

Design a secure public key encryption scheme and its security proof are one of the
main interests in cryptography. The security notion of encryption scheme against
adaptive chosen ciphertext attack (CCA2) was first introduced by Rackoff and
Simon [14]. This security notion was later widely accepted to provide the right
level of security for public key encryption (PKE) scheme, which is also referred
as an IND-CCA2 secure scheme. In 1998, Cramer and Shoup [9] constructed the
first practical and provably secure public key encryption scheme against adaptive
chosen ciphertext attack under the standard assumptions in the standard model.
From 1998 to 2004, Cramer-Shoup scheme and its variants remained the only
practical and secured schemes in the standard model.

In 2004, Canetti, Halevi and Katz [8] gave a generic construction of public
key encryption scheme, which is different from Cramer-Shoup scheme. Their con-

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 450–459, 2006.

c© Springer-Verlag Berlin Heidelberg 2006
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struction is a black-box transformation from a secure selective identity based en-
cryption scheme against chosen-plaintext attack to an IND-CCA2 public key en-
cryption scheme (PKE) by using strong one-time signature scheme. The main ad-
vantage of Canetti-Halevi-Katz construction (CHK) over Cramer-Shoup scheme
[9] is that the validity of a ciphertext can be verified publicly; while Cramer-
Shoup scheme can only be verified with a private key. Since then, few attempts
try to enhance the efficiency of CHK construction. In 2005, Boneh and Katz [6]
improved the efficiency by replacing a one-time signature with a message authen-
tication code. But, the Boneh-Katz construction is no longer publicly verifiable.
Later, Boyen, Mei and Waters [7] constructed a PKE scheme which is only se-
cure against direct chosen ciphertext and is not secure against adaptive chosen
ciphertext attack. In 2006, Tan [16] further improved the efficiency of CHK con-
struction by directly from Boneh-Boyen identity based encryption (IBE) scheme
[4] with a weak one-time signature. In this paper, we construct an efficient public
key encryption scheme without one-time signature, which preserves the publicly
verifiable property. The construction of the proposed scheme is based on Boneh-
Boyen IBE scheme [2] and a trapdoor function. We showed that the proposed
scheme is secure against adaptive chosen ciphertext attack and as efficient as
Boneh-Boyen IBE scheme [2].

Organization of Paper
The paper is organised as follows: In Section 2, we briefly describe bilinear maps
and its properties; and bilinear Diffie-Hellman inversion assumptions. In Sec-
tion 3, we construct a public key encryption scheme based on Boneh-Boyen
identity-based encryption (IBE) scheme and a trapdoor function. In Section 4,
the computational complexity of the proposed scheme is compared with other
scheme which is based on Canetti-Halevi-Katz construction. We showed that the
proposed scheme is as efficient as Boneh-Boyen IBE scheme. Section 5 gives a
detailed proof of the proposed encryption scheme which is secure against CCA2
under the decisional bilinear Diffie-Hellman inversion assumption (DBDHI) in
the standard model.

2 Bilinear Maps and Assumptions

Let G1 and G2 be cyclic groups of prime order p and g be a generator of G1.
Let e be an admissible bilinear map : G1 ×G1 → G2 satisfying the following:

- e is bilinear : For all u, v ∈ G1 and a, b ∈ Z∗
p , then e(ua, vb) = e(u, v)ab.

- e is non-degenerate : e(g, g) �= 1.
- e is efficiently computable of e(u, v) for ∀ u, v ∈ G1

Definition 1. (Bilinear Diffie-Hellman Inversion Problem (BDHI)). Given a (q +
1)-tuple (g, gx, · · · , gxq

) ∈ Gq+1
1 where x ∈ Z∗

p , output e(g, g)1/x.

Definition 2. (Decisional Bilinear Diffie-Hellman Inversion Problem (DBDHI)).
Given a (q + 2)-tuple (g, gx, · · · , gxq

, T ) ∈ Gq+1
1 × G2 where x ∈ Z∗

p , decide
T = e(g, g)1/x.
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Definition 3. (DBDHI Assumption). We say that (t, ε)-DBDHI assumption holds
if no t-time algorithm has the probability of at least ε in solving the DBDHI
problem. That is,∣∣Pr[A(g, gx, · · · , gxq

, e(g, g)1/x) = 1] − Pr[A(g, gx, · · · , gxq

, T ) = 1]
∣∣ ≥ ε,

where the probability is over the random choice of x ∈ Z∗
p , the random choice of

T ∈ G2.

Now, we give a definition of a target collision resistant hash function, which was
defined by Cramer and Shoup [9], as follows.

Definition 4. (Target Collision Resistance). Let w̄ and n̄ be two positive integers.
We say that a family of hash function H = {Hk : {0, 1}w̄ → {0, 1}n̄}k∈K is
(t, εH)-target collision resistance hash function if the probability of any t-time
algorithm A is

Pr[ Hk(x) = Hk(y) and y �= x : given x ∈ {0, 1}w̄, k ← K; y ← A(k) ] < εH .

3 Propose Encryption Scheme

In this section, we construct a public key encryption scheme which is called PE1.
The proposed scheme is constructed from Boneh-Boyen IBE scheme (BB-E) [2]
based on DBDHI assumption; and a trapdoor function. This construction con-
verts a secure selective identity-based encryption scheme against chosen plain-
text attack to a secure public key encryption against adaptive chosen ciphertext
attack (IND-CCA2). The proposed scheme does not require a strong one-time
signature scheme and is different from Canetti-Halevi-Katz construction. Before
describing the proposed public key encryption scheme, we first give a definition
of a public key encryption scheme.

A public key encryption scheme PE consists of four algorithms (P ,K, E ,D).
The parameter set up P selects an appropriate security parameters. The key
generation algorithm K generates a key pair (pk, sk) ← K where pk is a public
key and sk is a private key. The encryption algorithm E takes a public key pk
and a plaintext m, returns a ciphertext c ← E(pk, m). The decryption algorithm
D takes a private key sk and a ciphertext c, returns m = D(sk, c).

Param: Let G1 and G2 be groups of prime order p, let g be a generator of G1

and e be an admissible bilinear map from G1 ×G1 into G2. Let two families of
functions H1 = {Hk̄1

: {0, 1}w̄1 → {0, 1}n̄1}k̄1∈K1
and H2 = {Hk̄2

: {0, 1}w̄2 →
{0, 1}n̄2}k̄2∈K2

be target collision resistant hash functions, where w̄1, w̄2, n̄1

and n̄2 are integers such that n̄1, n̄2 < log2 p and K1 and K2 are key spaces.

Keygen: Choose randoms x, y, z ∈ Z∗
p and compute g1 = gx, g2 = gy, h1 = gz

2

and Z = e(g, g). Select Hk̄1
∈ H1 and Hk̄2

∈ H2 for some k̄1 ∈ K1 and
k̄2 ∈ K2 respectively where k1 and k2 depend on G1, G2 and p. For simplicity,
denote Hk̄1

and Hk̄2
as H1 and H2 respectively. Then the public key is PK =

(g, g1, g2, h1, Z, H1, H2) and the private key is SK = (x, y, z).
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Encryption: To encrypt a message m, first choose randoms s, t ∈ Z∗
p and compute

the following sequentially:

c1 = Zsm, c2 = gs
2, v = H1(c1, c2), α = H2(gv

2ht
1) and c3 = (gα g1)s.

Then, the ciphertext is C = (c1, c2, c3, t).

Decryption: Upon receipt of ciphertext C = (c1, c2, c3, t), the receiver first
computes v = H1(c1, c2) and α = H2(gv

2ht
1). Then, the receiver checks c3 =

c
y−1(α+x)
2 (or e(c3, g2) = e(gα g1, c2)). If they are not equal, then output ⊥,

otherwise compute the plaintext as either

(a) Choose a random r ∈ Z∗
p and compute

m =
c1

e(c3cr
2, g1/(x+α+yr))

or

(b) The plaintext is computed as m = c1

e(cy−1
2 , g)

.

From the above two methods, method (b) is more efficient than method (a)
as it performs less exponentiation than method (a). It is noted that if v and
α are both replaced by identity and ignore the computation of α, then it is a
Boneh-Boyen IBE scheme. Hence, the proposed scheme only increases one multi-
exponentiation in both encryption and decryption respectively.

4 Performance Comparisons

In this section, we compare the proposed PKE scheme with a PKE scheme using
Canetti-Halevi-Katz’s construction (CHK construction) [8] with a strong one-
time signature scheme. We choose Boneh-Boyen IBE encryption scheme (BB-E)
[2] and Boneh-Boyen strong signature scheme (BB-S) [3] for the CHK construc-
tion. The reason is that Boneh-Boyen IBE encryption scheme [2] is same as
the proposed PKE scheme and Boneh-Boyen signature scheme is a well-known
efficiently secure strong signature scheme. We call this scheme as BB-E/BB-S
scheme and describe as follows:
BB-E/BB-S Scheme

Keygen: The key generation is similar to that of section 3 without h1 and H2.
Let H3 be a collision resistant hash function1. Then, the public key is PK =
(g, g1, g2, Z, H1, H3) and the private key is SK = (x, y).
Encryption: To encrypt a message m, one chooses random integers a, b, r, s ∈ Z∗

p

and computes the following:

e0 = ga, e1 = gb, α = H1(e0, e1),
c1 = Zsm, c2 = gs

2, c3 = (gα g1)s,

c = H3(c1, c2, c3) and σ = g1/(a+c+br).

Then, the ciphertext is C = (e0, e1, c1, c2, c3, σ, r).
1 This is slightly different from a target collision resistant hash function. It is defined

(informally) that it is hard to find x and y such that H3(x) = H3(y).
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Decryption: Upon receipt of the ciphertext C = (e0, e1, c1, c2, c3, σ, r),
the receiver first computes α = H1(e0, e1) and c = H1(c1, c2, c3), checks
e(σ, e0.g

c.er
1) = Z and e(c3, g2) = e(gα g1, c2) (or c3 = c

y−1(x+α)
2 ). If one of

the equations are not equal, then output reject symbol ⊥, otherwise choose a
random k ∈ Z∗

p and compute the plaintext as either

m =
c1

e(c3ck
2 , g1/(x+α+yk))

or m =
c1

e(cy−1

2 , g)
.

Let l1 and l2 be the length of the representation of an element in G1 and
G2 respectively. Let lp = log2 p, denote exp and m-exp be exponentiation and
multi-exponentiation respectively. Then, the performance comparisons are listed
in Table 1.

In general, the compuation of multi-exponentiation is 1.5 times of an expo-
nentiation. From Table 1, BB-E/BB-S scheme takes 1.5 exponentiation and 1
pairing more than the proposed scheme in encryption and decryption respec-
tively. Hence, the proposed scheme is more efficient than BB-E/BB-S scheme. In
order to have a actual timing of the two schemes, we run the simulation using
MIRACL software [13] on 3.0GHz Pentium IV computer. The supersingular el-
liptic curve and size of finite fields (which is 512 bits and p is 160 bits) are chosen
to be same as that of [5]. The timing of the two schemes is listed in Table 2.

Table 1. Performance Comparisons

Public Key Private Key Ciphertext Encryption Decryption
Costs Size Size Size

BB-E/BB-S 3l1 + l2 2lp 5l1 + l2 + lp 5 exp, 2 exp, 1 m-exp,
[4] 1 m-exp 2 pairing

Proposed 4l1 + l2 3lp 2l1 + l2 + lp 2 exp, 2 exp, 1 m-exp,
Scheme 2 m-exp 1 pairing

Table 2. Timing of PKE Schemes

Public Key Private Key Ciphertext Encryption Decryption
Size Size Size

BB-E/BB-S 4096 bits 320 bits 6304 bits 15.8ms 55.0ms
[4]

Proposed 5120 bits 480 bits 3232 bits 14.8ms 33.0ms
Scheme

In Table 2 above, the proposed encryption scheme is more efficient than BB-
E/BB-S scheme in term of encryption, decryption and ciphertext size. But the
public key size and private key size is slightly longer than that of BB-E/BB-S
scheme.
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5 Security Analysis

In this section, we give a security proof of the proposed encryption scheme PE1
secure against adaptive chosen ciphertext attacks. Security against adaptive cho-
sen ciphertext attack is defined in the following game.

Definition 5. (Adaptive Chosen Ciphertext Attack (CCA2)) Let PE =
(P ,K, E ,D) be a public key encryption. Let A be an attacker modeled as a prob-
abilistic Turning machine. Consider the following game played by a challenger
C and an adversary A.

Set Up. C takes a security parameter and runs the key generation algorithm to
obtain a public key pk and private key sk. It gives pk to A and keeps sk secret.

Phase 1. In this phase, A adaptively makes a number of decryption queries on
a ciphertext C. The challenger C responds with D(sk, C) or reject.

Challenge. A outputs two equal length plaintexts (m0, m1). The challenger C
picks a random b ∈ {0, 1}, computes a target ciphertext C∗ = E(pk, mb) and
gives it to A.

Phase 2. The adversary A continues to make decryption queries on a ciphertext
C as in Phase 1 except C �= C∗. The challenger C responds with D(sk, C) or
reject.

Guess. A outputs a bit b′ ∈ {0, 1}. It wins if b′ = b.

The advantage of an adversary A is defined as AdvIND−CCA2
PE (A) = |Pr[b′ = b] −

1/2|. A secure encryption scheme against adaptive chosen ciphertext attack is
defined as follows:

Definition 6. A public key encryption scheme PE = (P ,K, E ,D) is said to be
(t, qd, ε)-IND-CCA2 secure if the advantage of any t-polynomial time adversary
A is

AdvIND−CCA2
PE (t, qd) = maxA{AdvIND−CCA2

PE (A)} < ε,

where the maximum is over all A which runs in time t and makes at most qd

queries to the decryption oracle.

Before we state the main theorem, we first list the following useful lemma which
was defined by Cramer and Shoup in [15].

Lemma 1. ([15], Difference Lemma) Let E1, E2 and F be events defined on
some probability space. Suppose that the event E1 ∧ ¬F occurs if and only if
E2 ∧ ¬F occurs. Then ∣∣Pr[E1]− Pr[E2]

∣∣ ≤ Pr[F].

Theorem 1. The proposed encryption scheme PE1 is (t, qd, ε)-IND-CCA2 se-
cure, assuming that the (t′, ε′)-DBDHI assumption, the (t1, ε1)-target collision
resistant hash function H1 and the (t2, ε2)-target collision resistant hash func-
tion H2 hold, such that
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ε ≤ ε′ + ε1 + 2ε2 +
qd

p
,

where t′, t1 and t2 are essentially the same as t and qd < p.

Proof. This theorem is proved based on reductionist proof, that is, suppose
an adversary A could break the proposed encryption scheme PE1 in time t with
advantage ε, the goal is to construct an algorithm B which solves the DBDHI
problem in time t′ with advantage ε′. First, the algorithm B is given an instance
(g, A1, · · · , Aq, T ) ∈ Gq+1

1 ×G2, where Ai = gμi ∈ G2 for i = 1, · · · , q and some
unknown μ ∈ Z∗

p . The algorithm B’s goal is to output 1 if T = e(g, g)1/μ and
0 otherwise. Now, we construct the algorithm B as a simulator which interacts
with A in the IND-CCA2 game as follows:

Preparation: First, the algorithm B constructs g̃ ∈ G1 and Z, T1 ∈ G2 as follows:
P1. Choose randoms w1, · · · , wq−1 ∈ Z∗

p and let f(z) as f(z) =
∏q−1

i=1 (z + wi),
then f(z) can be written as f(z) =

∑q−1
i=0 ciz

i, where the constant c0 is non-zero.
P2. Compute g̃ =

∏q−1
i=0 Aci

i = gf(μ), ĝ =
∏q−1

i=0 Aci

i+1 = gμf(μ) = g̃μ and Z =
e(g̃, g̃).
P3. If g̃ = 1, then there exists some j such that wj = −μ. In this case, the
algorithm B would be able to solve BDHI problem and hence DBDHI problem.
Hence, we assume that wi �= −μ for 1 ≤ i ≤ q − 1.
P4. B computes T1 = T c2

0 · T0, where

T0 =
q−2∏
i=0

q−1∏
j=1

e(Ai, Aj)ci+1cj =
q−2∏
i=0

q−1∏
j=1

e(gμi

, gμj

)ci+1cj with A0 = g.

It is easily checked that T1 = e(gf(μ)/μ, gf(μ)/μ) = e(g̃, g̃)1/μ if T = e(g, g)1/μ,
otherwise T1 is random in G2 \ {T0}.
P5. Let H1 and H2 be sub-function of H1 and H2 with key index K1 and K2

by the two cyclic groups G1, G2 and p respectively.

Key Set Up: B chooses randoms k, a, z ∈ Z∗
p and computes the following sequen-

tially

α∗ = H2(ĝk), b = α∗a−1 and h̃1 = g̃z
2 .

As the algorithm B does not know μ, we implicitly define x = −a(μ + b) and
y = μ so that g̃1 = ĝ−ag̃−α∗

= g̃−a(μ+b) = g̃x and g̃2 = ĝ = g̃μ = g̃y. Then the
algorithm B gives the public key PK = (g̃, g̃1, g̃2, h̃1, Z, H1, H2) to A and
keeps the private key SK = (x, y, z) secret, where x and y are unknown to B.

Phase 1: The adversaryA makes a number of decryption queries. If the adversary
submits a ciphertext C = (c1, c2, c3, t) for decryption, B first computes v =
H1(c1, c2) and α = H2(g̃v

2 h̃t
1); and checks α = α∗. If there are equal, then

the simulation aborts (as B is not able to decrypt the ciphertext), otherwise B
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checks e(g̃αg̃1, c2) = e(c3, g̃2). If there are not equal, then return ⊥, otherwise
generates a decryption key DK = (d1, d2) as follows:
Ph1. Randomly pick wi from {w1, · · · , wq−1} for 1 ≤ i ≤ q − 1 such that wi is
not chosen before.
Ph2. B computes r ∈ Zp such that (r − a)(μ + wi) = α + x + ry. Subsitute x
and y into the equation, we have

(r − a)(μ + wi) = α− a(μ + b) + rμ

and obtain r = a + α−ab
wi

∈ Zp.
Ph3. Then, the decryption key is d2 = r and

d1 = (g̃1/(μ+wi))1/(r−a) = g̃1/(μ+wi)(r−a) = g̃1/(α+x+ry).

Finally, B returns the plaintext m as follows:

m =
c1

e(c3c
d2
2 , d1)

.

Challenge: After the number of queries in Phase 1, A outputs two equal length
messages m0 and m1 on which it wishes to be challenged. B flips a fair coin
b ∈ {0, 1}, chooses a random number γ ∈ Z∗

p and computes

c∗1 = T γ
1 ·mb, c∗2 = g̃γ , c∗3 = g̃−aγ , v∗ = H1(c∗1, c∗2), t∗ = (k − v∗)z−1 mod p.

Then, B responds the challenge ciphertext C∗ = (c∗1, c∗2, c∗3, t∗). It can be
checked that C∗ is valid encryption of mb by first defining s∗ = γ/μ. If T1 =
e(g̃, g̃)1/μ, then

T γ
1 = e(g̃, g̃)γ/μ = e(g̃, g̃)s∗

,

c∗2 = g̃γ = g̃
γ/μ
2 = g̃s∗

2 ,

c∗3 = g̃−aγ = g̃−aμ(γ/μ) = g̃(x+α∗)(γ/μ) = (g̃α∗ · g̃1)s∗
.

On the other hand, if T1 is random in G2 \ {T0}, then C∗ is independent of
the bit b in the adversary’s view.

Phase 2: The adversaryA continues to make the decryption queries on ciphertext
C similar to Phase 1 except C = C∗.

Guess: After the number of decryption queries, the adversary A returns a bit
b′ ∈ {0, 1}. If b �= b′, the algorithm B return β′ = 0, else it returns β′ = 1. This
completes the description of the simulator. Note that the simulator behaves
exactly the same as in the original public key encryption except the abortion in
Phase 1, we will discuss this below.

Analysis: We analyse the success probability of B by considering a sequence of
the ”indistinguishable” modified games from game G0 to game G3, where G0 is
the original game and the last game G3 gives no advantage to the adversary A.
Let b′ ∈ {0, 1} be the output of A and Ei be the event that b′ = b in the game
Gi for 0 ≤ i ≤ 3. Then, we have

AdvIND−CCA2
PE1 (A) =

∣∣Pr[E0]− 1/2
∣∣

and the sequence of games are described as follows:
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Game G1: First, game G0 is modified to a new game G1 such that the decryption
oracle in Phase 1 is modified with the rejection rule as follows : If the adversary
submits a ciphertext C = (c1, c2, c3, t) with α = α∗, where α = H1(g̃v

2 h̃t
1)

and v = H1(c1, c2), the decryption oracle immediately outputs reject and halt.
Since the adversary has no information (in a statistical sense) about α∗ from the
challenge ciphertext C∗, hence the chance of having α = α∗ is ε2. Therefore, by
Lemma 1, we have

∣∣Pr[E1]− Pr[E0]
∣∣ ≤ ε2.

Game G2: To turn game G1 to a new game G2, the decryption oracle in Phase
2 is modified such that the rejection rule is applied as follows: If the adversary
A submits a ciphertext C = (c1, c2, c3, t) with (c1, c2) �= (c∗1, c∗2) such that
either (v = v∗, t = t∗) or α = α∗ where v = H1(c1, c2) and α = H2(g̃v

2 h̃t
1),

then the decryption oracle immediately outputs reject and halt. The chance of
having the above two cases are ε1 and ε2 + qd

p respectively2. Hence, by Lemma
1, we have

∣∣Pr[E2]− Pr[E1]
∣∣ ≤ ε1 + ε2 + qd

p .

Game G3: In this game, the encryption oracle is modified so that c∗1 is replaced
by random c′1 in G2. Due to this change, c′1 does not depend on T , then Game G3

and Game G2 are equal unless the adversaryA can distinguish e(g, g)1/μ from the
random element in G2. Hence, we have

∣∣Pr[E3]−Pr[E2]
∣∣ ≤ ε′. Furthermore, since

c′1 is independent of the challenge bit b and does not provide any information in
the adversary’s view, therefore we have Pr[E3] = 1/2.

Combine the results from the above games, we immediately obtain the fol-
lowing:

ε ≤ ε′ + ε1 + 2ε2 +
qd

p
.

6 Conclusion

In this paper, we constructed an efficient public key encryption with publicly
verifiable. The proposed public key encryption scheme is secure against adap-
tive chosen ciphertext attack based on the hardness of decisional bilinear Diffie-
Hellman inversion assumption and the target collision resistance hash functions.
Furthermore, the computational complexity is almost as efficient as Boneh-Boyen
IBE encryption scheme with only an increase of one multi-exponentiation in both
encryption and decryption.
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Abstract. An electronic purchase is an essential operation of electronic com-
merce. Fairness in the exchange of money and product, as well as anonymity of 
the buyer, are desirable features. In Asiacrypt 2003, C.H. Wang [8] presented a 
purchase protocol satisfying both anonymity and fairness, adapting the anony-
mous payment system of Brands [2], using a restrictive confirmation signature 
scheme. Later, In Asiacrypt 2004, Feng Bao [1] demonstrated that Wang’s pro-
tocol [8] can be vulnerable to attacks produced by colluding users, and he af-
firmed that the protocol cannot be corrected due to the anonymity of the proto-
col. We will show that it is possible to correct Wang’s protocol in order to 
avoid colluding attacks. We present a solution that modifies slightly the original 
protocol, maintaining the anonymity and untraceability of the original version. 
Finally, we discuss the convenience to achieve the property of timeliness. 

1   Introduction 

Some electronic services require an exchange of elements between two or more users. 
A fair exchange of values always provides an equal treatment to all the users, and, at 
the end of the execution of the exchange, all parties have the element that wished to 
obtain, or the execution has not been solved successfully (in this case nobody has the 
expected element). 

Among the electronic applications that require a fair exchange of information we 
can find electronic contract signing, certified electronic mail and electronic purchase 
(payment in exchange for a receipt or a digital product).  

The exchange of a payment and a receipt (or a digital product) occurs in an elec-
tronic purchase, in which different kinds of payment systems can be used. Even 
though the payment is executed during the purchase operation, the buyer doesn’t ob-
tain the tangible product until it is delivered to him. The confidence in the service is a 
fundamental aspect, and the user will be more motivated to make the payment if he 
receives a receipt that will demonstrate (without possible repudiation on the part of 
the seller) that the user has made the payment. In the purchase of a digital product, the 
exchange is slightly different. Now it is not necessary that the seller sends a receipt to 
the buyer, instead he will send the digital product directly, but the fairness of the ex-
change is still required since the buyer doesn’t want to pay if he isn’t sure that he will 
receive the product, whereas the salesman doesn’t want to send the product before re-
ceiving the payment.  
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The fair exchange of a coin for a receipt or for a product (also called fair payment 
or fair purchase) is required in the use of electronic cash systems [2, 5, 6, 8] for the 
purchase of goods or services offered electronically. In payments using credit cards, 
instead, the purchase order including the card number (and the signature) is ex-
changed for the receipt or digital good. Although the fair payment using credit card 
can be considered an application of the contract signing protocols, fair payments us-
ing electronic cash, where the coins are part of the exchange (element provided by the 
buyer), require specific exchange protocols, and cannot be considered an application 
of the contract signing protocols due to some specific features. The interruption of the 
exchange can result in the loss of a coin for both parties or the loss of anonymity of a 
pretended anonymous user. As an example, in an off-line anonymous system, if the 
buyer does not know if the seller has received the coin, he cannot spend the coin 
again, because if the seller has received the coin the buyer would be identified and ac-
cused of double spending of coins. 

The interruptions can be due to net failures or fraudulent behavior. Consequently, it is 
possible that the buyer provides the coin and do not obtain the good or receipt from the 
seller, or that the seller sends the good and do not receive the coin. Atomicity [7] allows 
linking a group of operations so they must be executed totally or not executed at all. 

Anonymity is a desired feature in payments [2, 3, 5, 8]. For this reason it is inter-
esting that the purchase protocols maintain the anonymity of the payment protocol, so 
adding atomicity [3, 4] to an anonymous payment system we will have an anonymous 
fair payment protocol.  

A trusted third party (TTP) can be used to solve conflicts between the users if the 
exchange is not completed, but it is desirable that the TTP doesn’t participate in each 
protocol run [5]. In a fair payment protocol, it is also desirable that the bank doesn’t 
check the coin during the payment (off-line payment).  

Brands payment system [2] is both anonymous and off-line. Adding atomicity to 
Brands protocol will result in an anonymous fair exchange protocol. In [8], Wang pre-
sented a fair payment protocol that can be used with Brands payment system. In sec-
tion 2, Wang’s protocol is described, including Brands payment protocol and the ap-
plication of Wang’s fair payment protocol to Brands system. Section 3 enunciates 
Bao’s attack [1] to Wang’s protocol. Section 4 presents the modification to Wang’s 
protocol to solve the vulnerability. Finally, section 5 includes an analysis of the modi-
fied protocol discussing the convenience of an asynchronous approach. 

2   Wang’s Protocol 

Wang’s protocol [8] involves four parties: the buyer (U), the seller (M), the bank (B) 
and the trusted third party (TTP). According to Wang, in an e-cash system fairness 
cannot be achieved because the buyer must send true electronic coins (e-coins) to the 
seller. For this reason, he decides to use pseudo e-coins that can be converted to true 
e-coins by the TTP. The buyer applies a Restrictive Confirmation Signature Scheme 
(RCSS) to sign the purchase agreement that includes the names of both buyer and 
seller, price of the item, date of the purchase and other parameters. The RCSS pro-
vides anonymity to the system protecting the buyer purchase information, because the 
RCSS restricts the capacity of the parties to confirm it. 
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SignDCS(S, C, m), represents a signature of S over the message m that can be con-
firmed by C. G = {Vi}i=1,...,n are a group of verifiers predetermined by S. Then 
SignRCSS(S, C, G, m) is a Restrictive Confirmation Signature over m if C can convince 
only a specific group of verifiers Vi ∈ G of the validity of SignRCSS(S, C, G, m).  

The protocol is formed by three procedures: withdrawal, payment and deposit. If 
the TTP is required, an additional procedure (dispute resolution) can be executed.  

 

• Withdrawal. The buyer U withdraws the money from the bank B and obtains an e-
coin. A blind signature is applied to obtain anonymity. 

• Payment. The buyer U and the seller M exchange an electronic coin and a product 
(or receipt). U and M have a purchase agreement, a document that contains the 
price and the description of the product. The buyer sends enough pseudo e-coins 
and the signature RCSS over the agreement to M. The buyer doesn’t send true e-
coins until the product has been checked.  

1. U selects the product from M’s web and signs a purchase agreement: 
        = SignRCSS(U, M, TTP, OA) 
       OA = {IDU, IDM, data/purchase information, product description, coin parameters} 

  2. U sends the pseudo e-coins and  to M. 
 3. M checks the pseudo e-coins and . If both are valid, M sends the product to 

U. If the purchase doesn’t conclude successfully, M can prove the validity of  
to the TTP (thanks to the RCSS) and requests the conversion of the pseudo e-
coins to true e-coins. 

4. U checks the product received from M. If the product is correct, U sends the 
true e-coins to M. 

• Disputes. Two kinds of disputes can arise between the parties. In the first case, M 
can refuse to send the product to U or try to cheat with a false product. Then, U 
will not send the true e-coins to M. In the second case, U can refuse to send the true 
e-coins to M after the reception of the product. Then, M will contact with the TTP 
executing the dispute resolution procedure to convert the pseudo e-coins into true 
e-coins. 
  1. M sends the pseudo e-coins, the order agreement OA and the signed order 

agreement  to the TTP and proves that  is a valid signature of U. Nobody ex-
cept M and TTP can be convinced of the validity of , because a RCSS is used 
in the construction of  (  =SignRCSS(U, M, TTP, OA).  
2. M sends the product to the TTP. The TTP checks the description of the prod-
uct in OA. Then, the TTP sends to M a transformation certificate (TCer) that can 
be used for the conversion of the pseudo e-coins into true e-coins. 

• Deposit. Normally, M sends true e-coins for deposit. Alternatively, he can deposit 
pseudo e-coins together with their transformation certificate (TCer). 

2.1   Brand’s Payment Protocol 

This section includes a summary of Brands payment system [2], that later will be used 
to show how Wang’s fair payment protocol works. 

 

• Initialization. Let p and q be two large primes. The Bank publishes a generator tu-
ple (g, g1, g2) in Gq (Gq � Zp

*) and two collision resistant hash functions: H: 
Gq×Gq×Gq×Gq×Gq Zq

* and H0: Gq×Gq×ID×DATE/TIME  Zq
*. The Bank  
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generates a random number xB  Zq
* as his secret key corresponding to the public 

key yB (yB = gxB mod p). 
• Account opening. The buyer U randomly selects u1  Zq

* and sends I=g1
u1

mod p to 
the Bank if Ig2  1. The identifier I is used as an account number for U. The Bank 
publishes the values g1

xB
mod_p and g2

xB
mod_p so that U can compute z = (Ig2)

xB
mod_p. 

• Withdrawal. U withdraws an amount of money from his account. 
1. U shows to the Bank that he is the owner of his account signing a request. 
2. The Bank generates a random w, and sends e1=gw

mod p and e2=(Ig2)
w

mod p to U. 
3. U selects randomly x1, x2, u, v, s ∈ Ζq

* and calculates A = (Ig2)
s
 mod p,                 

B=g1
x1g2

x2
mod p,  z′=zs

mod p, e1′=e1
ugv

mod p, e2′=e2
suAv

mod p, c′= H(A,B,z′,e1′,e2′)mod q  
and sends c = c′/u mod q to the Bank. 

4. The Bank sends r = cx + wmod q to U. 
5. U calculates r′ = ru + v mod q and verifies gr = yB

c e1 mod p and (Ig2)
r = zc e2mod p. 

• Payment. U pays the seller (M) an amount of money. 
1. U sends to M: A, B, and its signature 
  Sign(A, B) = (gr′ = yB

H(A, B, z′, e1′, e2′)· e1′, Ar′ = z′H(A, B, z′, e1′, e2′)· e2′, (z′, e1′, e2′, r′)). 
2. If A ≠ 1, M sends d = H0(A, B, IM, date/time) to U. 
3. U sends r1 = d(u1s) + x1 mod q and r2 = ds + x2 mod q to M. 
4. M verifies the signature of the Bank over the coin: Sign(A, B), gr’= e1'* yB

c’ mod p, 
Ar’= e2',*z

c’ mod p, and accepts the payment if g1
r1g2

r2 = AdB. 
• Deposit. M deposits an electronic coin in his account. 

1. M sends the coin to the Bank: A, B, Sign(A, B), (r1, r2) and (date/time). 
2. If A = 1, then the Bank doesn’t accept the transaction.  
3. If it is not the case, the Bank calculates d and verifies the signature Sign(A, B) 

and g1
r1g2

r2 = AdB. The Bank searches A in the database. There are two cases: 
− A doesn’t appear in the database; then the Bank stores the information of 
the transaction and increases the amount in M’s account. 
− A appears in the database; this is a fraud attempt. If the stored informa-
tion shows that the deposit was done by M and date/time is the same that the 
value in the new transaction, then M is depositing the coin again. 
If the values are different, then the coin have been double spent, if (d, r1, r2) 
are the information of the new transaction and (d′, r′1, r′2) are the informa-
tion of the stored information, the Bank can calculate  g1

(r1- r′1)/ (r2-r′2), the ac-
count number of the double spender. 

2.2   Wang’s Protocol Applied to Brands Payment System 

In this section the technique of the pseudo e-coin described by Wang is applied to 
Brands protocol, modifying the original protocol to achieve atomicity.  

 

• Withdrawal 
1. U randomly selects tc in Zq

* and calculates (ac, bc) = (gtc mod p, yTTP
tc mod p), a pair 

of confirmation parameters. yTTP and xTTP represent the public and private key of 
the TTP, respectively. The element c’ is modified, now c’= H(A, B, z’, e1’, e2’, 
bc) + ac mod q. 

2. The element < A, B, (z’, e1’, e2’, r’, ac, bc) > represents a pseudo e-coin. 
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• Payment 
1. U signs the purchase agreement,  =SignRCSS(U, M, TTP, OA), where OA = {IDU, 

IDM, data / purchase information, product description, (A, B)} 
2. U sends a new pseudo e-coin < A, B, (z’, e1’, e2’, r’, ac, bc) > to M. 
3. M verifies the pseudo e-coin and . If they are valid and A  1, then he sends the 

challenge d = H0(A, B,  IDM, date/time) to U. 
4. U sends the responses r1 = d(u1s) + x1 mod q and r2 = ds + x2 mod q to M.  
5. M will accept the pseudo e-coin < A, B, (z’, e1’, e2’, r’, ac, bc), (d, r1, r2) >, if the 

following can be verified: 
  gr’ = yB

H(A, B, z’, e1, e2, bc)+ace1’ 
  A r’ = z’ H(A, B, z’, e1, e2, bc)+ace2’  
  g1 

r1g2 
r2 = A dB  

If it is the case, M sends the product to U. 
6. U checks the product sent by M. If it is correct, U sends tc to M. The group of 

elements < A, B, (z’, e1’, e2’, r’, ac, bc, tc), (d, r1, r2) > represents a true e-coin 
that can be deposited because ac = gtc mod p and bc = yTTP tc mod p. 

• Disputes. If U refuses to send tc to M,  M will contact the TTP. 
1. M sends the purchase agreement OA, the signature , the product and the pseudo 

e-coin < A, B, (z’, e1’, e2’, r’, ac, bc), (d, r1, r2) > to the TTP. 
2. The TTP checks the product, the pseudo e-coin and the signature . If they are 

valid, the TTP sends a transformation certificate TCer = (Ec, Tc), to M, where      
Ec = a c mod p (  is a random selected by the TTP) and Tc =  + xTTP F(ac, Ec) mod q. 
The transformation certificate can be used to verify the relation between ac and 
bc using ac

Tc ?= Ecbc 
F(ac,Ec) mod p.  

3. The TTP sends the product to U. 
• Deposit. In the normal case, M sends the true e-coin < A, B, (z’, e1’, e2’, r’, ac, bc, 

tc), (d, r1, r2) >, to the bank. If U aborts the payment process, M can get Tcert, in this 
case, the pseudo e-coin < A, B, (z’, e1’, e2’, r’, ac, bc), (d, r1, r2)> together with the 
transformation certificate TCer = (Ec, Tc), are valid elements to be deposited.  

3   Bao’s Colluding Attack 

In [1], Feng Bao presents three attacks done by colluding users. Two of these attacks 
are against signature exchange protocols and the other is against fair payment proto-
cols. The last attack can be applied to fair payment systems, where the users can con-
tact a TTP to solve an uncompleted exchange. Wang’s protocol is vulnerable to this 
attack, and [1] includes a description of the attack to this protocol. 

To attack the system, the seller M colludes with a new user, a conspirator called C. 
The fair payment begins its execution between U and M. After receiving the pseudo e-
coin from the buyer U, M sends the pseudo e-coin to the TTP but claims that C sent 
him the money. Then, the TTP converts the pseudo e-coin to a true e-coin for M and 
sends the product to C. U will not obtain any element, since the TTP doesn’t know his 
involvement in the exchange.  

The resulting payment process is as follows:  
1. The malicious seller M executes the payment protocol with U until step 5 ob-
taining the pseudo e-coin without delivering the product. 
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2. M colludes with C who signs a forged order agreement between M and C. The 
new agreement is called ’ = SignRCSS(C, M, TTP, OA’), where              OA’ = 
{IDC, IDM, information/date, description of the product, (A,B)}.This false agreement order 
only differs with the original in the first signed element (now IDU has been substi-
tuted by IDC).  
3. M begins the dispute process sending the new agreement OA’ and the RCSS sig-
nature ’ over OA’, the product and the pseudo e-coin < A, B, (z’, e1’, e2’, r’, ac, 
bc), (d, r1, r2) > to the TTP. The TTP cannot distinguish between the real agree-
ment and the new one because of the anonymity of the payment system. If d = H 
(A, B, IDM, date/time) would include IDU, the attack would not be possible, but the 
anonymity would disappear. 
4. The TTP converts the pseudo e-coin into a true e-coin for M and sends the prod-
uct to C. U doesn’t obtain anything. 

Bao states that the problem of the fair payment is resulting from the use of elec-
tronic coins generated using the bank’s private key, without any relation with the 
buyer’s identity. Bao states that Wang’s protocol cannot be fixed incorporating new 
elements to indicate that the exchange is between U and M. A purchase pre-contract 
cannot be used to indicate that the trade is between U and M since the conspirator C 
can just simulate U by doing everything U does. Due to the anonymity and untrace-
ability of the system, no one can distinguish C from U. 

4   Solving Bao’s Attack to Wang’s Protocol 

In this section we will show how Wang’s protocol can be corrected to avoid colluding 
attacks without losing the anonymity and untraceability of the payment system. Two 
of the features of Wang’s protocol can be considered the reasons of the vulnerability. 
The first one is the relation between the order agreement  and the e-coin (or the 
pseudo e-coin). In the original protocol it is possible to substitute  and state that it is 
related with a payment including the e-coin.  

The second one is a consequence of the synchrony of the protocol and the fact that 
the buyer never contacts with the TTP. In a timeliness protocol a party can contact the 
TTP to know the final state of an exchange whenever he wants, so timeliness is not 
achieved in Wang’s protocol. Instead, the buyer waits for a possible message from the 
TTP. The buyer cannot claim a dispute if he doesn’t receive any element from the 
TTP after a colluding attack. Moreover, if the TTP is cheated, he will contact with the 
colluding conspirator and will not contact with U. 

A possible solution to the vulnerability is the inclusion in the e-coin of a new ele-
ment. This new element acts a link between  and the e-coin. The modified protocol is 
as follows. 

 

• Modified Withdrawal 
1. U randomly selects a new element α (secret element) and tc in Zq

* and calculates 
(ac, bc) = (gtc mod p, yTTP

tc mod p), and a new element D=g1
α. The element c’ is now 

modified to incorporate D, c’= H(A, B, D, z’, e1’, e2’, bc) + ac mod q.  
2. Now the coin is < A, B, D, (z’, e1’, e2’, r’, ac, bc) > and is related with a secret 

element α. Since c’ is used to calculate r’, D cannot be substituted in the coin.  
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• Modified Ρayment 
1. U selects the product, signs a purchase agreement  = SignRCSS(U, M, TTP, OA), 

where OA = {IDU, IDM, data/purchase information, product description, (A, B)}, 
and sends it to M. 

2. U sends a new pseudo e-coin < A, B, D, (z’, e1’, e2’, r’, ac, bc) > to M. 
3. U sends r1 = d(u1s) + x1 mod q and r2 = ds + x2 mod q, to M. U creates the new ele-

ments: d2 = H(A, c’) and a random called d3. Then U calculates P = g1
d3, and   

r3 = d2*α +  * d3 mod q, and sends d2, P and r3 to M. 
4. M verifies the pseudo e-coin and , and checks its relation using g1

r3 = P  * Dd2. 
With this verification M can be sure that U knows the secret element α. This 
element will be used by the TTP to avoid colluding attacks. If all of them are 
valid and A  1, then sends the challenge d = H0(A, B, IDM, date/time) to U.  

5. M will accept the pseudo e-coin < A, B, D,(z’, e1’, e2’, r’, ac, bc), (d, r1, r2) >, if 
the following can be verified: 

• gr’ = yB
H(A, B, z’, e1, e2, bc)+ace1’ 

• A r’ = z’ H(A, B, z’, e1, e2, bc)+ace2’  
• g1 

r1g2 
r2 = A dB  

If it is the case, M sends the product to U. 
6. U checks the product sent by M. If it is correct, U sends tc to M. Because 

ac=gtc
mod p and bc = yTTP tc mod p, < A, B, D, (z’, e1’, e2’, r’, ac, bc, tc), (d, r1, r2) > 

represents a true e-coin that can be deposited. 

• Modified dispute resolution. If U refuses to send tc to M, M will contact the 
TTP. 

1. M sends the purchase agreement OA, the signature , the product and the pseudo 
e-coins < A, B, D, (z’, e1’, e2’, r’, ac, bc), (d, r1, r2) >, to the TTP. 

2. The TTP checks the product, the pseudo e-coin, the signature , and now also the 
relation between the pseudo e-coin and . The element r3 = d2α +  d3 mod q can 
be used to prove that the new element of the coin (D=g1

α) is calculated from the 
secret element (α) included in it. If all of them are valid, the TTP sends a trans-
formation certificate TCer = (Ec, Tc), to M, where Ec = a c mod p (  is a random 
number selected by the TTP) and Tc =  + xTTPF(ac, Ec) mod q. The transformation 
certificate can be used to verify the relation between ac and bc using ac

Tc ?= Ecbc 
F(ac,Ec) mod p.  

3. The TTP sends the product to U. 

5   Analysis of the Modified Protocol 

Section 4 presents a modification of Wang’s protocol. Now, we will explain how the 
modified protocol cannot be flawed by colluding users. A new element D has been 
added to the coin and another element, r3, is used to link the order agreement  and 
the e-coin.  

D and α are related elements, D can be calculated from α, but α cannot be calcu-
lated from D. Similarly, r3 can be calculated from  and  cannot be calculated from 
r3, and for these reasons r3 cannot be calculated without the knowledge of α. 
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If C and M are colluding users, and M sends to C all the information available, C 
can try to generate a false agreement ’ = SignRCSS(C, M, TTP, OA’), where OA’ = 
{IDC, IDM, information/date, description of the product, (A,B)}. C can generate OA’ 
and therefore ’ since there isn’t any secret element in them. However, C doesn’t 
know the value of α, and for this reason C cannot create a false linking element        
r3’ = d2*α + ’* d3 mod q. The use of an incorrect α  would be detected by the TTP, 
since the TTP checks if the pseudo e-coin and ’ are related through g1

r3 = P  * Dd2 
and D=g1

α during the dispute resolution.  
Although Bao states that the problem of the fair payment is the result of the ano-

nymity of the user, and also that due to the anonymity and untraceability of the sys-
tem Wang’s protocol cannot be improved to avoid the attack, the modification de-
scribed in the previous section solves the vulnerability maintaining the anonymity and 
untraceability of the protocol, (the RCSS signature is maintained). Nobody, except the 
seller and the TTP, can verify the signed order agreement. 

In section 4, we considered that two of the features of Wang’s protocol were the 
reasons of the vulnerability. The first one, the relation between  and the e-coin have 
been changed. The second one, the synchronous dispute resolution still remains. 
Without both of these features, the vulnerability has been removed.  

6   Timeliness  

Although the fair payment system has been improved to prevent Bao’s attack, we 
have detected that the second cause, the lack of timeliness and the fact that the buyer 
cannot contact with the TTP can be the origin of a new problem. During the dispute 
resolution the buyer waits for a possible message from the TTP. If he doesn’t receive 
any message from the TTP, it can be due to the lack of interest from M to finish the 
exchange (M has not sent the product) or due to a network failure (the message has 
been lost). U cannot resolve this situation because he cannot contact with the TTP. If 
the payment have been executed until step 4, that is, if U sends the answer to the chal-
lenge and M doesn’t sends the product to U (and doesn’t contact with the TTP), then 
U cannot obtain the product, but even worse, he cannot use the coin again because 
with two answers to two different challenges he could be accused of double spending 
if in the future (there are not deadlines) M contacts with the TTP.  

As a conclusion, the vulnerability described in [1] has been solved, however the 
system can be further improved to achieve timeliness. Recently, in TrustBus’05 the 
authors of [5] presented a timeliness fair exchange protocol that can be used with 
anonymous payment systems to achieve atomicity. This fair exchange protocol could 
be also used with Brand’s payment system, avoiding the problem described above. In 
order to use [5] together with Brand’s protocol, the payment system has to be slightly 
modified, like in section 3.2, to be adapted to the fair exchange protocol. 

7   Conclusions 

The paper analyses Bao’s colluding attack applied to Wang’s fair payment protocol 
and presents a modification to remove the vulnerability. The modified version adds an 
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element to link the e-coin and the signed order agreement that avoids the manipula-
tion of the order agreement. This modification doesn’t change the anonymity and un-
traceability of the protocol, the RCSS signature is maintained with this purpose. 
Wang’s protocol includes a dispute resolution protocol where the seller can contact 
with a trusted third party to solve an unfinished exchange. However, the customer has 
to wait until the TTP contacts with him to solve the exchange. So the protocol doesn’t 
achieve timeliness. This is the cause of a new problem of Wang’s fair payment proto-
col, for this reason, a timeliness fair exchange is considered a better alternative. 
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Abstract. With the emerging trend of incorporating biometrics infor-
mation in e-financial and e-government systems arisen from international
efforts in anti-money laundering and counter-terrorism, biometric identi-
fication is gaining increasing importance as a component in information
security applications. Recently, fingercode has been demonstrated to be
an effective fingerprint biometric scheme, which can capture both local
and global details in a fingerprint. In this paper, we formulate fingercode
identification as a vector quantization (VQ) problem, and propose an
efficient algorithm for fingercode-based biometric identification. Given a
fingercode of the user, the algorithm aims to efficiently find, among all
fingercodes in the database of registered users, the one with minimum
Euclidean distance from the user’s fingercode. Our algorithm is based
on a new VQ technique which is designed to address the special needs
of fingercode identification. Experimental results on DB1 of FVC 2004
demonstrate that our algorithm can outperform the full search algorithm,
the partial distance search algorithm and the 2-pixel-merging sum pyra-
mid based search algorithm for fingercode-based identification in terms
of computation efficiency without sacrificing accuracy and storage.

Keywords: Biometric security, fingercode; fingerprint matching; vector
quantization.

1 Introduction

In the face of strong needs arisen from counter-terrorism and anti-money laun-
dering requirements, new theories and technologies are being developed recently
to address key issues related to the identification needs of financial and govern-
ment systems. With the emerging trend of incorporating biometrics information
in e-financial and e-government systems arisen from international efforts against
terrorist financing and for effective border control, biometric identification is
gaining increasing importance as a component in security applications.

Recently, fingercode has been demonstrated to be an effective fingerprint bio-
metric scheme [1]. Unlike minutiae-based matching algorithms, fingercode cap-
tures both local and global details in a fingerprint; thus overcoming some of
the major problems of minutiae-based matching. Fingercode-based matching is
based on the squared Euclidean distance between two corresponding fingercodes.

A fingerprint matching system may operate in one of the two modes: ver-
ification mode (1:1 matching) and identification mode (1:n matching). When
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operating in the verification mode, it either accepts or rejects a user’s claimed
identity. Whereas, a fingerprint matching system operating in the identification
mode establishes the identity of the user without a claimed identity information.

This research focus on the identification mode of fingercode-based matching.
The fingerprint matching system firstly computes the fingercodes of all regis-
tered users and stores them as fingerprint templates in the user database. The
identification process then finds the minimum of the squared Euclidean distance
between the user’s fingercode and all the templates in the database. By compar-
ing this minimum distance with a predefined threshold, the system determines
whether the user’s fingercode belongs to some registered user in the database.
If so, it establishes the identity of the user based on the “nearest” template.
However, fingercode-based identification is a computation-intensive process as
it needs to compute and compare the squared Euclidean distance between the
user’s fingercode and all stored templates.

To enhance the performance of fingercode-based identification, we formulate
the identification process as a vector quantization (VQ) problem, and devise an
efficient VQ algorithm to find the template with minimum Euclidean distance
from the user’s fingercode. We observed that the fingercode matching process is
very similar to the encoding process in VQ [2,3], which is an efficient technique for
low-bit-rate image compression. Many efficient algorithms have been developed
to enhance the VQ encoding process [4,5,6]. These methods typically use the
statistical features of a vector to estimate the Euclidean distance and reject most
of the unlikely codewords without computing the actual Euclidean distances. Our
algorithm also adopted this principle to accelerate the matching process for the
fingercode-based identification system.

Nevertheless, not all VQ techniques can be applied directly to fingercode-
based matching. VQ techniques designed for image compression use a small
codebook, 512 codewords typically. Besides, the dimension of vectors represent-
ing image blocks is also small, typically 16 dimensions. Whereas, the dimension
of fingercode is of several hundred and the codebook size is determined by the
number of registered users in the template database. Thus it is important to
have a VQ technique which does not require storage space or pre-computed data
set proportional to the dimension of the vectors or the codebook size.

This paper presents a new fingercode identification algorithm based on VQ.
The fingercode biometric scheme is introduced in Section 2. In Section 3, we
explain the fingercode-based biometric identification and formulate the prob-
lem as a VQ encoding process. The new fingercode identification algorithm will
be described in detail in Section 4 which is followed by a presentation of the
experimental results in Section 5. The paper is concluded in Section 6.

2 Fingercode Biometric Scheme

Fingercode has been demonstrated to be an effective fingerprint biometric
scheme, which can capture both local and global details in a fingerprint [1]. The
fingercode-based matching algorithm uses a bank of Gabor filters to capture both
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local and global details in a fingerprint as a fingercode, which is represented by
a fixed-length vector. The fingercode scheme divides the fingerprint image of a
user into a number of sectors, applies Gabor filters to transform the image in
each sector; then obtains a real value from each sector by computing the average
absolute deviation from the mean for each sector. This results in a k-dimensional
real vector where k is the number of sectors on the fingerprint.

The fingercode generation process [1] can be summarized by the following:

Step 1: Locate a reference point and determine the region of interest for the
fingerprint image. The reference point of a fingerprint is defined as the point
of maximum curvature of the concave ridges in the fingerprint image [7]. For
fingercode encoding, [1] located the reference point based on multi-resolution
analysis of the orientation fields of the fingerprint image. The use of reference
point helps address the translation invariance of fingercodes.

Step 2: Tessellate the region of interest around the reference point. The region
of interest is divided into a series of B concentric bands and each band is
subdivided into k sectors. In our experiments, we use four bands (B = 4)
and each band is segmented into sixteen sectors (k = 16), thus resulting in
a total of 16× 4 = 64 sectors;

Step 3: Normalize the region of interest in each sector to a constant mean
and variance. Let I(x, y) denotes the gray value at pixel (x, y), Mi and Vi,
the mean and variance of the gray values in sector Si, and Ni(x, y), the
normalized gray value at pixel (x, y). For all the pixels in sector Si, the
normalized image is defined as:

Ni(x, y) =

⎧⎨⎩M0 +
√

V0×(I(x,y)−Mi)2

Vi
if I(x, y) > Mi

M0 −
√

V0×(I(x,y)−Mi)2

Vi
otherwise

where M0 and V0 are the desired mean and variance values, respectively.
The normalization process removes the effects of sensor noise and gray level
deformation due to the finger pressure differences;

Step 4: Filter the region of interest in eight different directions using a bank of
Gabor filters to produce a set of eight filtered images. Properly tuned Gabor
filters can remove noise, preserve the true ridge and valley structures, and
provide information contained in a particular orientation in the image. The
typically used even symmetric Gabor filter [1] has the following general form
in the spatial domain:

G(x, y; f, θ) = exp{−1
2
[
x′2

δ2
x

+
y′2

δ2
y

]} cos(2πfx′)

x′ = x sin θ + y cos θ

y′ = x cos θ − y sin θ

where f is the frequency of the sinusoidal plane wave along the direction θ
from x-axis, and δx and δy are the space constants of the Gaussian envelope
along x and y axes, respectively.
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Step 5: For each filtered output, compute the average absolute deviation from
the mean (AAD) of gray values in individual sectors in filtered images to form
the fingerCode. In our experiments, sixty-four features of each of the eight
filtered images provide a total of 512 (64× 8) features. Hence the fingercode
of the user is represented by a collection of eight (8 filters) 64-dimensional
real vectors.

The translation invariance of the fingercode is established by the reference
point. To achieve approximate rotational invariance, the features in the finger-
code are cyclically rotated. The fingercode is firstly rotated cyclically to generate
five templates corresponding to five rotations (0◦,±22.5◦,±45◦) of the original
fingerprint image. The original fingerprint image is then rotated by an angle of
11.25◦ and its fingercodes are generated by computing another five templates
corresponding to five rotations. Thus, the database contains ten templates for
each fingerprint.

To perform fingercode biometric verification, a user’s fingercode is generated
from his fingerprint image which is then matched against the stored fingercodes of
the claimed identity. In this mode, fingercode matching is based on the Euclidean
distance between the two corresponding fingercodes. The final matching distance
score is taken as the minimum of the ten scores, i.e. matching of the input
fingercode with each of the ten templates. This minimum score corresponds to
the best alignment of the two fingerprints being matched.

3 Fingercode-Based Biometric Identification

When performing fingercode identification, a user supplies his fingerprint (query
fingerprint) to the system without a claimed identity. The identification system
then compares the supplied fingerprint with all the stored templates in order
to determine the identity of the user. The fingerprint identification system thus
firstly computes the fingercodes of all registered users and stores them as finger-
print templates in the database.

The fingercode identification process finds the minimum squared Euclidean
distance between the fingercode of the query fingerprint and all the templates in
the database. By comparing this distance with a predefined threshold, the system
determines whether the query fingerprint matches some fingercode template in
the database, and establishes the identity of the user.

Since the database stores ten templates for each fingerprint, if the full search
(FS) algorithm is used, the matching process needs to compute the squared
Euclidean distance between the fingercode of the query fingerprint and each of
the templates in the database, thus it is computation-intensive.

To enhance the efficiency of fingercode-based biometric identification, we for-
mulate the identification process as a VQ problem. In essence, the identification
system needs to search through the fingercode database for the fingercode which
is nearest (in terms of Euclidean distance) to the query fingerprint. This search
problem is similar to the encoding process in VQ.



An Efficient Algorithm for Fingercode-Based Biometric Identification 473

VQ is a mapping Q of a k-dimensional Euclidean space Rk into certain finite
subset C of Rk, where C is the codebook with size N and each codeword ci =
{ci1, ci1, · · · , cik} in C is k-dimensional. The codeword searching problem in VQ
is to assign one codeword to the input test vector such that the distance between
this codeword and the test vector is the smallest among all codewords. Given
one codeword ci = {ci1, ci2, · · · , cik} and the test vector x = {x1, x2, · · · , xk},
the squared Euclidean distance can be expressed as d2(x, ci) =

∑k
j=1(xj − cij)2.

In the fingercode identification system, since a fingercode typically has sev-
eral hundred dimensions, and there are 10 templates for each fingerprint, the
searching process is computation-intensive if the FS algorithm is used. From
the above equation, each distance calculation needs k multiplication and 2k− 1
additions. To encode the input vector, the FS method [2] computes the squared
Euclidean distances between the input vector and each codeword and determines
the best-matched one cw by d2(x, cw) = minci∈C d2(ci, x). To encode each input
vector, the FS method needs N distance computations and N − 1 comparisons.
In other words, it must perform kN multiplications, (2k − 1)N additions and
N − 1 comparisons, which is time-consuming.

In order to accelerate the VQ encoding process, many fast methods [4,5,6]
have been proposed. These methods use an “estimate” of the Euclidean distance
to quickly determine whether a codeword can be eliminated thus the actual
Euclidean distance need not be computed. Suppose the running minimum for the
input vector x is dmin, if the estimation for the Euclidean distance between x and
current codeword ci is larger than dmin and the corresponding real Euclidean
distance is larger than the estimation, then we can safely reject ci and avoid
computing the actual Euclidean distance.

For example, the partial distance search (PDS) algorithm [4] uses the following
rejection test

∑t
j=1(xj − cij)2 ≥ d2

min, for any t < k. If the partially calculated
squared Euclidean distance from dimensions 1 to t is greater than the running
minimum dmin, this codeword can be rejected without calculating the actual one
in k dimensions.

As another example, the subvector (SV) method divides x and ci into the first
and second subvectors as xf = {x1, x2, · · · , xk/2}, xs = {xk/2+1, xk/2+2, · · · , xk},
ci,f = {ci1, ci1, · · · , cik/2}, ci,s = {ci(k/2+1), ci(k/2+2), · · · , cik}, respectively [5].
The sums, means and the variances of x and ci are defined as Sx =

∑k
j=1 xj ,

Sci =
∑k

j=1 cij , Mx = Sx/k, Mci = Sci/k, Vx =
√∑k

j=1(xj −Mx)2, Vci =√∑k
j=1(cij −Mci)2. Similarly, the partial sums of each subvector are defined as

Sx,f =
∑k/2

j=1 xj , Sx,s =
∑k

j=k/2+1 xj , Sci,f =
∑k/2

j=1 cij , Sci,s =
∑k

j=k/2+1 cij .
The SV method uses the following 3-step rejection test flow. If any inequality

holds, it rejects ci as the “nearest” codeword.

Step 1. (Sx − Sci)2 ≥ kd2
min.

Step 2. (Sx − Sci)2 + k(Vx − Vci)2 ≥ kd2
min.

Step 3. (Sx−Sci)2−2(Sx,f −Sci,f )× [(Sx−Sci)− (Sx,f −Sci,f)] ≥ (k/2)d2
min.
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In order to realize recursive computation in a memory efficient way, 2PM
SP as shown in Figure 1 was proposed in [6] for codeword search in VQ. A
hierarchical rejection rule is set up as

d2(x, ci) = d2
u(x, ci) ≥ · · · ≥ 2−(u−v)d2

v(x, ci)
≥ · · · ≥ 2−(u−1)d2

1(x, ci) ≥ 2−ud2
0(x, ci).

The squared Euclidean distance (i.e. the test function) at the vth level of the
hierarchy for v ∈ [0, u] is d2

v(x, ci) =
∑2v

m=1(Sx,v,m − Sci,v,m)2 where Sx,v,m is
the mth pixel at the vth level for x and Sci,v,m similarly defined for ci. For a
k-dimensional vector, u = log2 k.

L0
(top level)

L1

L2

Lu
(bottom level)

L3

L4

m×n

Summing

Fig. 1. A 2-pixel-merging sum pyramid

Thus, at any vth level for v ∈ [0, u], if the inequality 2−(u−v)d2
v(x, ci) ≥ d2

min

holds, then ci can safely be rejected at the vth level.

4 Efficient Fingercode Identification Based on VQ

Due to the fundamental distinction between the fingercode identification system
and the image compression system, not all VQ techniques can be applied directly
to fingercode searching. The major differences include: (1) Codebook size in
image compression is fixed, typically 512; whereas, fingercode stored in database
is very large and depends on the number of registered users in the system.
(2) Image vector dimension is small, typically 16; whereas fingercode vector
dimension is much larger, e.g. 4×16×8 in our examples. Thus a good fingercode
identification system should adopt a VQ technique which does not require storage
space or pre-computed data set proportional to the dimension of the vectors or
size of the user population.

Based on the above analysis, we firstly investigate some suitable fast VQ
encoding methods and evaluate their performance for fingercode identification.
In this study, we use benchmarking data set DB1 from FVC 2004 [8] for our
experiments. There are a total of 100 fingers and 8 impressions per finger (800
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impressions) in this database. We use the first impression of each finger to test
the performance of the PDS method [4], the SV method [5] and the 2PM SP
method [6]. We then use the other 700 impressions as the registered fingerprints,
compute 10 fingercodes for each impression and store them as the templates,
which results in 700× 10 = 7000 templates.

In the first experiment (Fig. 2), we used the first 1000 templates in the
database to simulate a fingerprint identification system with a small popula-
tion. In the second experiment (Fig. 3), we used all the 7000 templates in the
database, which simulate a fingerprint recognition system with a larger popula-
tion.
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Fig. 2. Performance comparison for small number of users
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Fig. 3. Performance comparison for large number of users

From Figures 2 and 3, it is clear that the PDS and 2PM SP methods are more
efficient and scalable for fingercode identification. Note that both the PDS and
2PM SP schemes do not require additional storage space proportional to the
user population size or vector dimensionality.

Our new scheme is based on and enhanced from these two methods. We pro-
pose an efficient search algorithm to find the minimum squared Euclidean dis-
tance, which combines the PDS algorithm [4] and the 2PM SP algorithm [6].
Since there will be more levels for fingercodes than the vectors in VQ and us-
ing the first several levels can hardly reject enough fingercodes, so we propose
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a new scheme, namely the truncated 2PM SP, for the fingercode identification
system. To achieve the improvement, the truncated 2PM SP scheme begins the
computation of the squared Euclidean distance at the sth level instead of the 0th

level, and at the sth level, we introduce PDS algorithm. The truncated 2PM SP
algorithm consists of the following five steps:

Step 1: Convert each template in the database to an m × n matrix as shown
in Figure 4 (m = 16, n = 32 in our experiment).

22.5º
45º 67.5º
90º 112.5º
135º 157.5º

0º

157.5º

0º

Fig. 4. Convert each template in the database to an m × n matrix

Step 2: Construct the truncated 2PM SP by computing the pyramid from the
bottom level to the sth level for each matrix computed in Step 1 (s = 5 in
our experiment). If there are N users, and 10 templates for each user in the
database, 10N truncated 2PM SP are constructed. That is, each template
in the database is associated with one truncated 2PM SP.

Step 3: For the query fingercode x, the truncated 2PM SM of x is constructed.
Select the first template c1 in the database to be the current template “clos-
est” to the query fingercode x. Compute and temporarily store the running
minimum d2

min = d2(x, c1) and d2
v,min = 2(u−v)d2

min for v ∈ [s, u].
Step 4: For any other template ci in the database, execute the rejection tests

from the sth level to the bottom level. At the sth level, if the partially
calculated squared Euclidean distance is greater than the running minimum
d2

s,min, this template can be rejected. If ci goes through all the rejection
tests and arrives the bottom level, then recompute and store the running
minimum d2

min = d2(x, ci) and d2
v,min = 2(u−v)d2

min for v ∈ [s, u].
Step 5: If there is no more candidate template, the current ”so far” best-

matched template is the real best-matched one, and if d2
min is less than

the predefined threshold, the index of this template is used to establish the
identity of the user.

5 Experimental Results

Our algorithm is compared with the PDS and 2PM SP algorithms through ex-
periments. In our experiments, we use the same parameters as in Section 4. The
improvement ratio in terms of execution time required in the proposed algorithm
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Table 1. Comparison of average online execution time per query fingercode

Number of Number of TPDS T2P M TT2P M R1 R2
users templates (s) (s) (s) % %
10 100 0.345 0.178 0.143 58.5 19.4
20 200 0.578 0.277 0.213 63.2 23.1
30 300 0.809 0.381 0.291 64.1 23.8
40 400 0.998 0.466 0.349 65.1 25.1
50 500 1.187 0.551 0.408 65.6 25.9
60 600 1.344 0.626 0.457 66.0 27.0
70 700 1.500 0.697 0.503 66.4 27.7
80 800 1.717 0.764 0.549 68.0 28.1
90 900 1.898 0.826 0.588 69.0 28.9
100 1000 2.073 0.888 0.625 69.8 29.6
200 2000 3.195 1.470 0.980 69.3 33.4
300 3000 4.363 2.023 1.319 69.8 34.8
400 4000 5.217 2.545 1.642 68.5 35.5
500 5000 6.204 3.063 1.963 68.4 35.9
600 6000 7.006 3.570 2.281 67.4 36.1
700 7000 7.787 4.080 2.597 66.6 36.4
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Fig. 5. Performance comparison for large user population

over the PDS and 2PM SP algorithms are denoted by R1 = TP DS−TT2P M

TPDS
× 100

and R2 = T2P M−TT2PM

T2P M
×100 respectively. Here TPDS , T2PM and TT2PM denote

the average online execution time of the 100 tested fingercodes required in the
PDS algorithm, the 2PM SP algorithm and the proposed algorithm, respectively.

Table 1 illustrates the respective performance comparisons where the time
unit is denoted by ‘s’. As can be seen from Table 1, our algorithm performs
more efficiently than both the PDS algorithm and the 2PM SP algorithm. More
importantly, experimental results also illustrate the scalability of our algorithm
since our algorithm performs well even with large user population as shown in
Figure 5. Furthermore, our algorithm outperforms the FS algorithm, the PDS
algorithm and the 2PM SP based search algorithm for fingercode identification in
terms of computation efficiency and yet without sacrificing accuracy and storage.
(2PM SP requires k memories for a k-dimensional vector [6]).

6 Conclusions

In this paper, we proposed an efficient fingercode identification technique based
on an improved VQ encoding algorithm. The new algorithm finds the minimum
squared Euclidean distance by combining the partial distance search and the
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2-pixel-merging sum pyramid in VQ encoding. Because of the test structure of
the truncated 2PM SP algorithm, our algorithm is more efficient than both the
PDS and basic 2PM SP algorithms.

Experimental results on DB1 of FVC 2004 [8] demonstrated that our al-
gorithm can outperform the full search algorithm, the partial distance search
algorithm and the 2-pixel-merging sum pyramid based search algorithm for
fingercode-based fingerprint matching in terms of computation efficiency without
sacrificing accuracy and storage.
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Abstract. This paper presents a gait authentication based on time-
normalized gait cycles. Unlike most of the previous works in gait recog-
nition, using machine vision techniques, in our approach gait patterns are
obtained from a physical sensor attached to the hip. Acceleration in 3 di-
rections: up-down, forward-backward and sideways of the hip movement,
which is obtained by the sensor, is used for authentication. Furthermore,
we also present a study on the security strength of gait biometric against
imitating or mimicking attacks, which has not been addressed in biomet-
ric gait recognition so far.

1 Introduction

Automatic biometric authentication is the process of verifying the claimed iden-
tity of individual by his or her physiological or behavioral characteristics. Ex-
amples of human traits that can be used for automatic biometric authentication
include fingerprint, iris, retina, face, voice, handwriting, gait1, etc. Gait bio-
metric has an advantage of being non-intrusive and the ability to be captured
from the distance when other type of biometrics are not available. Earlier stud-
ies on gait recognition showed promising results, usually with small sample size
[1,2,3,4,5,6,7]. E.g. with the database of 16 gait samples from 4 subjects and
42 gait samples from 6 subjects Hayfron-Acquah [1] achieved correct classifica-
tion rates of 100% and 97%, respectively. However, recent studies with a larger
sample size confirm gait as having discriminating power from which individuals
can be identified [8,9,10]. Most of the work done in the direction of gait recogni-
tion uses machine vision techniques to extract gait patterns from video or image
sequences [1,2,3,4,5,6,7,8,9,10].

In this paper we present a gait authentication based on time-normalized gait
cycles. Unlike most of the previous works in gait recognition, which extract
gait patterns using machine vision techniques, in our approach gait patterns are
obtained from a MEMS device (physical sensor) attached to the hip. MEMS
(Micro-Electro-Mechanical System) is an integration of mechanical elements,

1 Gait is a person’s manner of walking.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 479–488, 2006.

c© Springer-Verlag Berlin Heidelberg 2006
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sensors and electronics on a common framework [11]. Acceleration in 3 direc-
tions, up-down, forward-backward and sideways of the hip movement, which is
obtained by the MEMS device, is used for authentication. Despite much research
work being carried out in gait recognition, however to our knowledge, no work
has been reported that investigates the possibility of spoofing gait biometric.
Furthermore, this paper presents a study on the security strength of gait bio-
metric, particularly its robustness against imitating or mimicking attacks. The
rest of the paper is structured as follows: section 2 describes attacks and an evalu-
ation scenario of biometric system, section 3 contains a description of the MEMS
device, gait verification method, experiments and results, section 4 contains dis-
cussion, section 5 outlines some possible areas of application for MEMS-based
gait authentication, and finally section 6 concludes the paper.

2 Attacks and Evaluation Scenarios for the Biometric
System

2.1 Performance Evaluation Scenarios

There are two important types of submitting biometric sample to the authen-
tication system. First is a genuine attempt which is a self verification attempt,
when an individual submits his own biometric feature to match against his own
template. The second one is a non-genuine or impostor attempt which is a non-
self verification attempt when an individual submits his own biometric feature
to match against another person’s biometric in the template. We subdivide non-
genuine attempts into the three following groups:

– Passive impostor attempt is an attempt when an individual submits his own
biometric feature as if they were attempting successful verification against
his own template but in fact is being compared against non-self template.

– Active impostor attempt is an attempt when an individual changes his bio-
metric with the aim to match another targeted person, and verified against
this targeted person’s template.

– Non-passive and non-active impostor attempt. An example of this attempt
is when an active impostor trial is compared against not the targeted person
but someone else’s template.

From these three subgroups of impostor attempts only the first two ones are
important. Conventionally, performance of the biometric systems is evaluated
under friendly scenario, meaning that all impostor attempts consists of only
passive impostor trials. We define hostile scenario evaluation when biometric
system’s impostor trials consists of active impostor attempts. In general, friendly
scenario evaluation related to the discriminating power of biometric, whereas the
hostile scenario shows the performance of the system against attacks.

2.2 Attacks on Biometric System

Typical points of attack on biometric authentication system, defined by Ratha
et al.[12], are depicted in Figure 1.
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Fig. 1. Eight possible attack points in a biometric authentication system

1. First attack is presenting a fake or imitated biometric to the sensor.
2. Second type of attack involves submitting of previously obtained digital bio-

metric signal.
3. In third type of attack, feature extractor is attacked so that it produce feature

values dictated by attacker.
4. Extracted feature values are substituted by the ones selected by the attacker

in the fourth type of attack.
5. In fifth type of attack, the score of matcher changed to produce desired high

or low matching score.
6. An attack on database of biometric templates forms the sixth type of attack.
7. The seventh attack targets the transmission channel between template data-

base and matcher module.
8. Last type of attack involves alternation of decision (accept or reject).

In this work we study the possibility of imitating or mimicking another per-
son’s walking manner, which is related to attack type 1. We only consider mini-
mal effort attacks. By minimal effort attack we mean those type of attacks that
do not require deep knowledge and experience of the system.

3 Gait Authentication Technology and Results

3.1 MEMS Device and Feature Vector

The MEMS device used to collect gait data resembles a memory stick device and
has following main features: storage capacity (64-256+MB), USB and wireless
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Fig. 2. MEMS device used for collect-
ing acceleration data

Fig. 3. MEMS device attached to the
hip

Bluetooth interfaces for data transfer, and 3 acceleration sensors, see Figure 2
and Figure 3. It records acceleration at the rate of about 100 samples per second.

From the output of device acceleration signals in three directions: vertical X ,
backward-forward Y , and sideway Z are obtained. However, instead of analyz-
ing these raw acceleration signals separately, which might be sensitive to the
device’s placement and orientation, we use invariant combination of them, so
called resultant gait signal, which is calculated as follow:

Ri =
√

X2
i + Y 2

i + Z2
i , i = 1, ..., k

where Ri is the resultant acceleration at time i, Xi, Yi and Zi are vertical,
forward-backward and sideway acceleration at time i, respectively, and k is the
number of recorded samples.

3.2 The Cycle Length Method

The resultant gait signals were compared based on time-normalized cycle length
method. First, from 3 acceleration signals resultant gait signal is computed. The
intervals between samples are not the equal, so in the second step resultant gait
signal is interpolated. To reduce the level of noise in the signal a moving aver-
age (MA) filter is applied. Then, cycles are detected, normalized and averaged.
Finally, Euclidean distance between two averaged cycles is computed as follow,

dist(A, B) =

√√√√ n∑
i=1

(ai − bi)2,
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where A = (a1, .., an) and B = (b1, .., bn) are two averaged cycles (feature vec-
tors), and ai and bi are resultant acceleration values at time point i. This distance
value represents similarity score of two resultant gait signals. Ideally, for genuine
trials the similarity scores should be smaller than for impostor trials. The steps
involved in comparing gait signals are visualized in Figure 4.

Fig. 4. Steps for comparing gait samples

3.3 The Data Set

Friendly scenario: In the friendly scenario 22 subjects are participated, 5 female
and 17 male in the age range 20-38. Subjects were asked to walk normally on
a level floor. MEMS device was attached to the hip of the subjects as shown
in Figure 3. Subjects walked 3 rounds and each time device was removed and
re-attached again to simulate realistic environment. Each walking round was
splitted into two, thus we obtain 6 gait samples per subject (6 data sets). Ev-
ery gait sequence represents about 20 seconds of walking. We conducted cross
comparison among 6 data sets, in this way we generated 330 genuine and 6930
passive impostor trials.

Hostile scenario: In this scenario 20 subjects from the friendly scenario partici-
pated. Every subject was paired with another one. Everyone was told to study
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his pairs’ walking style and try to imitate him or her. One subject from the
pair acted as an attacker, the other one as a target, and then the roles were
exchanged. Pairing was conducted randomly, not on the similarity of physical
characteristics, i.e. attacker and target should not necessarily be of similar height
or weight. Everyone made 2 rounds of mimicking. In first attempt target person
was walking in front of attacker, and in the second one attacker was mimick-
ing alone. Similarly, every round was splitted into two samples, thus we have 4
imitated gait samples per attacker. All attackers were amateurs and they study
target person only visually. The only information about the gait authentication
system they knew was that acceleration of normal walk is used. Imitated gait
samples were compared only with the targeted subject’s ones, thus producing
480 active impostor trials.

Both experiments (friendly and hostile) were conducted in the same indoors
location.

3.4 Results

The performance of the system in a friendly scenario in terms of decision error
trade-off curve (DET) is shown in Figure 5. The DET curve is a plot of false
accept rate (FAR) versus false reject rate (FRR), and it characterizes perfor-
mance of the biometric authentication system under different operational points
(thresholds) [13]. An interesting point in the DET curve is the EER (equal error
rate) where FAR=FRR. EER of our method is about 16%, which means that
out of 330 genuine attempts 53 are wrongfully rejected, while out of 6930 passive
impostor attempts 1109 are wrongfully accepted.

Fig. 5. Performance of the resultant
gait signal in terms of the DET curve

Fig. 6. Distributions of genuine, pas-
sive and active impostor scores

For the analysis of the hostile scenario we apply statistical techniques to check
the difference between passive impostor trials and active impostor trials. The
distributions of the genuine, passive impostor and active impostor are given in
Figure 6. Different statistics of passive and active impostor trials are summarized
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in Table 1. D-prime value represents separability of two normal distributions
[14]. In our case it shows separability between genuine and passive impostor
distributions, and between genuine and active impostor distributions. The larger
the value of d-prime the more separable the two distributions are. It appears that
genuine and active impostor distributions are more separable than genuine and
passive impostor distributions. For comparing passive and active distributions
we have stated a hypothesis that the mean of passive impostor is greater or equal
to the mean of active impostor, and alternative is that active impostor’s mean
is greater than passive impostor’s mean (attacks are not successful), i.e.

H0 : μactive ≤ μpassive

HA : μactive > μpassive

To evaluate this hypothesis we applied both parametric and non-parametric
tests. First, assuming normality we applied t-test and found little evidence to-
wards null-hypothesis (p-value = 0.0005). Second test we applied was nonpara-
metric Wilcoxon (or Mann-Whitney) test. Similarly, we have found little evi-
dence to support the hull hypothesis in this test, either (p-value = 0.000004).

Table 1. Statistics on active and passive impostor distributions

Statistics Active impostor Passive impostor

Size 480 6930
Mean 163 152.3
Standard deviation 67.8 80.6
Standard error 0.97 3.1
Skewness 0.32 0.82
D-prime 1.415 1.142

4 Discussion

The performance of the method in a friendly scenario is comparable with other
methods [15,16,17]. MEMS based gait authentication is very recent topic in bio-
metric gait recognition. To our knowledge, so far only 3 works have been reported
in this direction [15,16,18]. Our approach is similar to the work by Ailisto et al.
[15] and Mantyjarvi et al. [16]. However, in [15,16] acceleration in side-way di-
rection is not taken into account, and their MEMS device records acceleration
at the higher rate (256 samples/sec.). In [18] acceleration of the lower leg is
investigated for authentication, and MEMS device used records acceleration at
the rate of 16 samples per second. Operational mode of the MEMS based gait
systems are usually different. MEMS-based systems operate on verification, or
sometimes also called authentication, mode (one to one comparison), whereas
vision-based system on identification mode (one to many comparisons).

Unlike, for example voice [19,20] or signature [21,22] biometrics, for which im-
personation attacks (or mimicking) have been studied, security of gait biometric
has not received attention. In this work we also studied mimicking of someone’s
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else gait in terms of the differences between passive and active impostor distri-
butions. Our preliminary analysis suggests that this type of attack might not be
successful for gait biometric. Gait of humans is a complex process that involves
nervous and musculo-skeletal system [23]. When a person was told to walk as
a someone else we believe he or she is given a restriction, since he has to walk
other than his normal habituated gait. Because of this he or she may fail to
produce gait patterns exactly as a target person. Another reason of the failure
might be due to the difference on physical characteristics between attacker and
target. Therefore, we hypothesize that in general, for gait biometric probability
of success in an active impostor attempt might not be greater than probability
of success in a passive impostor attempt, provided minimal effort attacks. We
emphasize minimal effort since it is not known yet whether training can increase
success of active impostor attempts. In other words, when person is trained can
he or she walk as another person.

5 Application

MEMS-based gait recognition lacks some difficulties of vision based systems, such
as background subtraction, viewing angle, lighting conditions etc. However, it
shares common factors that can alter gait of the person like surface, injury, car-
rying load and so on. Applications of vision-based gait system generally focus
on forensics and surveillance, while MEMS-based system on authentication and
access control. MEMS-based gait system has been proposed for protecting mo-
bile and portable devices [15,16,18]. For example, indeed it might be preferable
to make few steps instead of recalling rarely used password for activating mobile
phones. Another interesting application for MEMS-based gait authentication
system can be in the area of wearable computing. Wearable computers are com-
puters that can be worn effortlessly, run continuously and be operated hands-free
[24]. The issues of unobtrusiveness and user’s attention are important in such
computing environment [25]. Therefore gait can be a good candidate for authen-
tication to wearable devices, provided that error rates can achieve satisfactory
levels. However, still due to higher error rates gait cannot be considered as a
strong authenticator, nevertheless, when combined with other types of authen-
tication (e.g. using more than one device) it may improve security and enhance
usability of the system.

6 Conclusion and Future Work

In this paper we provided another evidence towards MEMS-based gait authenti-
cation by showing possibility of using hip acceleration for authentication. Using
gait samples from 22 subjects we achieved EER of 16%. However, development
of better algorithms is required for lowering error rates. We also outlined some
possible application areas for MEMS-based gait recognition system. In addition,
we addressed the topic of mimicking gait, and our preliminary analysis suggests
that minimal effort impersonation attacks on gait biometric might not be suc-
cessful. However, further studies with larger sample size are necessary in this
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direction. It also is important to study whether it is possible to improve imper-
sonation attacks by training. Another topic of interest would be to see which of
the attackers are relatively more successful on mimicking, and secondly which
of the targets are relatively easy to imitate. Due to the fact that MEMS based
gait authentication is very recent, there is no established database, which would
allow us to compare performance of different algorithms under common bases.
All these topics will constitute basis for our future work.
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Abstract. This article describes a complete original biometric system
named Tactim based on the skin reaction coupled with security concepts.
Even if the experiments showed that there is much work left, our ap-
proach has many advantages. Security and biometry are strongly linked
together, the biometric features are original and strongly depend of the
user’s will, it can be easily interfaced to existing systems, so we finally
propose a way to integrate this system in a Service Oriented Architecture
and analyze its advantages and drawbacks.

1 Introduction

Security and biometry are independently well tried. Whereas biometry performs
authentication or identification based on physical or behavioral characteristics,
sercure systems are designed so as to offer properties such as: Integrity, confi-
dentiality, non-repudiation...

The last decade of research tends to bring together these two antagonist do-
mains. Why such a choice? The objectives of security are ensured by authenti-
cation based on a logical entity (password, PIN, certificates). On the other hand
biometry performs authentication based on physical features collected from the
user himself. The hybridization of security and biometry leads to the building of
a more powerful scheme. In this way we hope to take advantage of both methods
and to overcome their inherent drawbacks.

[11] deals about four biometric issues: (i) Any system needs biometric data to
process, (ii) Biometric features can not be changed, (iii) The decision layer gives
a binary response and (iv) Biometric systems are sensitive to replay attacks. To
overcome the exposed problems, the research focuses on two main topics.

The first one is the convergence of ideas surrounding the protection of the
biometric data. From naive approaches such as (use of cryptographic protocols),
it has appeared that, in an authentication scheme, centralized data must be
prohibited. Then the combination with tokens opens new opportunities and pre-
cises the formulation of the problem: the stored data must be useless without
the biometric features.

The decision layer is the second critical topic. The greatest risk is strongly
associated to a binary (y/n) one. One can build a masquerading system.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 489–498, 2006.
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Considering these actual works, we propose an architecture which respects the
previously exposed constraints; (i) centralized data are prohibited, (ii) stored
data are public, (iii) the decision layer is enforced: We conseal personal data
in a mobile architecture (a smart card) via the Tactim biometric authentica-
tion which is our original type of biometry ([29]). The idea is to enclose the
user’s personal data within the smart card protected through a PIN (Personal
Inditification Number) authentication which is unbeknownst to him. The PIN is
reconstructed from the user’s acquisition and the publicly stored biometric data.

The presented solution showing a complete system (it can be use in any sce-
narii), we think about its integration as an authentication service for Service
Oriented Architecture (SOA). We propose a basic scheme to provide consistent
authentication (abstraction of atomic process: Acquisition, authentication...).

The paper is organized as follows : We first make an overview of issues raised
by the hybridization between cryptographic and biometric methods (section 2).
Then, our proposed architecture is presented in section 3. The next section (4th)
focuses on the pattern recognition problem related to our approach, and shows
that Tactim’s system is more reliable than fingerprints-based biometric systems.
The integration of our system into a SOA is described in section 5, before the
conclusion given section 6.

2 Related Work

The most practical way of protecting the biometric data is the use of an adapted
hardware. Through a standard storage device the solution proposed in [1,2] con-
sists in the encryption of the database. Mutual authentication between compo-
nents ensures the legitimate usability of the information. But using cryptographic
tools to ensure the protection of the biometric system can not be considered as
a real hybridization but more as a sequential approach. The use of tokens, or
mobile device storage such as smartcard or javacard, are a popular alternative
for authentication process. As smartcards are non-invasive devices, it can safely
store personal information (such as passwords, certificates); several solutions
currently propose the storage of the biometric data in such manner [4,5,6]. This
implies that the global system knows the user’s PIN which represents a poten-
tial risk. Existing systems can perform the decision within the device [7] but
this kind of architecture does not properly solve the problem as when the access
is granted, the biometric data can be retreived. Nevertheless these approaches
propose a mobile device and, at the same time, forbid centralized data, to even-
tually increase the difficulty in collecting the biometric data. Recently, a new
approach was exploited: rendering the stored data useless. The BioHashing and
FaceHashing methods exploit this objective: they are able to protect the data
and let them be public [8,9,10]. A pseudo random generator (PRG) is stored in
a token; the acquired biometric signal is mixed with the random stream before
being presented to the decision layer. Any supplementary data stored are de-
pendent of the biometric signal and the PRG, and while attackers can not have
both the security is ensured.
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The first security considerations for biometric process are done with the help
of cryptographic tools [1,2]. Each component has to prove its identity to the
others, and so the basic decision is entrusted by this mechanism. Cryptographic
keys are commonly deduced from pseudo random numbers: [12] proposes to use
directly the biometric features as a part of the pseudo random number generator
seed. This approach does not take into account the noisy data property carried
by the biometric signals.

The following models try to be noise tolerant. In [13,14], the key is hidden in
a look-up table (LUT). The key can be recovered from the features; each feature
gives a logical address in the LUT (according to a predetermined threshold).
To generate a strong key, redundant information is used, thus decreasing the
global entropy. The main problems are that the lack of entropy may conduct to
a cryptanalysis of the generation space of the keys and that the determination of
the thresholds leads to poorer results (the characteristics are taken into account
independently).

Today, the most popular methods are based on the Corrected Byte Code
Theory (CBCT). The goal of such methods is to be enable the correction of errors
which might occur during an electronic transmission (from satellite, CD-ROM)
[15]. The concept is easily transposed. Users own theirs biometrics features,
which are transmitted to the biometric system (during the acquisition). The use
of CBCT allows the correction of these errors in order to recover the initial data.

Using directly the CBCT on biometric system [16], prevents the changing of
the system key. The use of additional data, combined with the result of the
CBCT, provides a more secure scheme [17,18].

In [19] the authors proposed a new scheme based on the Biohashing method
and the CBCT. Whereas the first method let the data be useless, the CBCT
can recover predefined data. These data are used to initialize the Shamir secret-
sharing algorithm.

Although these methods give acceptable results, the appearing problems are;
the difficulty to adjust the False Accepted Rate in front of the False Rejected
Rate [16].

3 The Proposed Architecture and Its Integration

The system is divided into three layers (see figure 1): Acquisition, storage and
computing. A first device, the ”sensor” takes care of acquisition and storage
abilities. The sensor is dedicated to only one person. A second device, the ”base”,
is shared and provides the computing. Doing like this gave us the compliance
with the security recommendations. The acquisition is done by a sensor we have
designed [29]. The storage is handled by well-known technologies like smartcards
or javacards.

In a biometric scheme, during the enrolment step, the parameters of the sys-
tem are adapted to the considered physical features of the user. Here the sensor
and the base are linked. The user is invited to sign several times on his own sen-
sor. With this set of signatures, biometric data is computed by the basis. Two
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Fig. 1. Global representation of our architecture

steps are followed in order to ensure both public data storage and the PIN’s
secretive aspect. First, the biometric data is hashed by SHA-256 to produce
the 8-bytes PIN and customize the user’s smart card. Secondly, CBCT creates
redundant information from it(CI , corrective information). CI is the biometric
data publicly stored.

In this scheme, the PIN is unknown to anyone as to enforce security. To avoid
the compromission, no sufficient information is given by the sole biometric data
(ie: without the user’s signature).

4 The Biometric Kernel

Biometry often needs pattern recognition tools to be really efficient. In this
section we present these tools and how our hybridization was done.

4.1 Tactim’s Biometric Features

The recent study (50 years) in derma-sciences details the composition of the
human skin composition but also its interactions with the brain. The glabrous
skin (without bristle) contains numerous mechanoreceptors. Each receptor re-
acts to a particular stimulus (like pressure, temperature, vibration,... for more
details see [24]). Our purpose deals with Pacinian corpuscles (activated through
vibration): a type of mechanoreceptors which can be found in the deep layer
of the skin. The number of these receptors is the highest in the middle finger.
When you rub this finger on a coarse plan, the vibration due to fingerprints
innervates Pacinian corpuscles, producing a signal dispatched to the brain. The
latter generates a feedback (each stimulus is followed by one) which modifies the
skin’s density and the muscular tonus. This modification allows us to acquire a
signal , unique to each individual (due to the interdependence between action,
stimulus and feedback).

4.2 User’s Signature Computation

The biometric information is read by the sensor ([29]). The produced signal is
digitalized (32 bits/sample, 44100 Hz) and then filtered. Having a mean dura-
tion of 0.8 second, this signal contains about 170 times the same pattern. This
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Fig. 2. Spectrogram and features extraction of a Tactim’s biometric signal

pattern,distorted in amplitude, and has a period varying between 2 and 9 mil-
liseconds (100-500 Hz). An example of the spectrogram of the signal is given
figure 2. Some areas are represented : a fondamental frequency, a set of partials,
and a transition phasis during which the physiological reaction appears.

Some well-known methods in speech recognition like cepstral coefficients [21]
or dynamic time warping technique [22] have been tried without significative
results. Then the tests showed that methods for tracking partials like MAQ or
its derivatives [23] are not precise enough in this case. A specific algorithm using
b-splines was designed to characterize the signal. This one tracks the partials
to extract the features : C1 the fundamental frequency, C2 the mean interval
between successive partials and C3 the highest frequency having a measurable
partial.

4.3 The Decision Step

The authentication can be viewed as a ”one class classification problem”. The
taken decision represents the acceptance (the sample is recognized as belonging
to the genuine user) or the reject (the only one alternative). The problem consists
in the comparison of a given signature to test T and a set S of R reference
signatures sr, each ones represented by a vector of N values denoted Cr

n. During
the enrolment, the inner class variance En and the outer class variance An of
the n-th feature were computed. Then a weighted-euclidian distance where the
weight αn of the n-th feature is given by αn = En

An
is used to compute the

distance between T and each one of the R reference signatures. So, we can
find Dmin the lower distance and Dmax the greater one. Given two acceptance
thresholds [Hmin,Hmax], three decision criteria were tested:

1. DC1: if Dmin ≤ Hmin we accept the current signature, we reject it other-
wise.

2. DC2: if Dmax ≤ Hmax we accept the current signature, we reject it other-
wise.

3. DC3: DC1 and DC2
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4.4 Integration with Security

To generate the system key (for us the PIN), we use the popular Corrected Byte
Code Theory [15] created for electronic transmission issues and this, following
two steps. First, before an emission, corrective information (Ic) is computed
then appended to the message T to obtain T ′: T ′ = {T, Ic}. Secondly, after
the emission, the transmitted message may be altered by errors (ε). So (T ′+ ε)
can be corrected using Ic in order to correct T ′ and then recover T . Applied to
an authentication scheme, the training phase consists in finding the biometric
template needed to compute Ic. During the authentication, the biometric system
receives an altered version of this template. As above, the CBCT is used to
reconstruct T . In our system, we consider that a hashed version of T represents
our system key.

The aim is to recover the template only if the features are provided by a
genuine user. It is obvious that the length of Ic is directly link to the correction
capacity and so, to the errors tolerance. The Reed Solomon Code [27], denoted
rs(n, k), computes corrective information for messages length of 2n and can
correct at least n−k

2 errors. The challenge is to find k in order to optimize the
overall results. As this kind of code corrects errors on bits, we use the Hamming
distance between the users to determine the threshold k.

4.5 Experiments

A signature database of 20 persons, each providing 20 signatures was built. The
system is evaluated as follows. The database is divided into two subsets : one
(Refbase) for the enrolment containing R randomly selected reference signature
per user and one (Testbase) for the testing (the other 20 − R signatures left).
The enrolment step is then made. After that, each signature from (Testbase)
is compared to every signals coming from the (Refbase) using the weighted-
euclidian distance. Finally, the decision step is applied. A run of 1000 iteration
has been done in order to create a large number of different (Refbase). The
EER (Equal Error Rate, [25]) computed takes into account all the users in the
database.

Results are given in table 1. It shows the EER (in %) for each decision criteria
when the enrolment consider 2 to 5 signature per user. Some other experiments
showed a minor influence on the ratio Hmax/Hmin: between 1.5 to 5, the EER
stays around 12% in the DC3 decision mode.

The obtained results are encouraging considering the low complexity of the
decision criteria. We need to improve the comprehension of the signal’s structure

Table 1. EER (in %) of the three decision criteria for R varying from 2 to 5

R 2 3 4 5
EER (DC1) 20 14 13 13
EER (DC2) 12 13 15 27
EER (DC3) 13 12 15 22
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in order to build one (or more) stronger classifier(s) and combine their outputs in
the final step. The authentication of some users has proven to be rather difficult
(EER around 40%). We think this is related to the time vs. frequency problem.
Our actual method deals with poor frequency resolution, and the features ex-
tracted are not precise enough to efficiently distinguish the users. We need, in
the future, to improve our algorithm to solve this problem and to extract new
features like the reaction time of the skin.

Compared to other common biometrics, (see table 2 - [22]), our method nears
face-based biometric systems.

Table 2. Comparison with the others biometry

Biometric Keystroke Finger Iris Voice Tactim
EER (%) 6 < 0.01 < 0.001 3 12

We also ran a benchmark to compare our key-generating method with other
biometrics. Table 3 presents this comparison (from [16]). The biometrics are
sorted by increasing score. In terms of errors (FAR and FRR), Tactim is better
than Fingerprint and behind Iris, but the key’s length we can generate is poorer
than the generation based on the Voice. Nevertheless, as we use this key as a
PIN, the length is less important than the error rates.

Table 3. Comparison of Key generating methods with the others biometries

Biometrics Key stroke Voice Fingerprint Tactim Iris
KeyLength 12 46 69 24 140

FRR 48,4 20 30 17,4 0,47
FAR - - - 15,2 0

5 The Use of Our Architecture

Any e-transaction is represented by a service, handled by a Service Oriented
Architecture (definition and explanation of a SOA can be found in [20]). The
kernels of such systems are made to be modular, and by addition of specific
components can offer secure services. Almost any SOA has common components
(eg: use of SSL protocol) to entrust the communications. But there is a lack
of harmonization concerning biometrics components. Many companies propose
to incorporate in their system any kind of biometric devices, and this, in many
different ways. The construction of a platform-independent biometric component
can fulfill this need, and so, increase the usability and the security of the entire
existing frameworks. Considering that our component will be used by the SOA
to initialize secure communications, we need to focus on the applicative sectors
of biometry in general, and of the Tactim concept in particular.

Biometric components are a subset of authentication systems. Their usefulness
relies on the permissibility of the security policy of the system. If the services
providers do not allow you to share on your own your private access, biometric
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components can not be applied. On the opposite, for a voting system, this prop-
erty is an advantage since the services provider has to start the procedure to give
access to someone else.

Regarding our subject, we can apply it only in more critical sectors (we have
to assume the environment of the user: at work) since the user has to be in a
particular state of mind.

5.1 Component Design and Its Finality

SOA implies modularity and good abstraction of the primary layers (commu-
nications, interaction between users and services but also among components).
We modify the dGov platform ([28]) to be compliant with the JRMI technology
to allow a control of our service through a simple call to an object (abstraction
of the mutual authentication). The base (for now, a computer) represents the
physical and logical location of this object. It computes, with the help of the bio-
metric kernel, the PIN of the inserted smartcard and can send the information
of the service needed by the user to the client.

5.2 Analysis of Possible Attacks

Assuming that a thief steals the mobile agent, he can directly access the public
area where the biometric data are stored. Nevertheless, as we store the corrective
information, these data are useless : the quantity of this information is inferior
to the correction capacity.

Secondly the attack can be lead against the PIN. As nobody knows it, the
only possibility is to try randomly, but the smart card prevents attackers from
exhaustive attacks (only three attempts).

A more complicated scheme consists in enforcing the user to use the system,
but the Tactim biometry is based on specific reaction which can not be estab-
lished under constraints.

Nevertheless our architecture is sensitive to replay attacks; if someone steals
correct features, he can replay them on the sensor’s surface and gain the access.

One possibility in order to record features is to corrupt the base. The mutual
authentication between the service provider and the base (use of SSL protocol)
prevents the process from using a fake base, complicating the task of corruption.

6 Conclusion

This paper describes the promising results of a new kind of biometry. The Tactim
project relies on a physiology study which shows that quantifying both the user
and his state of mind is feasible. This property, not yet exploited in the different
kind of biometry, represents a real opportunity. We have presented each domain
linked to a biometric problem, theirs challenges and interactions.

The physiology study has helped to understand how to stimulate the skin
reaction and so, has permitted the construction of a sensor prototype. The in-
terpretation of the acquired data represented the more critical point of the overall
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system. Signal processing tools and acoustics analysis have shown the region of
interest in the signatures. This improvement has lead us to develop a features
extraction algorithm with stable results (the inner class variance tends to be
stable among the users). Nevertheless we have yet to improve the precision of
our method; Better resolution in frequencies or new features (establishment time
of the reaction) must be an interesting way.

Successfully marrying security and biometry is not an easy task. A classical
approach of the biometric kernel (give a ”yes” or ”no” response) is not accept-
able, otherwise the data storage has to be non-invasive. In order to overcome
these issues we developed a decision layer which outputs the PIN of the owner’s
smartcard. The results show that our features are more pertinent than finger-
prints for two reasons: we obtain a lower error rate effective given the user’s
agreement.

On the system design side, we have chosen a hardware architecture built
around a personal device (embedded the acquisition and data part). In this
scheme, the logical tasks (dealing with: the SOA, the biometric kernel) are del-
egated to the base which represents the location of the authentication compo-
nent. There is still a lack of harmonization in biometric components: there is no
a global protocol yet. We now need to improve the software protocol in order to
offer an abstract layer to the other services.
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Abstract. In 2005, Liao et al. pointed out the weaknesses of Das et
al.’s dynamic ID-based remote user authentication scheme using smart
cards, and then proposed a slight modification thereof to overcome these
weaknesses. The current paper, however, demonstrates that Liao et al.’s
scheme is still vulnerable to reflection attacks, privileged insider’s at-
tacks, and impersonation attacks by using lost or stolen smart card.
Then, we present an improvement to the scheme in order to isolate such
problems.

Keywords: Authentication, Password, Dynamic ID, Smart card, Re-
flection attack.

1 Introduction

Password authentication is a simple and convenient authentication mechanism
that allows a legal user to login to remote systems. A number of researchers
[1][2][3][4][5] have proposed password authentication schemes for secure login of
legal users. However, all these schemes are based on static login ID, which is
vulnerable to leaking partial information about a user’s login message to an
adversary. One solution to ID-theft is employing a dynamic ID for each login.

In 2004, Das et al. [6] proposed a dynamic ID-based remote user authenti-
cation scheme using smart cards. The scheme has the following advantages: (1)
It allows the users to choose and change their passwords freely. (2) It does not
maintain any verifier tables in the remote system. (3) The remote user authenti-
cation scheme is secure against ID-theft, replay attacks, forgery attacks, insider
attacks, and stolen-verifier attacks. In 2005, Liao et al. [7], however, showed
that Das et al.’s scheme has three security weaknesses as follows: (1) It cannot
protect against guessing attacks. (2) It cannot achieve mutual authentication.
(3) Passwords can be revealed by remote systems. Liao et al. proposed a slight
modification of Das et al.’s scheme. They claimed that their proposed scheme
not only achieves Das et al.’s advantages; it also enhances Das et al.’s security
by removing the security weaknesses.
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Unlike Liao et al.’s claims, their scheme is still vulnerable to a reflection
attack [8] and a privileged insider’s attack [9]. Therefore, the current paper
demonstrates that Liao et al.’s scheme is still vulnerable to reflection attacks,
privileged insider’s attacks, and impersonation attacks using lost or stolen smart
cards. Then, we present an improvement to the scheme in order to remove such
problems.

This paper is organized as follows: Section 2 briefly reviews Liao et al.’s dy-
namic ID-based remote user authentication scheme using smart cards; then Sec-
tion 3 discusses its weaknesses. Our proposed scheme is presented in Section 4,
while Section 5 discusses the security and efficiency of the proposed scheme. Our
conclusions are presented in Section 6.

2 Review of Liao et al.’s Scheme

This section briefly reviews Liao et al.’s dynamic ID-based remote mutual au-
thentication scheme using smart cards [7]. Some of the notations used in this
paper are defined as follows:

– U : The user
– PW : The password of U
– S: The remote system
– x: The secret key of S
– y: The secret number of S stored in each user’s smart card
– T : A time-stamp
– h(·): A one-way hash function
– ⊕: Bit-wise XOR operation
– ||: Concatenation

Liao et al.’s scheme consists of two phases: a registration phase and an authen-
tication phase. Figure 1 shows Liao et al.’s authentication scheme. The scheme
works as follows:

2.1 Registration Phase

When U requests to register with S, S performs this phase only once as follows:

1. U freely chooses a password PW and computes h(PW ). He/she submits
his/her identity ID and h(PW ) to S through a secure channel.

2. S then computes N = h(PW )⊕ h(x||ID).
3. S stores (N, y, h(·)) into a smart card and then sends the smart card to U

through a secure channel.

2.2 Authentication Phase

When U wants to login S, S authenticates U as follows:

1. U inserts his/her smart card into the card reader of a terminal, and keys in
his/her PW . Then, the smart card can compute a dynamic ID as CID =
h(PW )⊕h(N ⊕ y⊕T ), B = h(CID⊕h(PW )), and C = h(T ⊕N ⊕B⊕ y),
where T is a time-stamp.
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2. U sends (CID, N, C, T ) to S.
3. Upon receiving the login request at the time T ′, S verifies whether (T ′−T ) ≤

ΔT . If it holds, S accepts the login request of U , where ΔT is an expected
valid time interval. Then, S computes h(PW ) = CID ⊕ h(N ⊕ y ⊕ T ) and
B = h(CID ⊕ h(PW )), and checks if C = h(T ⊕N ⊕B ⊕ y). If it holds, S
accepts U to login to the system. Otherwise, S rejects it. Then S computes
D = h(T ∗ ⊕N ⊕B ⊕ y), where T ∗ is a time-stamp.

4. S sends (D, T ∗) to U .
5. Upon receiving a reply message at the time T ′′, U verifies whether (T ′′ −

T ∗) ≤ ΔT , where ΔT is an expected valid time interval. If it holds, U
computes h(T ∗ ⊕ N ⊕ B ⊕ y) and compares it with the received D. If it
holds, U can be sure he or she is communicating with the actual S.

Shared Information: h(·).
Information held by User U : ID, PW , Smart card(N, y, h(·)).
Information held by Remote System: x, y.

User U Remote System S

Registration Phase:
Select ID, PW ID, h(PW )

−−−−−−−−−−−−−−−−−→
N ← h(PW ) ⊕ h(x||ID)

Store N, y, h(·) in Smart Card
Smart Card←−−−−−−−−−−−−−−−−−

(Secure Channel)
Authentication Phase:
Input PW
Pick up T
CID ← h(PW ) ⊕ h(N ⊕ y ⊕ T )
B ← h(CID ⊕ h(PW ))
C ← h(T ⊕ N ⊕ B ⊕ y) (CID, N, C, T )

−−−−−−−−−−−−−−−−−−→
Check (T ′ − T ) ≤ ΔT

h(PW ) ← CID ⊕ h(N ⊕ y ⊕ T )
B ← h(CID ⊕ h(PW ))

Check C
?
= h(T ⊕ N ⊕ B ⊕ y)

Pick up T∗

Check (T ′′ − T∗) ≤ ΔT (D, T∗)
←−−−−−−−−−−−−−−−−−−

D ← h(T∗ ⊕ N ⊕ B ⊕ y)

Check D
?
= h(T∗ ⊕ N ⊕ B ⊕ y)

Fig. 1. Liao et al.’s Authentication Scheme

3 Cryptanalysis of Liao et al.’s Scheme

This section shows that Liao et al.’s authentication scheme is vulnerable to
reflection attacks, insider attacks, and impersonation attacks using lost or stolen
smart cards.

3.1 Reflection Attack

A reflection attack [8] is a potential way of attacking a challenge-response au-
thentication system which uses the same protocol in both directions. The basic
idea is to trick the target into providing the answer to its own challenge. Consider
a scenario of a reflection attack in Liao et al.’s scheme. In the authentication
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phase, if attacker A has intercepted and blocked a message transmitting in Step
(2), i.e., (CID, N, C, T ), he or she can impersonate the remote system and send
(D, T ∗) to U in Step (4) of the authentication phase, where D = C and T ∗ = T
is the current timestamp. Upon receiving the second item of the received mes-
sage, i.e., T ∗, U will believe T ∗ is a valid timestamp because (T ′′ − T ∗) ≤ ΔT .
Then U will compute h(T ∗ ⊕ N ⊕ B ⊕ y). Note that Step (3) of the authen-
tication phase is skipped by attacker A. Since the computed result equals the
first item of the received message, i.e., D = C = h(T ∗ ⊕ N ⊕ B ⊕ y), where
T ∗ = T , U is fooled into believing that the attacker is the legal remote system.
Since U cannot actually authenticate the remote system’s identity, Liao et al.’s
authentication scheme fails to provide mutual authentication. Fig. 2 depicts the
message transmission of the reflection attack.

Authentication Phase:

User U Attacker A
Input PW
Pick up T
CID ← h(PW ) ⊕ h(N ⊕ y ⊕ T )
B ← h(CID ⊕ h(PW ))
C ← h(T ⊕ N ⊕ B ⊕ y) (CID, N, C, T )

−−−−−−−−−−−−−−−−−−−→
Intercepts (CID, N, C, T )

Let D = C
Check (T ′′ − T∗) ≤ ΔT (D, T∗)

←−−−−−−−−−−−−−−−−−−−−
Let T∗ = T

Check D
?
= h(T∗ ⊕ N ⊕ B ⊕ y)

Fig. 2. Reflection attack on Liao et al.’s scheme

3.2 Insider Attack

Liao et al. claimed that U ’s password PW cannot be revealed by remote system
S in the registration phase because it is protected by a one-way hash func-
tion. Assuming that user U picks a predictable password, PW , then unlike their
claim, in the registration phase of Liao et al.’s scheme, U ’s password PW , how-
ever, will be revealed to the remote system because its hashed value h(PW )
is transmitted to the system. That is, the system first guesses password PW ∗

and checks if h(PW ) = h(PW ∗) by using an off-line password guessing at-
tack. If it holds, S can get U ’s password PW . Otherwise, S performs it until
h(PW ) = h(PW ∗). In practice, users offer the same password to access several
servers for their convenience. Thus, the privileged insider of the remote system
may try to use PW to impersonate U to login to the other systems that U has
registered with outside this system [9]. If the targeted outside system adopts
the normal password authentication scheme, it is possible that the privileged
insider of the system can successfully impersonate U to login to it by using PW .
Although it is also possible that all the privileged insiders of the system are
trusted and U does not use the same password to access several systems, the
implementers and the users of the scheme should be aware of such a potential
weakness.
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3.3 Impersonation Attack by Using Lost or Stolen Smart Card

Liao et al.’s scheme is vulnerable to impersonation attacks using a lost or stolen
smart cards. Namely, a user can get authenticated to a remote system even
if s/he doesn’t have the valid password. Precisely, if an attacker gets a user’s
smart card, he can input any string str in the smart card as the user’s pass-
word, and can still get authenticated. Needless to say this is a serious problem.
Fig. 3 depicts the message transmission of an impersonation attack using a lost
or stolen smart card.

Authentication Phase:

Attacker A Remote System S
Input string str
Pick up T
CID ← h(str) ⊕ h(N ⊕ y ⊕ T )
B ← h(CID ⊕ h(str))
C ← h(T ⊕ N ⊕ B ⊕ y) (CID, N, C, T )

−−−−−−−−−−−−−−−−−−−→
Check (T ′ − T ) ≤ ΔT

h(str) ← CID ⊕ h(N ⊕ y ⊕ T )
B ← h(CID ⊕ h(str))

Check C
?
= h(T ⊕ N ⊕ B ⊕ y)

Pick up T∗

Check (T ′′ − T∗) ≤ ΔT (D, T∗)
←−−−−−−−−−−−−−−−−−−

D ← h(T∗ ⊕ N ⊕ B ⊕ y)

Check D
?
= h(T∗ ⊕ N ⊕ B ⊕ y)

Fig. 3. Impersonation attack by using lost or stolen smart card on Liao et al.’s scheme

4 Countermeasures

This section proposes an enhancement to Liao et al.’s scheme that eliminates
the security flaws described in the previous section. Our improved scheme not
only possesses the advantages of their scheme, it also enhances the security of
their scheme. Our scheme is also divided into the two phases of registration
and authentication. Fig. 4 illustrates the proposed remote user authentication
scheme. To resist such attacks, the proposed phases perform as follows:

4.1 Registration Phase

When a new user U wants to register with the remote system S, he/she performs
this phase only once. S will issue a smart card to U after this phase is done. The
steps are as follows:

1. U freely chooses a password PW and computes h(PW ||R), where R is
randomly chosen nonce by U . He/she submits his/her identity ID and
h(PW ||R) to S through a secure channel.

2. S then computes N = h(PW ||R)⊕h(x||ID) and K = h(PW ||R)⊕h(N ||y).
3. S stores (N, y, K, h(·)) into a smart card and then sends the smart card to

U through a secure channel.
4. U enters R into his/her smart card.
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Shared Information: h(·).
Information held by User U : ID, PW , Smart card(N, y, R, h(·)).
Information held by Remote System: x, y.

User U Remote System S

Registration Phase:
Select ID, PW , R ID, h(PW ||R)

−−−−−−−−−−−−−−−−−→
N ← h(PW ||R) ⊕ h(ID||x)
K ← h(PW ||R) ⊕ h(N ||y)

Store N, y, K, h(·) into Smart Card
Input R into Smart Card Smart Card←−−−−−−−−−−−−−−−−−

(Secure Channel)
Authentication Phase:
Input PW

Check h(N ||y)
?
= K ⊕ h(PW ||R)

Pick up T
CID ← h(PW ||R) ⊕ h(N ||y||T )
B ← h(CID||h(PW ||R))
C ← h(T ||N ||B||y) (CID, N, C, T )

−−−−−−−−−−−−−−−−−−→
Check (T ′ − T ) ≤ ΔT

h(PW ||R) ← CID ⊕ h(N ||y||T )
B ← h(CID||h(PW ||R))

Check C
?
= h(T ||N ||B||y)

Pick up T∗

Check (T ′′ − T∗) ≤ ΔT (D, T∗)
←−−−−−−−−−−−−−−−−−−

D ← h(T∗||B||y)

Check D
?
= h(T∗||B||y)

Fig. 4. Proposed Authentication Scheme

4.2 Authentication Phase

In this phase, when U wants to login S, S can authenticate U . The steps of this
phase are as follows:

1. U inserts his/her smart card into the card reader of a terminal, and keys
in his/her PW . Then, the smart card computes h(PW ||R) and extracts
h(N ||y) by computing K⊕h(PW ||R). The smart card computes h(N ||y) by
using stored N and y, and compares it with extracted hash value h(N ||y). If
it is equal, the smart card computes a dynamic ID as CID = h(PW ||R)⊕
h(N ||y||T ), B = h(CID||h(PW ||R)), and C = h(T ||N ||B||y), where T is a
time-stamp.

2. U sends (CID, N, C, T ) to S.
3. Upon receiving the login request at the time T ′, S verifies if whether (T ′ −

T ) ≤ ΔT . If it holds, S accepts the login request of U , where ΔT is
an expected valid time interval. Then, S computes h(PW ||R) = CID ⊕
h(N ||y||T ), B = h(CID||h(PW ||R)), and checks if C = h(T ||N ||B||y). If it
holds, S allows U to login to the system. Otherwise, S rejects it. Then S
computes D = h(T ∗||B||y), where T ∗ is a time-stamp.

4. S sends (D, T ∗) to U .
5. Upon receiving the reply message at the time T ′′, U verifies whether (T ′′ −

T ∗) ≤ ΔT , where ΔT is an expected valid time interval. If it holds, U
computes h(T ∗||B||y) and compares it with the received D. If it holds, U
can be sure that s/he is communicating with the actual S.
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5 Security and Efficiency Analysis

This section discusses the security and efficiency features of the proposed au-
thentication scheme.

5.1 Security Analysis

This subsection provides the proof of correctness of the proposed authentication
scheme. First, the security terms [8] needed for the analysis of the proposed
scheme are defined as follows:

Definition 1. A weak password (PW ) has a value of low entropy, which can
be guessed in polynomial time.

Definition 2. A strong secret key (x) has a value of high entropy, which cannot
be guessed in polynomial time.

Definition 3. A secure one-way hash function y = h(x) is where given x to
compute y is easy and given y to compute x is hard.

Given the above definitions, the following analyzes the security of the proposed
authentication scheme:

1. The proposed scheme prevents the reflection attack in Liao et al.’s scheme:
The reflection attack on Liao et al.’s scheme can succeed due to the sym-
metric structure of the messages (e.g. C = h(T ⊕ N ⊕ B ⊕ y) and D =
h(T ∗ ⊕ N ⊕ B ⊕ y) exchanged between the user U and the remote sys-
tem. However, the proposed scheme can prevent reflection attacks like tohse
in Liao et al.’s scheme because of the different message structure between
C = h(T ||N ||B||y) and D = h(T ∗||B||y). Thus, the proposed scheme pre-
vents reflection attacks such as in Liao et al.’s scheme.

2. The proposed scheme can resist an insider attack: Since U registers to the
server by presenting h(PW ||R) instead of h(PW ), the insider of the server
cannot obtain PW without knowing random nonce R using an off-line pass-
word guessing attack.

3. The proposed scheme can resist an impersonation attack using a lost or stolen
smart card: Suppose legal users lost their smart card or an attacker steals
the smart card for a short duration and makes a duplicate of it. If an attacker
inputs any string PW ′ in the smart card as the user’s password, the attack
cannot pass the smart card verification process, step 1 of the authentication
phase, because the attacker does not know the legal user’s password PW
and the smart card checks h(N ||y) = K ⊕ h(PW ′||R). Thus, the proposed
scheme prevents an impersonation attack using lost or stolen smart cards as
Liao et al.’s scheme is vulnerable to.

4. The proposed scheme can resist replay attacks: For replay attacks, neither the
replay of an old login message (CID, N, C, T ) in the authentication phase
will work, as it will fail in Steps 3 due to the time interval (T ′ − T ) ≤ ΔT .
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5. The proposed scheme can resist password guessing attacks: In the registration
phase, S embedded each user’s identity ID in N . Assume that a user wants
to use password guessing attacks in the proposed scheme. It cannot attack
the proposed scheme because N includes each user’s ID and random number
R.

6. The proposed scheme can achieve mutual authentication: In the authentica-
tion phase, S can authenticate U . U can authenticate S in Step 5 of authen-
tication phase because only valid S can compute h(T ∗||B||y). Therefore, the
proposed scheme can achieve mutual authentication.

5.2 Efficiency Analysis

Comparisons between Dae et al’s scheme [6], Liao et al’s scheme [7], and our pro-
posed scheme are shown in Table 1. To analyze the computational complexity of
the proposed scheme, we define the notation Th, which is the time for computing
one-way hash function.

In Das et al.’s scheme, S computes N that requires 2× Th in the registration
phase. In the authentication phase, U computes CID that requires 2 × Th,
computes B that requires 1× Th, and computes C that requires 1× Th. In the
same phase, S computes CID⊕ h(N ⊕ y⊕T ) that requires 1×Th, computes B
that requires 1× Th, and computes h(T ⊕N ⊕B ⊕ y) that requires 1× Th.

In Liao et al’s scheme, U computes h(PW ) that requires 1× Th and S com-
putes N that requires 1 × Th in registration phase. In authentication phase of
Liao et al’s scheme, U computes CID that requires 2×Th, computes B requires
1×Th, and computes C that requires 1×Th. U verifies D that requires 1×Th. In
the same phase, S computes CID⊕h(N⊕y⊕T ) that requires 1×Th, computes
B requires 1×Th, computes h(T ⊕N⊕B⊕y) that requires 1×Th, and computes
h(T ∗ ⊕N ⊕B ⊕ y) requires 1× Th.

In the proposed scheme, U computes h(PW ||R) that requires 1 × Th and S
computes N and K that require 2× Th in registration phase. In authentication
phase of proposed scheme, U computes h(N ||y) that requires 1×Th, h(PW ||R)
requires 1 × Th, CID requires 1 × Th, computes B that requires 1 × Th, and
computes C that requires 1 × Th. U verifies D requires 1 × Th. In the same
phase, S computes h(N ||y||T ) that requires 1×Th, B requires 1×Th, computes
h(T ||N ||B||y) that requires 1×Th, and computes h(T ∗||B||y) that requires 1×Th.

We can see that the number of hash operation is increased by only two in our
scheme compared with Liao et al.’s scheme. It does not add many additional

Table 1. A comparison of computation costs

Computational type Das et al.’s
Scheme [6]

Liao et al.’s
Scheme [7]

Proposed
Scheme

Registration Phase 2 × Th 2 × Th 3 × Th

Authentication Phase 7 × Th 9 × Th 10 × Th
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computational costs. Therefore, the proposed scheme is not only simple but also
enhances security.

6 Conclusions

The current paper demonstrated that Liao et al.’s scheme is vulnerable to reflec-
tion attacks, privileged insider’s attacks, and impersonation attacks using lost or
stolen smart cards, and then presented an improved scheme in order to remove
such problems. As a result, in contrast to Liao et al.’s scheme, the proposed
scheme is able to provide greater security.
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Abstract. Designing cryptographic protocols well suited for today’s dis-
tributed large networks poses great challenges in terms of cost, perfor-
mance, user convenience, functionality, and above all security. As has
been pointed out for many years, even designing a two-party authentica-
tion scheme is extremely error-prone. This paper discusses the security
of Lee et al.’s remote user authentication scheme making use of smart
cards. Lee et al.’s scheme was proposed to solve the security problem
with Chien et al.’s authentication scheme and was claimed to provide
mutual authentication between the server and the remote user. How-
ever, we demonstrate that Lee et al.’s scheme only achieves unilateral
authentication — only the server can authenticate the remote user, but
not vice versa. In addition, we recommend changes to the scheme that
fix the security vulnerability.

Keywords: Authentication scheme, password, smart card, parallel ses-
sion attack, reflection attack.

1 Introduction

A mutual authentication scheme is a two-party protocol designed to allow the
communicating parties to confirm each other’s identity over a public, insecure
network. Authentication schemes are necessary for secure communication be-
cause one needs to know with whom he or she is communicating before sending
some sensitive information. Achieving any form of authentication inevitably re-
quires some secret information to be established between the communicating
parties in advance of the authentication stage. Cryptographic keys, either secret
keys for symmetric cryptography or private/public keys for asymmetric cryp-
tography, may be one form of the underlying secret information pre-established
between the parties. However, these high-entropy cryptographic keys are random
in appearance and thus are difficult for humans to remember, entailing a signif-
icant amount of administrative work and costs. Eventually, it is this drawback
that password-based authentication came to be widely used in reality. Passwords
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are drawn from a relatively small space like a dictionary, and are easier for hu-
mans to remember than cryptographic keys with high entropy.

The possibility of password-based user authentication in remotely accessed
computer systems was explored as early as the work of Lamport [10]. Due in
large part to the practical significance of password-based authentication, this
initial work has been followed by a great deal of studies and proposals, includ-
ing solutions using multi-application smart cards [4,14,8,13,5,16,15]. In a typical
password-based authentication scheme using smart cards, remote users are au-
thenticated using their smart card as an identification token; the smart card
takes as input a password from a user, recovers a unique identifier from the
user-given password, creates a login message using the identifier, and then sends
the login message to the server, who then checks the validity of the login request
before allowing access to any services or resources. This way, the administra-
tive overhead of the server is greatly reduced and the remote user is allowed to
remember only his password to log on. Besides just creating and sending login
messages, smart cards support mutual authentication where a challenge-response
interaction between the card and the server takes place to verify each other’s
identity. Mutual authentication is a critical requirement in most real-world ap-
plications where one’s private information should not be released to anyone until
mutual confidence is established. Indeed, phishing attacks [1] are closely related
to the deficiency of server authentication, and are a growing problem for many
organizations and Internet users.

The experience has shown that the design of secure authentication schemes is
not an easy task to do, especially in the presence of an active intruder; there is a
long history of schemes for this domain being proposed and subsequently broken
by some attacks (e.g., [6,2,3,12,7,16,15,9]). Therefore, authentication schemes
must be subjected to the strictest scrutiny possible before they can be deployed
into an untrusted, open network. In 2000, Sun [13] proposed a remote user au-
thentication scheme using smart cards. Compared with the earlier work of Hwang
and Li [8], this scheme is extremely efficient in terms of the computational cost
since the protocol participants perform only a few hash function operations. In
2002, Chien et al. [5] presented another remote user authentication scheme which
improves on Sun’s scheme in two ways; it provides mutual authentication and
allows users to freely choose their passwords. However, Hsu [7] has pointed out
that Chien et al.’s scheme is vulnerable to a parallel session attack; an intruder
can masquerade as a legitimate user by using server’s response for an honest
session as a valid login message for a fake, parallel session. To patch this security
vulnerability, Lee et al. [11] have recently presented a slightly modified version
of Chien et al.’s scheme, and have claimed, among others, that their modified
version achieves mutual authentication between the server and the remote user.
But, unlike the claim, their modification only achieves unilateral authentication;
only the server can authenticate the remote user, but not vice versa. In this
paper, we demonstrate this by showing that Lee et al.’s revised scheme is still
insecure against a reflection attack. Besides reporting the reflection attack on
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Lee et al.’s scheme, we also figure out what has gone wrong with the scheme and
how to fix it.

The remainder of this paper is organized as follows. We begin by reviewing
Chien et al.’s remote user authentication scheme and its weakness in Section 2.
We continue in Section 3 with a description of Lee et al.’s scheme. Then, we
present a reflection attack on Lee et al.’s scheme in Section 4, and show how to
prevent the attack in Section 5. Finally, we conclude this work in Section 6.

2 Review of Chien et al.’s Authentication Scheme and
Its Weakness

This section reviews Chien et al.’s remote user authentication scheme [5] and
Hsu’s parallel session attack [7] on it. Chien et al.’s scheme consists of three
phases: the registration phase, the login phase, and the verification phase. The
registration phase is performed only once per user when a new user registers itself
with the server. The login and authentication phases are carried out whenever
a user wants to gain access to the server. A pictorial view of the scheme at a
high level of abstraction is given in Fig. 1, where a dashed line indicates a secure
channel, and a more detailed description follows.

2.1 Chien et al.’s Authentication Scheme

Registration Phase. Let x be the secret key of the authentication server (AS),
and h be a secure one-way hash function. A user Ui, who wants to register with
the server AS, chooses its password PWi at will and submits a registration
request, consisting of its identity IDi and password PWi, to the server AS via
a secure channel. Then AS computes

Xi = h(IDi ⊕ x) and Ri = Xi ⊕ PWi

and issues a smart card containing 〈Ri, h
∗〉 to Ui, where h∗ denotes the descrip-

tion of the hash function h.

Login Phase. When Ui wants to log in to the system, he inserts his smart card
into a card reader and enters his identity IDi and password PWi. Given IDi

and PWi, the smart card computes

Xi = Ri ⊕ PWi and C1 = h(Xi ⊕ T1)

where T1 is the current timestamp. The smart card then sends the login reqest
message 〈IDi, T1, C1〉 to the server AS.

Verification Phase. With the login request message 〈IDi, T1, C1〉, the scheme
enters the verification phase during which AS and Ui perform the following steps:

Step 1. Upon receiving the message 〈IDi, T1, C1〉, the server AS checks that:
(1) IDi is valid, (2) T2 − T1 ≤ ΔT , where T2 is the timestamp when AS
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Ui AS

〈PWi〉 〈x〉

Registration phase

Xi = h(IDi ⊕ x)

Ri = Xi ⊕ PWi

Login phase

Xi = Ri ⊕ PWi

C1 = h(Xi ⊕ T1)

Verification phase

Is IDi valid?

T2 − T1

?

≤ ΔT

C1

?
= h(h(IDi ⊕ x) ⊕ T1)

T4 − T3

?

≤ ΔT C2 = h(h(IDi ⊕ x) ⊕ T3)

C2

?
= h(Xi ⊕ T3)

IDi, PWi

smart card : 〈Ri, h
∗〉

IDi, T1, C1

T3, C2

Fig. 1. Chien et al.’s remote user authentication scheme

received the login request message and ΔT is the maximum allowed time
difference between T1 and T2, and, finally, (3) C1 is equal to h(h(IDi⊕ x)⊕
T1). If any of these are untrue, AS rejects the login request and aborts the
protocol. Otherwise, AS accepts the login request.

Step 2. Now, AS obtains the current timestamp T3, computes C2 = h(h(IDi⊕
x)⊕ T3), and sends the response message 〈T3, C2〉 to user Ui.

Step 3. After receiving the message 〈T3, C2〉 from AS, user Ui checks that: (1)
T4 − T3 ≤ ΔT , where T4 is the timestamp when Ui received the response
message 〈T3, C2〉, and (2) C2 equals h(Xi ⊕ T3). If both of these conditions
hold, Ui believes that he is talking to the authentic server. Otherwise, Ui

aborts his login attempt.

2.2 Hsu’s Attack on Chien et al.’s Scheme

As already mentioned, Hsu [7] showed that Chien et al.’s remote user authentica-
tion scheme is vulnerable to a parallel session attack through which an intruder
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E is easily able to gain access to the server by disguising herself into a legitimate
user Ui. In Hsu’s attack, E simply eavesdrops on AS’s response message 〈T3, C2〉
for an honest session between Ui and AS, and immediately starts a parallel ses-
sion sending the forged login request message 〈IDi, T3, C2〉 to the server AS.
Since C2 equals h(h(IDi ⊕ x)⊕ T3), AS believes that the login request message
〈IDi, T3, C2〉 comes from another instance of Ui as long as the message arrives
at AS before the timer expires.

The vulnerability of Chien et al.’s scheme to this parallel session attack is
mainly because that two authenticators C1 and C2 exchanged between two
authenticating parties are computed using the same cryptographic expression:
h(h(IDi ⊕ x) ⊕ timestamp). Indeed, this is a well-known fundamental flaw of
authentication schemes that allows an intruder to use messages going to one
direction to construct forged — but still valid — messages going to the opposite
direction [6,2].

3 Lee et al.’s Authentication Scheme

To thwart the parallel session attack, Lee et al. [11] have recently presented an
improved version of Chien et al.’s scheme. The registration and login phases of
Lee et al.’s scheme are the same as those of Chien et al.’s scheme. Furthermore,
the only difference between the verification phases of two schemes is in the

Ui AS

〈PWi, Ri = Xi ⊕ PWi〉 〈x〉

Login phase

Xi = Ri ⊕ PWi

C1 = h(Xi ⊕ T1)

Verification phase

Is IDi valid?

T2 − T1

?

≤ ΔT

C1

?
= h(h(IDi ⊕ x) ⊕ T1)

T4 − T3

?

≤ ΔT C2 = h(h(h(IDi ⊕ x) ⊕ T3))

C2

?
= h(h(Xi ⊕ T3))

IDi, T1, C1

T3, C2

Fig. 2. Lee et al.’s remote user authentication scheme
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computation of C2, i.e., C2 = h(h(IDi⊕ x)⊕ T3) versus C2 = h(h(h(IDi ⊕ x)⊕
T3)). A high level dipiction of the verification phase of Lee et al.’s scheme is
given in Fig. 2 and a more detailed description follows.

Verification Phase. The following steps are performed with the login request
message 〈IDi, T1, C1〉 being sent to AS by Ui:

Step 1. Upon receiving 〈IDi, T1, C1〉, the server AS acquires the current times-
tamp T2 and verifies that: (1) IDi is valid, (2) T2 − T1 ≤ ΔT , where
T1 and ΔT are as defined in Chien et al.’s scheme, and (3) C1 equals
h(h(IDi ⊕ x) ⊕ T1). If all of these conditions hold, AS accepts the login
request. Otherwise, AS rejects it and aborts the protocol.

Step 2. AS generates a new timestamp T3, computes C2 as C2 = h(h(h(IDi ⊕
x)⊕ T3)), and sends the response message 〈T3, C2〉 to user Ui.

Step 3. Upon receipt of the response 〈T3, C2〉, user Ui generates a new times-
tamp T4 and checks that: (1) T4 − T3 ≤ ΔT and (2) C2 is equal to
h(h(Xi ⊕ T3)) where Xi = h(IDi ⊕ x). If both of these conditions hold,
Ui believes AS as authentic. Otherwise, Ui aborts his login attempt.

It is straightforward to see that Lee et al.’s authentication scheme is secure
against Hsu’s parallel session attack since the intruder can no longer use the
server’s response C2 in forging a valid login request message unless she can
invert the hash function h.

4 Attack on Lee et al.’s Authentication Scheme

Unfortunately, Lee et al.’s remote user authentication scheme provides only uni-
lateral authentication. To show this, we present a reflection attack where an
intruder impersonates AS to Ui. The attack scenario is outlined in Fig. 3 and is
described in more detail as follows:

1. As usual, the verification phase begins when user Ui sends the login request
message 〈IDi, T1, C1〉 to the server AS.

2. But, the intruder E intercepts this login request message and computes
CE = h(C1). E then immediately sends the forged response message 〈T1, CE〉
to user Ui alleging that it comes from the server AS.

3. The timestamp T1 that Ui receives from E, who is posing as AS, is in fact
the timestamp sent out by Ui himself. However, Ui cannot detect this fact
since the scheme does not require Ui to check whether or not the timestamp
received from the server equals the one sent by Ui himself; to follow the
specification of the scheme is all that he can and should do. Hence, everything
proceeds as usual; Ui checks that T4−T1 ≤ ΔT and CE equals h(h(Xi⊕T1)).
Since CE is equal to h(h(Xi ⊕ T1)), the forged response message 〈T1, CE〉
will pass the verification test as long as the condition T4 − T1 ≤ ΔT holds,
which is indeed the case.
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Ui E

〈PWi, Ri = Xi ⊕ PWi〉

Xi = Ri ⊕ PWi

C1 = h(Xi ⊕ T1) Intercepts C1

T4 − T1

?

≤ ΔT CE = h(C1)

CE

?
= h(h(Xi ⊕ T1))

IDi, T1, C1

T1, CE

Fig. 3. Attack on Lee et al.’s authentication scheme

The basic idea of our attack is essentially similar to that of Hsu’s parallel
session attack on Chien et al.’s scheme — when an honest protocol participant
sends a message to his authenticating party, the intruder eavesdrops or intercepts
the message and sends it (or a modified version of it) back to the message
originator.

Note that a similar attack scenario as above can be also applied to Chien
et al.’s scheme. Hence, we can say that the original Chien et al.’s scheme does
not guarantee any kind of authentication, either user-to-server authentication
or server-to-user authentication. The problem with Lee et al.’s authentication
scheme is that it fixes only one of two problems and thus fails to achieve mutual
authentication.

5 Preventing the Reflection Attack

We now figure out what is wrong with Lee et al.’s scheme and how to fix it, in
the hope that no similar mistakes are made in the future.

5.1 Flaw in the Scheme

Lee et al. [11] claimed that their scheme prevents the intruder from imper-
sonating AS to Ui. In support of this claim, they argue that the intruder
cannot compute the server’s response C2 because she does not know the se-
cret value Xi = h(IDi ⊕ x). But, this claim is flawed. To compute C2 =
h(h(h(IDi ⊕ x) ⊕ timestamp)), the intruder does not need to know Xi, rather
it suffices to know the value h(h(IDi ⊕ x)⊕ timestamp). It is this flaw that has
led us to present the reflection attack in which the intruder can easily succeed
in impersonating AS to Ui. Using this flaw, the intruder E intercepts login re-
quest message C1 and then immediately sends 〈T1, CE = h(C1)〉 back to Ui. We
emphasize again that CE is a valid response as long as it arrives within the time
window.
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5.2 Countermeasure

One obvious solution to this vulnerability is to modify the cryptographic expres-
sions used in computing C1 and C2 so that it is infeasible for the intruder to
compute C2 from C1. We therefore change the computation of C1 and C2 to:

C1 = h(IDi, h(IDi ⊕ x), T1)

and
C2 = h(IDi, C1, h(IDi ⊕ x), T3).

With this modification, it would be impossible for the intruder to mount
the reflection attack. The intruder, who wants to impersonate AS to Ui, can no
longer forge a valid server’s response from the login request message 〈IDi, T1, C1〉
because C2 cannot be computed from C1 without knowing the secret value
h(IDi⊕x). Our modification also prevents Hsu’s parallel session attack. Even if
the intruder eavesdrops on the server’s response message 〈T3, C2〉, she is unable
to construct from it a valid login request message because C1 cannot be com-
puted from C2 without knowing h(IDi ⊕ x). Therefore, neither Hsu’s parallel
session attack nor our reflection attack can be applied to the fixed scheme.

6 Conclusion

A password-based scheme for remote user authentication using smart cards was
proposed in the recent work of Lee et al. [11]. Despite its many merits, Lee et
al.’s scheme only achieves unilateral authentication unlike the claim that the
scheme provides mutual authentication. To demonstrate this, we have shown
that the scheme is vulnerable to a reflection attack in which an intruder is
easily able to impersonate the authentication server to users. In addition, we
have recommended a small change to the scheme that can address the identified
security problem.
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Abstract. The Password-Capability System has been designed as an
operating system kernel suitable for general-purpose computing in a hos-
tile environment. It has an access control mechanism based on password-
capabilities, on top of which a confinement mechanism and a type man-
agement mechanism are layered. This paper studies the security of these
mechanisms. We find that the mechanisms leak information which can
be utilised by an attacker. Furthermore, we find that conditions placed
on the generation of password-capabilities by the mechanisms enable the
attacker to forge password-capabilities more efficiently than by exhaus-
tive search. We show that all the discovered attacks can be prevented.
This paves the way for the use of the mechanisms in a highly secure
third-generation of the Password-Capability System.

Keywords: Password-capabilities, access control, security analysis.

1 Introduction

The Password-Capability System [1,2,3,4,5] operating system kernel was devel-
oped in the 1980s at Monash University, Australia. It introduced a new paradigm
for implementing capability-based access control, the password-capability. Unlike
tagged capabilities which require hardware support and segregated capabilities
which must be kept separate from user data, password-capabilities can be both
implemented on general-purpose hardware and freely mixed with other data.
This can be done while retaining the naming, addressing and protection benefits
associated with capabilities. This makes password-capabilities a promising par-
adigm for the development of secure operating systems. Password-capabilities
were retained for access control in the Password-Capability System’s successor,
Walnut [2], developed in the 1990s. They have also formed the basis of access
control in other systems including Mungi [6,7,8,9] and Opal [10].

The Password-Capability System and Walnut have shown that a number of
powerful security features can be built on top of a password-capability-based
access control mechanism, in a compact and efficient manner. Examples of such
features are confinement and type management mechanisms. Work has begun
to determine how this feature set can be improved and extended for a third-
generation system. An earlier paper demonstrated that the Password-Capability
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System can be extended to support arbitrary mandatory and discretionary se-
curity policies [11]. A covert channel analysis [12] has also been carried out on
a formal model [1] of the system. Ongoing work suggests that the system can
also support sophisticated controls on the distribution and revocation of capa-
bilities, similar to those offered by (non-password) capability systems such as
SPEEDOS [13,14] and Hydra [15].

In this paper, the security of the Password-Capability System’s access control,
type management and confinement mechanisms is analysed in detail.

We first look at the possibility of information leakage from the mechanisms.
We find that by utilising combinations of the secrets on which the mechanisms
are based, we can reconstruct useful information. We show that this information
can be used to undermine the security of the system. We then present guide-
lines which, if adhered to, prevent information leakage and the attacks which
exploit it.

We then consider attacks which attempt to discover capabilities by guess work.
We find that regularities in the generation of the capability passwords enable
their recovery faster than by exhaustive search. We show that the system can be
modified in such a way that these guessing attacks are all rendered infeasible.

With the exception of a brute force attack on password capabilities, all at-
tacks discussed in this paper apply only to the Password-Capability System
and Walnut [2], and not to other password-capability based systems, such as
Mungi [6,7,8,9] and Opal [10].

2 The Password-Capability System

In this section we introduce the Password-Capability System. We first give an
overview of its main functionality. We then describe in detail two of its pow-
erful security mechanisms: a type management mechanism and a confinement
mechanism.

2.1 Overview

The Password-Capability System is an operating system with a global virtual
address space, access to which is controlled by a mechanism utilizing password-
capabilities. All entities such as data, files, processes, programs, in all such sys-
tems throughout the world, are considered to be objects. The virtual memory
is divided into volumes, each of which is typically a storage device. Each object
resides on a volume, and is uniquely identified in the system by an object name.
The object name is comprised of a unique volume identifier and an object serial
number unique on that volume.

Operations on objects are only permitted when a suitable password-capability
is presented to the system. A capability comprises an object name and a
randomly-chosen password. Each capability allows access to some aspects of
an object. Aspects of objects that capabilities may give access to include the
abilities to read or write a subset of the data in the object, the abilities to start,
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stop, and send messages to objects that are processes, and the ability to derive
new capabilities for the same object with a subset of the access rights.

Each object when created has a single master capability, from which derivative
capabilities can be recursively created. The derivatives can never have more
authority than their parents, and are destroyed if the parent is. Thus each object
has associated with it, a singly-rooted tree of capabilities.

Capabilities are simply values; therefore the security of an object depends on
the infeasibility of guessing any capability for the object.

Apart from being a store of data and potentially a process, all objects also
act as stores of money. This enables an economic system to be created in which
data and services can be traded, and resources managed in a familiar capitalist
market model. Thus all objects are in effect bank accounts. Objects that are
processes also contain some cash for spending on immediate needs such as CPU
time, in the same way as people have ready cash for their immediate needs.

Processes have a cashword in which their cash is stored. They can send this
money to other processes, or store it in other objects. The master capability
indicates the object’s total money in its moneyword. Derived capabilities’ mon-
eywords indicate withdrawal limits on the object’s money. Thus the amount of
money that can be withdrawn using a capability is the minimum of that of its
moneyword, and that of all moneywords of its ancestors leading back to the
master capability. The system periodically extracts an amount of money, pro-
portional to the size of the object, from the moneyword of the object’s master
capability. This is a rental charge to pay for the system resources consumed. If
rent can not be paid, the object will be deleted.

Processes can communicate with one another by passing short messages, or
for larger messages, they can use an intermediate data object to which both have
access. Message passing can be used to share capabilities to such an object.

2.2 Type Management and Confinement

The Password-Capability System supports a number of powerful security mech-
anisms. Two of these are its type management mechanism and its confinement
mechanism.

Type Management. Sometimes we wish to be able to have some service
process allow a client process to access to a data object, without the client being
able to access the internal structure of the data object. An example of such a
service is querying and updating a database. This can be achieved through the
use of the Password-Capability System’s type management mechanism.

For the purposes of type management, a capability’s password is seen as com-
prising two parts, p1 and p2. When a type manager routine creates an object
on behalf of a client process, the manager may seal the capability for the object
by xoring the p2 field of the capability with a key k. The sealed capability is re-
turned to the client, who must pass it back to the manager whenever requesting
a further action on the instance. The manager can of course recover the original
instance of the capability by xoring the p2 field of the sealed capability with k.
The client, however, cannot access the instance.
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Many systems can support type managers of this general sort. However, it is
usually necessary for the client to call on the type manager for even the most
routine management tasks. In our case it would seem that the client would have
to call the type manager whenever the client wished to deposit funds in the
object, or to create a derivative of the sealed capability. In fact, the Password-
Capability System allows the client to use the sealed capability directly for these
purposes.

If a client presents a sealed capability to the system, its original unsealed ver-
sion can be found by the system by matching the object name and p1 fields alone.
The system can then discover the seal key k as the xor of the true and sealed p2
fields. The system will accept the sealed capability as sufficient authority for any
action within the rights of the true capability, except actions which could reveal
or alter data in the data object being managed. If the requested action is that
a derivative of the sealed capability is to be created, or for the sealed capability
to be renamed, the system will seal the p2 field of the new capability password
with k before returning it to the client. Thus a client may pay rent for or share
use of the managed object without reference to the type manager, but any new
capability created can be fully exercised only by the manager.

The first part of a capability’s password, p1, is generated randomly (by the
system) but with the condition that no other extant capability for the object
has the same first password part. This is required by the type management
mechanism, in order to identify capabilities as valid for certain operations based
on the validity of their p1 value only. Note that while only some capabilities are
ever validated in this way, all must abide by the rule of p1 uniqueness for the
mechanism to work. The second part of the password is generated entirely at
random. There is no requirement of uniqueness for this part. The original system
specification recommended that the capability fields, v, s, p1 and p2 should all
be 32 bits in length, giving a 128-bit capability.

As mentioned, the Password-Capability System will allow some operations to
be carried out using capabilities for which only the first part of the password
is correct. A simple attack against this scheme was described in [3], which in-
volves guessing the first part of a password separately from the second part. To
prevent this, the system was modified to return an apparently successful result
on any operation where only a valid p1 is required. For instance, if a derivative
is requested using a capability with an invalid p1, a ‘fake’ capability will be re-
turned having a correct object name, but an entirely random (and, with high
probability, invalid) password. This ensures that an attacker cannot determine
the first part of a password separately from the second. This method of return-
ing apparently successful results prevents that attack, but makes the first of our
capability forgery attacks possible (Section 4.1).

Confinement. The Password-Capability System has a mechanism for address-
ing the confinement problem [16]. Each process in the Password-Capability Sys-
tem has an associated bit-string (equal in length to a capability password),
called a lockword, which it cannot read. Any process having a suitable capability
can modify the lockword of any other process by xor with an arbitrary value.
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Whenever a process tries to use some capability which would enable it to com-
municate information (called an alter capability), the system first decrypts the
capability’s password by xor with the process’s lockword before checking the
capability’s validity.

Initially a process has its lockword set to that of its creator. By default it is
zero, in which case the xor has no effect and the process can use any capability
it possesses. To confine a process X, some process Y can xor X’s lockword to
a chosen value, L. Now when X tries to use an alter capability, the capability
password will be modified by the decryption process and the result will not be
a valid capability, so the call will fail. X will still be able to use any non-alter
capabilities it possesses.

Process X could try to guess its lockword. If it were able to do so then it
could encrypt any alter capability in its possession using the guessed lockword,
such that when it was presented to and decrypted by the system, the result
would be the original capability and the call would succeed. This is prevented
by having process Y set X’s lockword to a value which is infeasible for X to guess.
Lockwords are equal in length to capability passwords and these passwords are
expected to be infeasible to guess. Hence guessing a randomly chosen lockword
is also expected to be infeasible.

Sometimes it will be desirable to allow a confined process to use certain alter
capabilities. Process Y can authorise alter capabilities for X’s use by encrypting
their passwords by xor with L (which it knows). These can then be passed to
X and when used by X will be correctly decrypted by the system. Obviously
process Y must not pass X an encrypted capability if X knows the unencrypted
capability, since it will be able to derive its lockword from the pair.

We have described a single level of confinement. Because xor commutes, mul-
tiple levels of confinement can be implemented in a straight-forward manner.

3 Exploiting Leaked Information

Mechanisms, such as the ones described, must be protected against information
leakage. We addressed the leakage of confidential information in our covert chan-
nel analysis [12]. Such information leakage has also been addressed in systems
such as EROS [17]. Another form of information leakage is considered in this
section: the leakage of access control information.

In actual use of the Password-Capability System, an attacker may legitimately
come into possession of certain pieces of information, if they are authorised to do
so. Examples are capability passwords, process lockwords and type management
keys. The questions we wish to answer are: is it possible for the attacker to
combine such secrets and recover information he has not been authorised to
access? And if so, can we impose constraints on the behaviour of the mechanisms
to prevent this?

It is easy to imagine certain situations in which an attacker could recover
useful information. Suppose an attacker is given both an unauthorised version
of an alter capability (i.e. an unmodified capability) and the authorised version
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(i.e. the same capability, but with its password xored with some process’s lock-
word). Then by xoring the password fields of these two capabilities together,
the process’s lockword will be recovered. This gives the attacker the ability
to authorise other capabilities for the process and to break it out of its con-
finement, abilities it may not have been legitimately given. This situation was
anticipated when the confinement mechanism was conceived. As a result it was
recommended that only the authorised version, or the unauthorised version of a
capability should be distributed, but not both. Should it be necessary to provide
equivalent authority to the two versions, a newly derived capability equivalent
to one of them should be used in its place.

3.1 Seal Transfer Attack

Is this condition sufficient to secure the mechanisms? Not necessarily. The follow-
ing example describes a situation in which an attacker could gain access rights
it should not have, by exploiting the type management mechanism. The situa-
tion is perhaps unlikely, but it plausible enough to cast doubt on the sufficiency
of the above condition. Suppose we have a situation where we would like two
separate type managers to control access to a single object. We may decide to
create two capabilities giving access to two different parts of the object. If we
want to give a process access to one part using the first type manager, we can
seal the first capability’s password (p1) with the type management key (k1) and
pass it to the process. We may then decide that the process can use either type
manager to access the second part of the object, so we could pass the process
the two versions of the second capability (having password p2), one sealed with
the first type manager’s key (k1), and the other with the second type manager’s
key (k2). Now that process possesses the values p1⊕k1, p2⊕k1 and p2⊕k2. It
hasn’t been given p1⊕k2, so it shouldn’t be able to access the second area of the
object through the second type manager. However, (p1⊕k1)⊕(p2⊕k1)⊕(p2⊕k2)
= p1⊕k2. Hence the process can gain access that it should not be able to. Other
variations of this attack may exist, so a suitable method of prevention should
account for this. We give such a method next.

3.2 Preventing the Attack

Because both the type management mechanism and confinement mechanism use
the xor operation, they can be used together, and can each consist of multiple
layers. As a result, the encrypted and/or sealed capabilities which must be passed
out to processes will have a password field of the following form:

p⊕ (k1 ⊕ k2 ⊕ . . .⊕ km)⊕ (l1 ⊕ l2 ⊕ . . .⊕ lm),

with m, n ≥ 0 and m+n ≥ 1. Here ki denotes the ith type manager key applied,
and lj the jth value applied to the process lockword.

In the two examples of possible information leakage given above, the password
p was the same for more than one capability given out. This led to the possibility
of the values being combined into a useful value, as p⊕p=0 (cancelling it out
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and leaving only the key and lock parts) and p⊕p⊕p=p (enabling the creation
of a new capability with different keys and locks applied).

To prevent this we now propose that for each encrypted/sealed capability to
be given out, the process giving it out first creates a new underlying password
by deriving a new capability with equivalent access rights. This ensures that an
attacker cannot get two encrypted/sealed capabilities with the same password
(except with negligible probability). The passwords are chosen uniformly at ran-
dom by the system and not disclosed to the attacker. Hence (the second parts
of) the encrypted/sealed passwords made available to the attacker are in effect
one-time pads. There is therefore no way for the attacker to gain any information
about the keys and locks applied. Similarly, since the keys and locks are chosen
uniformly at random there is no way for the attacker to gain any information
about the passwords. The result is that the attacker cannot gain any information
about the underlying secrets.

While the attacker cannot discover the secrets, it may be able to pull of a
trick like that described earlier where the type management key was transferred
from one capability to another. However, it is not possible for the attacker to
extract the underlying password from any encrypted/sealed capability. If it tries
to combine the passwords of multiple encrypted/sealed capabilities, the result
will be some combination of each underlying password, along with the keys and
locks. The combination of the underlying passwords will be the same as an
actual password in the system with only negligible probability. Hence producing
the combination is highly unlikely to give the attacker access rights beyond what
he originally had.

As long as an equivalent capability is created each time one of the mechanisms
is used no useful information will be leaked. Of couse one should be wary of
creating too many equivalent capabilities in that there is some overhead incurred.
In such cases, it would be sensible to try to avail the problem by using different
data structuring.

4 Capability Forgery Attacks

In this section we present our capability forgery attacks against the system.
A forgery attack is one which allows an attacker to determine a capability it
has not been given by some other process. Typically the object name will be
known and so only the password component need be determined for a successful
forgery. Exhaustive search for a specific capability’s password takes an average
of 2L1+L2−1 guesses, with L1 and L2 denoting the lengths of the first and sec-
ond parts of a capability password respectively. This is 263 in the case of the
original password length recommendations. The attacks we give here typically
succeed with significantly fewer operations than this bound. We will also show
that while these attacks demonstrate that the Password-Capability System (as
originally designed) is insecure, the system can easily be modified to prevent
them.
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4.1 Forging Capabilities (I)

We now give the first of our forgery attacks. To test if some p1 value is a valid
first part of a capability password we create k(2L1/2) derivatives from a ‘fake’
capability containing it, where k is a small constant. If the value is correct then
each of these derivatives will be valid capabilities and will therefore be mutually
distinct in their p1 values. If our guessed value is incorrect then the p1 values
returned will be random and by the birthday paradox we expect to find some
repetition in these values, with high probability, assuming k is suitably chosen.
The appearance of repetition is proof that our guess of p1 is incorrect and that
we should try some other value. Suppose that there are 2n extant capabilities for
the object. An average of 2L1−n−1 guesses at p1 must be made before a valid p1
is located. Testing each p1 value takes approximately k(2L1/2) guesses. There-
fore, approximately k(2(3L1/2)−n−1) operations must be carried out to identify
the valid p1 value. Once a valid p1 value is found we can find the corresponding
p2 with an average of 2L2−1 guesses. Hence the overall number of operations
required by the attack is about k(2(3L1/2)−n−1) + 2L2−1. For the original rec-
ommendations of L1 = L2 = 32, this gives a total of number of operations
of between about k(247) and k(233) (with normal situations approximating the
higher of the two figures). This is a significant improvement over the previously
best known means of forging capabilities, the brute force attack.

4.2 Forging Capabilities (II)

The second attack requires some capability to the object for which a forgery of
some other capability is sought. We use the known capability to exhaustively
create derivatives (of course, the capability must have the right to create deriva-
tives). Each derivative uses up one of the finite number of unused p1 values. After
2L1 derivations we will have used up all possible p1 values. Those values for p1
which are not assigned to either our original capability or one of its derivatives
must be assigned to some capability unknown to us. We can select one of these
p1 values and then, with an average of 2L2−1 guesses, find the corresponding p2
value, giving us the full capability. This attack will typically produce a forgery
with an average of 2L1 + 2L2−1 operations, or 3(231) when using the original
recommendations.

4.3 Preventing Forgery Attacks

We now consider how the system can be secured against the presented attacks.
Both attacks require a capability’s p2 value (or equivalently, a type manager’s
key) to be guessed. Since the p2 values are set entirely at random, there is no
better way of discovering a p2 value than by exhaustive search of the possible
values. This suggests that increasing L2 sufficiently will render all the attacks
infeasible. Indeed increasing L2 will prevent any attack which involves finding a
capability’s p2 by searching possible values.
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The amount by which we should increase L2 depends on two factors: the
number of operations the system can carry out in its lifetime and the level of
confidence we require in the security of capabilities. At the time the system is
implemented, an upper bound on the number of operations it will carry out in its
lifetime can be estimated, based on the known processing power of the system (it
is the system which is the bottleneck in the attacks), and its expected lifetime.
Obviously upgrades should also be taken into consideration. There will likely
be a very large margin of error, but setting the bound particularly high should
accommodate this. This bound gives the maximum work factor an attacker can
achieve since the attack operations must be carried out by the system on the
attacker’s behalf. We expect that a value of 264 will be appropriate for most
systems, unless their lifetime is expected to be particularly long, or they are (or
may be upgraded to be) particularly powerful. Of course if an attacker can in
fact get near to this upper bound, he may indeed succeed in attacks requiring
that number of operations on average. It should be noted here that assuming an
attacker can carry out at most 264 operations implies that the brute force attack
is feasible, since it requires at most 264 operations. We are hence assuming a
more powerful attacker than the original system did. If p2 is set to 64 bits in
length we expect that an attacker may be able to succeed in the attack. By
increasing this length by a single bit the attacker’s chance of success will be at
most 1/2. Each extra bit halves his chance again. The number of bits we add in
this way represents our confidence level. We suggest that a maximum probability
of attack success of 2−32 should be adequate for most applications. This requires
that we increase the length of p2 by 32 bits. This gives a total length for p2 of
96 bits.

We do not discuss it in detail here, but our analysis also uncovered a denial
of service attack on the system. This attack requires that an attacker carry out
2L1 operations. To prevent it, we require the p1 field of capability passwords to
be at least 64 bits in length.

In general, if a system will not be able to carry out more than 2M operations
and we want an attacker’s maximum probability of success to be 2−C then we
should set L1 = M bits and L2 = M + C bits. We recommend that for the vast
majority of systems, setting L1 = 64 bits and L2 = 96 bits should provide a
high level of security for the foreseeable future. This gives us a total capability
password length of 160 bits.

5 Conclusion

We are currently developing a highly secure third generation Password-
Capability System. In preparation for the system, the paper studied the se-
curity of the current system’s main security mechanisms. We found that the
mechanisms leaked information which could be exploited by an attacker. We
also found that an attacker could forge capabilities more efficiently than by ex-
haustive search. We showed that all the discovered attacks could be prevented.
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Abstract. When a secure component executes sensitive operations, the
information carried by the power consumption can be used to recover
secret information. Many different techniques have been developped to
recover this secret, but only few of them focus on the recovering of the
executed code itself. Indeed, the code knowledge acquired through this
step of Simple Power Analysis (SPA) can help to identify implemen-
tation weaknesses and to improve further kinds of attacks. In this pa-
per we present a new approach improving the SPA based on a pattern
recognition methodology, that can be used to automatically identify the
processed instructions that leak through power consumption. We firstly
process a geometrical classification with chosen instructions to enable the
automatic identification of any sequence of instructions. Such an analy-
sis is used to reverse general purpose code executions of a recent secure
component.

Keywords: Power Analysis, Side Channel, Chip Instructions, Reverse
Engineering, Pattern Recognition.

1 Introduction

The purpose of this paper is to study how pattern recognition techniques can
be used to classify power signals representing secure component instructions.
More precisely, we apply these techniques to a smart card. Kocher et. al. showed
in [1] that power variations are correlated to both component instructions and
manipulated data. In consequence, the global power consumption of a micropro-
cessor leaks information about the operations it processes. Especially, when the
component processes data encryption operations, this information can be used
to recover secret information from the embedded cryptosystem [1,2,3,4,5].

Power analysis attacks generally work on power consumption traces and per-
form global statistical processing of those signals to discover secret leakage. For
example, a Differential Power Analysis (DPA) tries to correlate via a selection
function, hypothetic values of key bits on power signals. Differences between
correlated signals and original signals create peaks when correct key bits are
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guessed. This technique enables to recover the secret key, but the attacker needs
to know the type of cryptographic algorithm, to formulate the selection function
in DPA. As DPA, many attacks could be improved with further information
about the processed code, in consequence code recognition is an added value to
the attacker.

The Simple Power Analysis (SPA) introduced by Kocher et. al. in [1], shows
that the sequence of instructions can be appreciated along the power traces.

To refine SPA, tokenizing power signals and identifying current signatures
can become an interesting tool to perform power analysis attacks, as well as an
interesting tool to provide the setup of other kinds of side channel attacks. It
can help in processing signal synchronisation and in identifying specific macro
code instructions in power signals. For example, automatic identification of the
S−box execution part of a DES, enables to determine the corresponding time
interval. It can be used to improve the efficiency of a DPA attack, by registring
traces only during this interval. It can also help to detect the key points of an
algorithm and then order a Differential Fault Analysis (DFA) attack on those key
points. A first attempt in automatic code recognition was made on side channels
in [6]. Other methods based on statistical approaches were also published that
focus on dedicated unknown part, but with known structures [7]. The interest of
pattern recognition methods was shown in [6]. We continue this direction, but
with a method that is more able to counter-act some counter-measures and that
is more able to deal with sequences of instruction signatures.

The aim of this paper is to outline how to classify code instructions extracted
from power signals by using pattern recognition methods, and to show how such
a classification paired with sequential pattern relations can be used to perform a
SPA. The organisation of this paper is as follows. First, we describe the studied
power signals. Then, the pattern recognition tool to compare elementary sig-
natures is detailed. Next, we state how to construct, signature models, during
a learning stage, to which input signatures are compared. Afterwards, we ex-
plain how pattern sequences and their grammatical analysis can help in macro
instruction recognition. Finally we present a practical application.

2 Experiments and Power Signals Under Study

In [8], M.L. Akkar shows that the power consumption P (I) of an instruction I
can be separated from: the general power of the instruction, the power due to
data in input and output of I, and the component due to previous instructions
and manipulated data. Experimentally, we observed that previous instructions
and data have no significant impact on the result. So, in our consumption model,
we choose to neglect the consumption component due to the previous instruction.
In our experiments, manipulated data are unkwnown. In addition, our method
characterizes the consumption signatures by taking into account data influence.
In consequence, we do not make any difference between data in input and data
in output. So, we assume that P (I) is defined by:

P (I) = Pgen ×Ngen + Pdata ×Ndata (1)
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where Pgen denotes the general power of the instruction and Ngen refers to its
variations, Pdata refers to the power due to data and Ndata is the corresponding
noise. With those considerations, it means that, we have to characterize the
signature for various manipulated data to identify a component instruction from
its power signature. So, we have to proceed to several executions of the same
instruction with various random data when possible.

We consider for this study, a secured microcontroller for smart cards, more
precisely a 8 bits CISC microcontroller with a Von Neumann architecture. The
processor is run in stable clock mode with a frequency fc = 7 MHz. The prin-
cipal component of consumption remains synchronous with the clock signal. We
observe that our method used to analyse power signals is self-adaptative to the
clock frequency. In order to characterize the power consumption of each instruc-
tion according to the model of the equation 1, we programme a loop to execute
N times the same instruction. Signals are recorded on the power supply contact
with a current probe and an oscilloscope Tektronik T3032B, at the sampling
frequency of 2GHz. Each instruction trace is composed of at least six hundred
cycle samples, from which one hundred of cycle samples is representative of the
instruction code.

In a first step, we need to define the set of instructions to be identified for
real code. We consider general CPU statements like ”load”, ”add”, ”and”, ”or”
and ”multiply”. We refer to the set of instructions as I = {Ii, i ∈ [1, n]} where
Ii denotes a precise instruction. By precise we mean an instruction with an
adressing mode. The data set chosen for the kth instruction execution is noted
Dk, k ∈ [1, N ], and Ik

i = Ii(Dk) refers to the kth execution of the instruction Ii

with data Dk. P k
i , k ∈ [1, N ], denotes the current signature of Ik

i .
In order to identify power traces according to the consumption model of the

equation 1, we proceed in two stages. The first stage consists in learning char-
acteristics of instruction signatures in order to get some specific knowledges.
We will refer to this step as the learning stage. According to equation 1, power
signatures of an instruction was characterized without separating the contribu-
tion of the instruction and the contribution of the data. It finally leads, for each
instruction Ii, to the choice of a set of signature prototypes that constitutes a
reference database of signatures statistically representatives of Ii. The second
stage consists in identifying a power signature Px given in input, by searching
for a signature prototype that is similar to Px. Each signature database of each
instruction characterized, is scanned in order to find the signature prototype of
Ii, that is the most similar to Px. If the similarity degree between both is higher
than a threshold value, Px is said to be characteristic of the instruction Ii. Both
learning stage and identification stage use a measure of similarity between sig-
natures. We describe hereafter how such a similarity is measured.

3 Elementary Pattern Recognition Scheme

Both learning stage and identification stage need a tool to compare signatures.
As an instruction Ii takes a constant number (noted Ri) of cycles to execute,

a signature P k
i is decomposed, using a gaussian derivative wavelet transform [9],
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in subparts corresponding to cycle signatures, where Ri are examined (see fig.
1). In our scheme, each cycle signature is disassembled in significant peaks. Each
peak is characterized individually, it allows to take into account data influence
on the signature. From each significant peak of the cycle signature P k

i,c, a set of
shapes Sc,j is constructed by considering the subgraph (see fig. 1). According
to this decomposition, matching two cycle signatures Pi,c and Pi,d consists in
comparing every shape of Pi,c to every shape of Pi,d.

Fig. 1. Left: decomposition of P k
i in cycle signatures. Right: decomposition of a cycle

signature in elementary shapes.

In the learning stage, shapes are used to build shape prototypes. In the iden-
tification stage, input shapes are compared to learned prototype shapes.

These two stages are based on a pattern recognition tool defined by F. Robert
in [10]. This tool is a shape parameter, that defines a similarity degree between
two shapes, the shape under study and a reference shape. The Robert’s param-
eter is a bounded measure that enables to compare shapes according to some
geometrical features. An important fact for our application is that this param-
eter is invariant under translation and scaling. This allows to take into account
some counter-measures running on the studied component that modifies the
magnitude of consumption peaks.

This parameter considers two convex shapes, on the one hand X , is the shape
under study and, on the other hand A is the reference shape. In order to com-
pute the Robert’s parameter, we search for the smallest homothetic set of A
circumscribed to X , AX = λA(X).A, where λA(X) denotes the scale ratio
to apply to A. Then, the smallest homothetic set of X circumscribed to AX ,
XAX = λX(AX).X , is computed. In this way, the two shapes A and X are
compared with the Robert’s shape parameter, as follows:

pAX (X) =
1

λX(AX)
μ(X)
μ(AX)

(2)

where μ(X) and μ(AX) refer respectively to the areas of X and AX .
The Robert’s parameter is presented in [10] for convex shapes. Since in our

application, the elementary signatures are often quasi convex and also the cor-
responding patterns Sj , it would be quite restrictive to deal only with convex
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shapes. A way to compute this parameter for non convex shapes, is to proceed
as explained in [11].

We note p(Sc,j , Sd,l) the similarity measure between the shape Sc,j extracted
from Pi,c and the shape Sd,l extracted from Pi,d. The similarity measure between
two cycle signatures Pi,c and Pi,d, M(Pi,c, Pi,d) is:

M(Pi,c, Pi,d) =
∑

j

max
l

(p(Sc,j, Sd,l)) (3)

4 Learning Stage and Current Signature Sequences in
Grammatical Formulation

The learning stage is the operation of determining for each instruction Ii, the set
of signature prototypes that are characteristic of its power consumption, regard-
less of the manipulated data. Each instruction is assigned to several signature
prototypes P 1

i , . . . , P q
i . We note Pi, the set of all signature prototypes of Ii.

As mentioned in section 3, the number of cycles to execute Ii, Ri, is known
during the learning stage. So, each prototype of Pi is constructed from Ri pro-
totypes Pi,c of cycle signatures. The learning stage begins with the choice of
cycle signature prototypes Pi,c that are representatives of those possibles for Ii.
It continues with the construction of each prototype of instruction signature Pi

q

from cycle prototypes.
A cycle prototype Pi,c is said to be characteristic of n samples of cycle signa-

ture (regardless to the data influence), if it is similar, according to a threshold
value T , to n samples of cycle signature, where n is as large as possible with
respect to the threshold T . The prototype Pi,c is choosed to be

Pi,c = Pi,c, c ∈ [1, n], ∀d ∈ [1, n], M(Pi,c, Pi,d) ≥ T

Maximising n for each prototype results in minimising the number of prototypes
Pi,c required to characterize an instruction. In consequence, it results in min-
imising the matching complexity during the identification stage. Finally, the set
of prototypes of instruction signatures are learned to be all possible sequences
of cycle prototypes encountered.

We consider the problem of identifying an instruction signature in a power
trace, as matching a string with another string of a reference language.

During the learning stage, the language L(Gi) associated to each instruction
Ii is the set Pi of instruction signature prototypes. The grammar Gi is the set
of rules to derive each P q

i in Ri cycles prototypes P q
i,1 ∧ . . . ∧ P q

i,Ri
, where ∧ is

the concatenation operator, and finally, each cycle prototype P q
i,c in elementary

shapes Sq
c,j. The registration of the set Pi of prototypes enables string recognition

as direct string matching, without any parser tool.
In this way, the identification of an instruction through its power signal is

equivalent to the simple matching of its string representation to some reference
strings of a database constructed during the learning stage. An input signature
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Fig. 2. Recognition of a cycle signature according to syntactic methods. The elemen-
tary pattern Sp is discriminant in the identification of the input cycle signature.

Px is similar to a signature prototype P q
i , if for each cycle signature Px,c of Px and

each cycle signature P q
i,c of P q

i , M(Px,c, P
q
i,c) ≥ T . Each signature database of

each instruction characterized, is scanned in order to find the signature prototype
of Ii, that is the most similar to Px. This syntactic analysis is generalized to
instruction sequences, and allows us to recognize macro code instructions and
their sequential execution. When combined with previous pattern matching, this
syntactic analysis provides a tool to reverse code through power analysis.

In figure 2, we illustrate the syntactic recognition process with the example
of the identification of a cycle signature.

5 Experiment Results on a Recent Secure Component

In this section, we present some application results obtained for instruction iden-
tification of a recent secure component. This component runs some counter-
measures and especially a magnitude counter-measure that occurs randomly on
consumption peaks during the instruction execution. This component also em-
beds a phase jitter counter-measure that had been stopped for our experiments.

In order to give these application results, all instructions that we want to
identify, have been previously characterized during a learning stage, and so,
that all signature prototypes are availables in the registred databases.

Fig. 3. Pattern models extracted from P 1
add,1
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We first illustrate the identification of an instruction ”add”. We begin to
illustrate this example with the matching of a cycle signature, and then the
complete instruction signature is presented. The signature model of the first
instruction cycle is extracted from the prototype P 1

add and is noted P 1
add,1. Three

pattern models are separated: S1
add,1, S1

add,2, S1
add,3.

We describe the result of matching two signature samples of Iadd, P 1
add and

P 2
add with P 1

add. The first cycle signatures of those two samples are noted respec-
tively P 1

add,1 and P 2
add,1. We give on fig. 3 the three pattern models computed

from P 1
add,1, and those of P 1

add,1 and P 2
add,1 are given on fig. 4.

Fig. 4. Left: P 1
add,1 and its patterns. Right: P 2

add,1 and its patterns.

In order to proceed to the identification of power signals P 1
add,1 and P 2

add,2,
all input patterns are compared to all patterns of P 1

add,1. In tab. 1, we have
reported the shape parameter value between Sadd,j and Sk

add,j, j = {1, . . . , 3}
and k = {1, 2}, for the shapes of fig. 4 according to model patterns of fig. 3.

Table 1. Best scores for the comparison of Sk
add,j and Sadd,j

Sadd,1/Sk
add,1 Sadd,2/Sk

add,2 Sadd,3/Sk
add,3

P 1
add,1 0.48 0.35 0.37

P 2
add,1 0.46 0.71 0.54

Although values of tab. 2 seem to be quite low, they are ten times higher than
values obtained when comparing Sk

add,j / Sadd,o with o ∈ [1, 3], j ∈ [1, 3], o �= j.
It leads in similarity measures M(P 1

add,1, P
1
add,1) = 1.2 and M(P 2

add,1, P
1
add,1) =

1.71. The threshold value used is T = 1, it enables to say that the cycle signatures
P 1

add,1 and P 2
add,1 are similar to the cycle prototype P 1

add,1.
We now consider the entire signature P 1

add and P 2
add. In this example, P 1

add

matches the prototype signature P 1
add, with respect to the minimum similarity

value T and where no other signature prototype of any Ii, i �= add gives better
results. Because of its second cycle signature, P 2

add does not match P 1
add, but P 2

add
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Fig. 5. Example of a cycle signature of a load instruction

matches another prototype of ”add” signature, P 4
add giving the highest similarity

measures with P 2
add than any other prototype of any instruction. This example

shows that our method enables to identify the instruction ”add” through its
power signatures. In our experiments, we identify the instruction ”add” with at
least 75% of success on the secure component tested.

We now illustrate this recognition scheme with an input signature correspond-
ing to the instruction ”load” executed with random data. This sample is noted
P 1

load. We begin to describe this example with the matching of one cycle signa-
ture, noted P 1

load,c (see figure 5). We present the comparison of P 1
load,c to the

cycle prototype of the instruction ”add” that gives the best scores, Padd,1.
In tab. 2, we have reported the shape parameter values between Sload,j and

Sadd,j, j = {1, . . . , 3}, that correspond to best scores of comparisons Sload,j/

Sadd,o, j ∈ [1, 3], o ∈ [1, 3]. It leads in the similarity measure M(P 1
load,1, P

1
add,1) =

0.85 < T . The best scores for Sload,2 and Sload,3 are equivalent to those of Sk
add,2

and Sk
add,3. But the score for Sk

add,1 is more than 2 times better than the score
for Sload,1. From this example we verify that, according to the threshold value
T = 1, shape parameter values are discriminant enough to conclude that Pload,1

is not similar to P 1
add,1.

We now consider the entire signature P 1
load to signature prototypes of the

instruction ”add”. The tested instruction ”load” takes 3 cycles to execute, and
so, the first three cycle signatures of P 1

load are tested. The string of P 1
load cannot

be matched to any string prototype of the instruction ”add”, and we verify for
this example that the signature P 1

load is not characteristic of the instruction
”add”.

Finally, we give on figure 6, the application of identifying subparts of an input
signature. It was successfully identified as the sequence of two differents ”load”
instruction signatures, followed by an ”XOR” instruction signature.

Table 2. Best scores for the comparison of S1
load,j to Sadd,o

Sadd,1/S1
load,1 Sadd,2/S1

load,2 Sadd,3/S1
load,3

P 1
load,1 0.19 0.36 0.30
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Fig. 6. Identification of subparts of an input signature

6 Conclusion

In this paper, we have shown that pattern recognition methods could automat-
ically identify instructions through power signals of a recent secured smart card
component. This process of instruction identification needs two steps: a charac-
terization step to produce signature models and a recognition step to compare
input signatures to signature models. Tokenizing instruction signatures in cycle
signatures, and then, in elementary patterns, allows to perform a local analysis.
This local analysis powered by a shape parameter and a syntactic analysis en-
ables to automatically identify precise subparts of an instruction signature, such
that a cycle signature and then the complete instruction signature. According
to the results of our experiments, our pattern recognition scheme enables to rec-
ognize 75% in the worst case, and 81% in the average case, of tested instruction
signatures, showing that this is an interesting tool to reverse code instruction
from power signals. Most of the identification failures encountered are due to
counter-measures that were running. Although our method is really efficient for
some counter-measures like amplitude counter-measure, it does not work when
the jitter phase counter-measure is activated. Finally, let us outline that our
method needs to be applied on an opened component on which it is possible to
execute specific instructions, in order to learn signature prototypes.

In future work, it can become interesting to test a different syntactic analysis
scheme like regular grammar analysis, in order to analyse how much the previous
instruction and elementary statement can influence the power consumption.
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Abstract. A Public Key Infrastructure (PKI) using a certificate has
already been widely used in a variety of fields for the provision of se-
curity service. Accordingly a Certification Authority (CA) that issues a
certificate must securely construct a Certification Authority System and
manage it. It is significantly important for a CA to ensure its service to
continue to operate properly by preparing for any disaster caused by a
CA’s private key compromise no matter what the cause is.

In this paper, we provide the definitions of PKI disaster recovery and
PKI business continuity, which are more clear and specific than ever be-
fore. We also present three requirements for a PKI model preparing for a
disaster. Then we propose a PKI model that ensures business continuity
in the event of a disaster in which a CA key is exposed. It is easily applied
to the existing PKI structure. We stress that the proposed PKI model in
this paper is the first to ensure both applicability to the existing models
and business continuity in the event of a disaster.

Keywords: Public key infrastructure, PKI model, business continuity,
forward secure signature scheme.

1 Introduction

Background. Over the past several years, e-commerce using the internet has
been rapidly growing in various ways such as internet banking, cyber stock trad-
ing, electronic payments, and other web services. However, there are a wide
variety of inherent risks in e-commerce and we are inevitably exposed to them.
With the expansion of e-commerce, the role of a PKI, namely, to ensure security
and reliability of e-commerce is growing in importance.

The PKI is one of the most critical techniques to support e-commerce by
ensuring authentication, integrity, non-repudiation, confidentiality, and access
control. The distinguishing feature of a PKI is the use of a user’s digital certifi-
cate issued by a CA. A CA in PKI issues a certificate which is digitally signed
using a CA’s secret key to messages specifying a user and the corresponding
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Assessment).
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public key. Thus, a CA’s secret key compromise is directly connected to a PKI
disaster. Once the certification service is discontinued by a CA’s key compro-
mise, it will result in considerable degradation of the overall level of reliability
and finally the fatal impact to the overall PKI.

A large amount of corporate attention has been rightly paid to Business Con-
tinuity Planning (BCP) as an important means of a disaster preparation since
the September 11th attack in the United States. The purpose of BCP is to pro-
vide for the continuation of critical business functions and to minimize the effect
of disruptions in the event of an unanticipated disaster. In spite of the impor-
tance of BCP in PKI for the stable PKI operation in the event of a disaster, no
previous work has fully addressed this issue.

Related Work. As mentioned above, there are few works closely related to
our study. We will however summarize some of works that have inspired us.
In 2003, Koga et al. presented the distributed trust CA model [4] in which the
length of certification path is shortened by using Forward Secure Signature (FSS)
and Key-Insulated Signature (KIS). This distributed CA trust model is not a
primary solution to ensure business continuity within PKI when a disaster hap-
pens, but it can mitigate the damage caused by a CA’s secret key exposure. Le
et al. suggested the hierarchical CA trust model [6] which converts the existing
key-insulated methods to a hierarchical scheme. This model shortens the veri-
fication path using KIS that many secret keys share one fixed public key and
minimize the damage by a CA’s secret key exposure. However, the model in [4,6]
is not designed primarily for business continuity within PKI. Tzvetkav proposed
the disaster coverable PKI model [8] which focused on PKI business continuity
based on the Majority Trust principle. This model extends the PKI with a reli-
able and resistant mechanism against a CA’s key compromise because the trust
responsibility is distributed to multiple trusted CAs. The existing certificates can
be continually used after a CA’s secret key exposure. The disadvantage of this
model, however, is the inefficiency occurring with the existence of multiple CAs.

Contribution. In this article, we first define the terms of PKI disaster recovery
and PKI business continuity that we will use in our proposed model. To the best
of our knowledge, no other previous work has provided these definitions. We
set three requirements for a desirable PKI model that ensures PKI business
continuity. Finally, we propose a disaster coverable PKI model to mitigate the
damage and to ensure business continuity in the event of a PKI disaster, namely,
a CA’s secret key compromise. It is called disaster coverable PKI model in this
paper. The major advantage of our proposed model is that it can be easily applied
to the existing PKI structures. We concentrate on the fact the our proposed
model in this paper is the first to provide both applicability to the existing
models and business continuity in the face of a disaster.

Organization. In section 2, we provide the definitions of PKI disaster recovery
and PKI business continuity. In section 3, we propose the PKI model that ensures
business continuity in the event of a CA’s secret key exposure. In section 4, we
analyze our proposed model in detail, to gain deeper understanding of our study.
Summary and concluding remarks are made in section 5.
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2 Disaster Recovery and Business Continuity in PKI

2.1 Disaster Recovery Planning and Business Continuity Planning

Both Disaster Recovery Planning (DRP) and BCP are a series of procedures
that respond efficiently and timely to disaster contingencies that disrupt the
normal operations and have fatal impacts to the parties involved. In brief, they
describe how an organization will deal with potential disasters. The concepts
of BCP and DRP are often used confusedly in many cases. In this paper, we
regard DRP as a subset of the broader concept of BCP. While BCP is concerned
primarily with the continuation of business when a disaster happens, DRP is
about getting back to normal after a disaster. We introduce the concept of PKI
disaster recovery and PKI business continuity as follows:

2.2 PKI Disaster Recovery and PKI Business Continuity

The concepts of DRP and BCP in PKI have to be understood in light of a CA
that provides certification services and a user that receives that services. A CA
in which a disaster occurs is the place where DRP within PKI is required in the
face of a disaster. A user that uses certification services becomes a beneficiary of
BCP when a disaster happens. In the case that a CA is damaged by any disaster,
the DRP and BCP within PKI are defined as following;

PKI disaster recovery planning: It enables a CA to perform the same func-
tions as prior to a disaster by restoration of all systems and resources to full,
normal operational status.

PKI business continuity planning: It enables a user to continue to use the
same certification services as prior to a disaster using the existing certificate
without reissuing a new certificate.

2.3 Requirements for a Disaster Coverable PKI Model

To study a desirable PKI model that ensures business continuity, both security
and efficiency should be significantly considered. We present the three require-
ments that will affect the design of our model.

Independence of CA’s key generation: In a hierarchical structure, the root
CA issues certificates to their subordinates and certifies their subordinate CA’s
public keys. The root CA also has a responsibility for supervising and moni-
toring the subordinate CAs. However, the root CA should not be allowed to
engage in CA’s key generating. A private key and a public key of a CA should
be separately issued and managed independently by each CA itself. Also, the
information of a CA’s secret key should not be shared with other CAs.

Efficiency of CA’s key management: If a CA has multiple private and pub-
lic keys, it tends to incur huge management expenses and complexity. Thus the
CA should limited to as few keys as possible.
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Applicability to the existing PKI structure: It is very inefficient to set up
a new PKI model because plenty of time and expense are required. The existing
PKI structure should be maintained.

3 Our Proposed Disaster Coverable PKI Model

In this section, we discuss a forward-secure signature scheme (FSS) and then
propose our PKI model that ensures business continuity using FSS. Prior to it,
we provide an overview of FSS adopted in our model.

3.1 An Overview of FSS

A lot of the digital signature schemes have been proposed, but they have not
provided any security guarantees in the case of a secret key being exposed. In
practice, the greatest threat against the use a digital signature is a secret key
exposure. Once a secret key is compromised, any message can be forged. In order
to mitigate the damage caused by a secret key compromise, the concept of FSS
was initially proposed by Anderson [2] and formalized by Bellare and Miner [3].
Since then, more works on FSS have been proposed [1,5,7]. The basic idea of
FSS is to extend a conventional digital signature algorithm with a key update
algorithm. While the public key stays fixed, the secret key can be changed at
regular intervals so as to provide a forward security property. Compromise of the
current secret key does not enable an adversary to forge signatures pertaining to
the past. This FSS can be very useful to mitigate the damage caused by a key
exposure without distribution of keys. We propose the PKI model that ensures
business continuity using FSS.

Fig. 1. The secret key update process in FSS

3.2 Introduction of Our Proposal PKI Model

Our proposed model is based on the PKI hierarchial structure and CAs take FSS
as a signature algorithm when issuing a certificate. The proposed PKI model is
as follows;

In practice, many of the existing PKI models have a hierarchical structure.
In this paper, we propose a disaster coverable PKI model which is based on a
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Fig. 2. Our proposed PKI model that provides business continuity

hierarchical organization, however, the CA mechanism using FSS produced in
our model can be applied to different kinds of PKI structures.

Initialize and Generate the key pair: A CA performs the initialization step
of the FSS scheme. Then, the CA determines a secret key’s update period (U).
The total number of time periods (T ) is produced using the validity period (V )
of a CA’s public key certificate as follows;

T =
V

U

For example, suppose that the validity period (V ) of a user’s public key certificate
is a period of 5 years and a CA secret key update period (U) is one month. The
total number of the update of time periods (T ) is 60. T is closely related to PKI
business continuity in the event of a disaster. The range that guarantees business
continuity gets larger as the total update number of a CA’s secret key (T ) gets
bigger.

After performing the initialization step, a CA generates a public key (PK)
and an initial secret key (SK0) according to the key generating algorithm of FSS.

Update the secret key: A CA evolves its secret key every period. Thus in
each period, a CA produces signatures using a different secret key. The secret
key update is performed at the end of each time period, at the same time of key
update, the CA also deletes the previous secret key.

Issue the certificate: A certificate is issued (i.e. digitally signed) by a CA’s
secret key. When a certificate is issued, FSS is used as a signature algorithm and
the secret key that is used in signing only belongs to the current time period.

Verify the certificate: While a secret key evolves over time, the CA’s public
key stays unchanged. Thus the certificate verification path is the same as the
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current PKI model. Notice that our proposed model has the same efficiency as
the existing model has.

4 Analysis of the Proposed Disaster Coverable PKI
Model

4.1 Ensuring Business Continuity

The most important aspect of PKI business continuity is that a user can continue
to use the same certificate issued prior to a disaster after a CA secret key expo-
sure. In our model, business continuity is guaranteed because all the certificates
that were issued prior to a disaster can be used continually during a disaster
recovery period or even after it. Suppose that a secret key (SKj) is exposed in
period j , any information from the previous keys (SK1, · · · , SKj−1) will not
be leaked since the the secret key evolves under FSS. The user can continue to
use the certificate that was issued prior to period j.

4.2 Comparison of Our Proposed Model and the Existing PKI
Models

The PKI model [8] by Tzvetkov was proposed primarily for ensuring business
continuity in the event of a CA’s disaster. In the following table, we compare
our proposed model with the existing PKI models [8] by using the requirements
of the desirable PKI model preparing for a disaster discussed in section 2.

Table 1. Comparison of the proposed model and the existing PKI model

Independency Efficiency Applicability Other
of CA’s key of CA key to the advantages
generation management existing PKI

Tzvetkov’s satisfactory unsatisfactory unsatisfactory ensuring business
model [8] continuity

Our proposal satisfactory satisfactory satisfactory ensuring business
model continuity

Table 1 shows the competitive advantages of our model. As seen in Table 1,
our proposed model is an efficient PKI model that ensures business continuity
and satisfies the all three requirements that we presented earlier.

4.3 Relationship Between a CA Secret Key Update Period and the
Range of PKI Business Continuity in the Event of a Disaster

In order to demonstrate the relationship between a CA secret key update period
and the range of PKI business continuity in the event of a disaster in our proposed
model, we define the denotation as follows:
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Fig. 3. Relationship between the CA secret key update period and the range of PKI
business continuity

– P : the validity period of a user’s public key certificate issued by CA.
– V : the validity period of a CA public key.
– U : CA secret key update period (U�P ).
– T : the total number of CA secret key updates.
– BC: the guarantee range of business continuity in the event of a disaster.
– TotalCert: the total number of the certificates issued by CA during V .
– PeriodCert: the average number of certificates issued in each time period.
– RevCert: the average number of certificates revoked in the event of a disas-

ter.

As indicated above, the CA secret key update period (U) must be smaller than
the validity period of a user’s public key certificate (P ). In Figure 3, as the
difference between U and P gets larger, the average number of certificates revoked
in the event of a disaster (RevCert) gets smaller. Based on this, T and the
average number of certificates issued in each time period (PeriodCert) can be
produced as follows;

T =
V

U

PeriodCert = TotalCert× 1
T

= TotalCert× U

V

Suppose that a CA perceives the disaster right after it occurs and the CA then
discontinues all certification services that use a certificate. The average number
of certificates revoked in the event of a disaster (RevCert) does not exceed the
average number of certificates issued in each time period. This fact is illustrated
in a simple function below.

RevCert ≤ PeriodCert
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If the guarantee range of business continuity (BC) in the event of a disaster
defines the number of the valid certificates in the case of a CA disaster, the
value of BC is yielded as follows:

BC = TotalCert−RevCert ≥ TotalCert− PeriodCert

As seen above, as the value of RevCert (or PeriodCert) gets smaller, the value
of BC gets larger. To make the value of RevCert small, the value of T must get
larger. If CA has a shorter period of the secret key update (U), the total number
of CA secret key updates (T ) gets bigger. As a result of it, the guarantee range
of business contunuity (BC) gets larger. Thus a CA should properly determine
the update period (U), considering both the efficiency and the guarantee range
of business continuity.

5 Conclusion

The PKI is a widely used technique around the world change in various fields as
a means of identification certification on networks. The role of CAs carrying on
an important role of PKI is increasing in importance. In the event of a disaster
in which the CA secret key is exposed for any reason, it is quite obvious that
it would cause enormous monetary loss and many disruptions. Nevertheless, the
research on this issue has been insufficient and few works that fully address this
issue have yet been proposed. The existing PKI model [8] has some limitations
such as inefficiency and impracticalness because the existing PKI models do not
utilize the current PKI structure.

To the best of our knowledge, the disaster coverable PKI model proposed
in this paper is the first model that maintains the existing PKI structure and
ensures business continuity in the event of a CA’s secret key exposure.
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Abstract. This paper introduces the concept of Corporate Capital Protection 
Assurance. The authors provide a holistic Corporate Capital Protection 
Assurance model consisting of effective due diligence controls so that any 
organization regardless of its size or state of maturity can provide assurance to 
its members and stakeholders that all relevant ‘Corporate Capital’ (in the widest 
sense including aspects like intellectual capital, brand name, electronic assets, 
public opinion, trust, human capital, competitiveness etc) will be adequately 
protected.  Corporate Capital Protection Assurance is more than information 
security protection of the confidentiality, integrity and availability of 
information.  It includes the aspects mentioned above, as well as the policies, 
procedures, processes and human skills that must be protected.  Therefore the 
authors have defined Corporate Capital Protection Assurance as the 
management commitment and leadership, with all the supporting people and 
structures all working together to provide for the adequate protection of the 
company’s Corporate Capital.  Thus Corporate Capital Protection Assurance 
entails more than information security and information security governance.  It 
includes for e.g. the protection of a digital forensic infrastructure, aspects 
relating to risk management, to business continuity planning and control, to the 
protection of human resource information, knowledge and human resource 
skills, as well as the protection of information relating to policy formulation and 
content.  All of theses aspects need to be controlled in a formalized cohesive 
manner so that they are aligned with the overall business strategy and culture of 
the organization. This model will provide a consolidated view of all these 
above-mentioned types of corporate capital resources that cannot alone be 
protected by Information Security Governance controls and yet still require that 
require protection. Therefore this paper will provide a consolidated view of all 
these types of protection that should be provided by an organization, as well as 
provide a detailed exposition on the creation of and use of this Corporate 
Capital Protection Assurance model for organizations globally.   

Keywords: Corporate Capital Protection and Assurance, Information Security 
Governance, IT Governance, Digital Forensic Governance, Corporate 
Governance, Project Management Governance. 
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1   Introduction 

In light of the global move to ensure corporate governance objectives are met, senior 
management and boards of directors have realized that there is a greater need to 
account for the requirements of multiple stakeholders. These requirements have been 
the main driving force behind corporate governance.  Corporate governance has thus 
begun to play an increasing role for all organizations globally.  However, not only has 
corporate governance impacted the way in which organizations conduct business, 
more specifically its incumbent sub-governance domains such as Risk Governance, IT 
governance, Information Security Governance and Digital Forensic Governance now 
play an increasing role for all organizations globally. 

The result of this is that is it no longer the sole responsibility of the CIO’s and IT 
managers to adhere to these due diligence controls, but it has also caused the senior 
managers and boards of directors of organizations to become more aware of their 
information management responsibilities.  As organizations develop and they become 
increasingly aware of their responsibilities for information resources, they need to 
ensure that their strategy for the protection of valuable information is continually 
evolving.   

Research has shown that there is a need for a model that will guide organizations in 
their undertaking of compliance for IT governance, risk governance, information 
security governance and digital forensic governance.  [10] [7] [11] More specifically 
this model needs to assist organizations in piecing all aspects of corporate governance 
together in a comprehensive format.  The resulting model will therefore help guide 
organisations in the appropriate protection of their information resources. A clear 
understanding of an organizations position with regards to the implementation of IT 
governance, its attendant governance compliance areas as well as its sub compliance 
areas, such as information security governance, business continuity planning and 
digital forensic governance needs to be developed.   

This paper proposes a corporate capital protection assurance model that will allow 
for: 

• A clearer understanding of the heightened responsibilities of management with 
regard to information protection the reason for a differentiation to be made to that 
of information security.   

• The need for a comprehensive corporate capital protection assurance model 
• The creation of a visual depiction of the corporate capital protection assurance 

model that includes information security protection aspects from several 
governance domains.   

2   Corporate Capital Protection Assurance 

Before a model for corporate capital protection assurance can be established it is first 
necessary to define corporate capital protection assurance. This section will explain 
important concepts that play an important role in the defining of corporate capital 
protection assurance and will explain why information security alone is not enough to 
provide complete corporate capital protection.   
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Corporate Capital must be considered in the widest sense.  This includes aspects 
such as intellectual capital, brand name, electronic assets, public opinion, trust, human 
capital, competitiveness i.e. corporate capital is so much more than information alone.  
The question now is, where do organizations look to start with their responsibility for 
due diligence?  

This is where corporate governance comes into effect.  The Cadbury report defines 
Corporate governance as” the system by which organizations are directed and 
controlled. Boards of directors are responsible for the governance of their 
organization.” [1] Furthermore the OECD elaborates that "Corporate governance 
involves a set of relationships between a company's management, its board, its 
shareholders, and other stakeholders. Corporate governance also provides the 
structure through which the objectives of the company are set, and the means of 
attaining those objectives and monitoring performance are determined. Good 
corporate governance should provide proper incentives for the board and management 
to pursue objectives that are in the interests of the company and its shareholders and 
should facilitate effective monitoring." [2] 

Despite CEO’s and boards of directors looking after the organisation’s objectives 
and stakeholders needs, a key challenge for today's knowledge based economy lies the 
increasing dependency on the derivation of value from IT systems. Adequate control 
and due diligence is expected by shareholders and key members, to protect valuable 
knowledge resources.  Therefore IT governance, information security governance and 
digital forensic governance have become a business imperative.   

IT Governance is defined by the IT Governance institute as “ an integral part of 
enterprise (corporate) governance and consists of the leadership and organizational 
structures and processes that ensure that the organization’s IT sustains and extend the 
organisation’s strategies and objectives.” [4] Furthermore it is necessary to state that 
according to Gartner "IT governance specifies the decision-making authority and 
accountability to encourage desirable behaviours in the use of IT. IT governance 
provides a framework in which the decisions made about IT issues are aligned with the 
overall business strategy and culture of the enterprise. Governance is about decision 
making per se - not about how the actions resulting from the decisions are executed. 
Governance is concerned with setting directions, establishing standards and principles, 
and prioritizing investments; management is concerned with execution." [6] 

Knowing the importance of IT governance, equally important subcomponents of IT 
governance have been identified as information security governance, human resource 
governance and business continuity planning.     

Information Security governance consists of “ the management commitment and 
leadership, organizational structures, user awareness and commitment, policies, 
procedures, processes, technologies and compliance enforcement mechanisms, all 
working together to ensure that the confidentiality, integrity and availability of the 
company’s electronic assets (data, information, software, hardware, people etc) are 
maintained at all times. [7] 

Human Resource governance is a relatively new organisational practice, and there 
is not as yet a commonly acknowledged definition. Sussman defines HR Governance 
as “the act of leading the HR function and managing related investments to optimise 
human capital performance, define stakeholders and their expectations, to fulfil 
fiduciary and financial responsibilities, to mitigate enterprise HR risk, and to assist 
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HR executive decision making.”  [8] For the purposes of this research the authors felt 
it necessary to include HR governance as a component of IT governance because 
within any industry many breaches of security occur due to the human element.  [12] 
It includes the policies procedures and awareness programs that need to be in place 
for the correct education of members of an organisation to allow for the adequate 
protection of their corporate capital.   

Another key aspect in IT governance is the creation of a business continuity plan.  
The business continuity plan of an organization is “an all encompassing term covering 
both disaster recovery planning and business resumption planning.”  [9][18] In other 
words in order to ensure the continuity of your business, it is necessary to have a plan 
in place that will allow your business to recover.  This includes your IT systems to 
press relations and to the human resources required.   

One more aspect of Corporate and IT governance that is newly emerging as a 
critical component is digital forensic governance.  Digital Forensic governance has 
been defined as “the management commitment and leadership, organisational 
structures, procedures, processes and technologies all working together to ensure a 
proper environment for digital forensics to operate in.” [7] 

The final three governance aspects relate to IT governance yet cannot be included 
within it per say as there are aspects relative to each that fall outside the scope of IT 
governance.  These governance areas include, but are not limited to project 
governance, risk governance and policy governance.  

Project governance is the term used in industry (especially within the IT sector) 
that describes “the processes that need to exist for a successful project that will 
outline the relationships between all internal and external groups involved in the 
project; that will also describe the proper flow of information regarding the project to 
all stakeholders and will ensure the appropriate review of issues encountered within 
each project including ensuring that required approvals and direction for the project is 
obtained at each appropriate stage of the project.” [3] “Project Governance extends 
the principle of IT Governance into the management of individual projects. Today, 
many organisations are developing ‘Project Governance Structures’. A Project 
Governance structure is different to an Organisation Structure in that it defines 
accountabilities and responsibilities for strategic decision-making per project. This 
can be particularly useful to project management processes such as change control 
and strategic (project) decision-making.” [5] 

Risk governance and IT governance are often two terms that are interchanged 
frequently in business.  However a formal approach to risk governance according to 
Charette is “that risk governance is integral to a corporation's complete process of 
governance. An assumption of good governance practice is that an effective risk 
management process exists that can ensure that the plethora of corporate compliance 
risks is addressed.” [13] 

Finally another important component of corporate governance is policy 
governance. Carter has defined Policy Governance® “as a style of leadership that 
helps to define roles and relationships in which the Board functions as the visionary 
leader of a company, no longer involved in the daily operations.”  [14] In other words 
the Board must therefore manage the affairs of the organization and cannot merely 
delegate with no follow up thereafter.   
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The next section provides a detailed exposition of the corporate capital protection 
assurance model that places all of these aspects above into perspective and goes on to 
explain how the model can help organisations implement a comprehensive and 
holistic approach to the protection of their corporate capital.   

3   The Corporate Capital Protection Assurance Model 

Based on the above definitions the authors have defined Corporate Capital Protection 
Assurance as “as the management commitment and leadership, with all the supporting 
people and structures all working together to provide for the adequate protection of 
the company’s Corporate Capital, including aspects such as intellectual capital, brand 
name, electronic assets, public opinion, trust, human capital and competitiveness.  
Figure 1 provides a visualization of the corporate capital protection assurance model.   

 

 

Fig. 1. A corporate capital protection assurance model 

The model above provides a visualization of the corporate capital protection 
assurance model and illustrates the components of various organisational and 
governance aspects. From the above diagram it is evident that there are matters 
relating to corporate capital resources that need to be protected and yet cannot rely on 
protection from information security alone.  In this initial research, the authors 
identified several governance domains that can assist in the protection of corporate 
capital resources.  They have been identified as digital forensic governance, risk 
governance, IT governance, project management governance and policy governance. 
Sub-domains of IT Governance were identified as information security governance, 
human resource governance and business continuity planning.  The following section 
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will describe terminology that has been illustrated in the Corporate Capital Protection 
Assurance model (as depicted in the greyed area): 

3.1   Digital Forensic Information Protection 

Crucial to the success of any digital forensic process is proving the integrity of the 
evidence as well as the integrity of the investigation process. [16] [17][15] Aspects of 
the digital forensic investigation process fall outside of the scope of Information 
Security Governance and hence relate to information that has to be specifically 
protected.  This information includes information relating to the gathering of evidence 
and the ethical usage of this information.  This is the responsibility of the digital 
forensic team to ensure. In light of this organisations have focused attention on 
accountability and hence good due diligence over the digital forensic process. In some 
instances this digital forensic information requires that the fiduciary, effectiveness and 
efficiency requirements are also protected by the investigators.   

3.2   Risk Information Protection 

Risk governance can be viewed from two perspectives, namely from an information 
security control perspective and from a risk assessment perspective.  If for example an 
IT software implementation could incur excess costs, the issue becomes a risk 
governance protection issue because it could impact on the financial risk of the 
organisation.  This could ultimately impact the reputation of the organisation.   
Therefore certain information relating to the protection of risk information that falls 
outside of the scope of information security and IT governance must be monitored.   

3.3   Information Security Protection 

Information security protection is the area relating to the protection of the processes, 
policies and procedures for the protection of information.  It is more than the mere 
data that needs protecting.  It includes the information security skills and knowledge 
that the organisation has at its disposal that must also be protected. 

3.4   Human Resource Information Protection 

Human resource information protection is more than information security protection 
because it includes more than the protection of data relating to its employees.  It 
includes the protection of the processes for employing human resources, training of 
these human resources and ultimately the protection of the organisation’s time and 
effort spent on development of its employees.   

3.5   Business Continuity Information Protection 

As stated earlier it is necessary to ensure the ongoing operation of the organisation 
including the IT systems to the human resources required and the management of 
press relations in the event of a disaster. [18] Business continuity information 
protection will allow for the protection of information and processes relating to the 
critical business processes of an organisation.   
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3.6   Project Management Information Protection 

Project management information protection includes the defining of responsibilities 
and accountability of key role players in the development of a project.  Furthermore 
this implies that it is more than the data related to an IT project, it can also be the 
protection of any project that falls in the scope of the organisations strategic project 
portfolio.   

3.7   Policy Information Protection 

This entails the satisfactory protection of human resources, process and information at 
a board level that needs timely information to make effective decisions.   

It is evident that the corporate capital protection assurance model allows for the 
specific defining of information related to information security as well as going 
beyond the basic IT governance and information security governance domains.  The 
following section goes onto conclude and elaborate on future developments. 

4   Conclusion and Future Developments 

The corporate capital protection assurance model above illustrates an initial research 
model into the protection of more than information security data.  It includes aspects 
such as the protection of policies, procedures, processes, brand reputation, and human 
skills.  This model has resulted in a need being identified for the development of a 
more detailed maturity model.  This maturity model will provide assistance to 
organizations in the development of a plan for the protection of their corporate capital 
resources, in accordance with their varying sizes and stages of development. 
Therefore it is evident that organizations need a model that can show them where to 
begin and how to progress through to a mature state of IT governance compliance 
whilst still keeping in line with the other areas of corporate capital protection 
assurance.  This will be the topic for further research.   
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Abstract. The importance of Software Security has been evident, since it has 
been shown that most attacks to software systems are based on vulnerabilities 
caused by software poorly designed and developed. Furthermore, it has been 
discovered that it is desirable to embed security already at design phase. 
Therefore, patterns aiming at enhancing the security of a software system, 
called security patterns, have been suggested. The main target of this paper is to 
propose a mathematical model, based on fuzzy set theory, in order to quantify 
the security characteristics of systems using security patterns. In order to 
achieve this we first determine experimentally to what extent specific security 
patterns enhance several security aspects of systems. To determine this, we 
have developed two systems, one without security patterns and one containing 
them and have experimentally determined the level of the higher robustness to 
attacks of the latter. The proposed mathematical model follows. 

Keywords: Software Security, Security Patterns, Fuzzy Risk Analysis. 

1   Introduction 

The importance of software security has been evident since the discovery that most 
attacks to real software systems are initiated by software poorly designed and 
developed [34, 32, 15, 16]. Furthermore, it has been shown that the earlier we 
incorporate security in a software system the better [34]. Therefore, in analogy to 
design patterns [13], which aim at making software well structured and reusable, 
Security Patterns [33, 4] have been proposed, targeting at imposing some level of 
security to systems already at the design phase. 

In this paper, we try to propose a mathematical model for the security of systems 
using security patterns. To achieve this, we first investigate to what extent specific 
security patterns reinforce several aspects of software systems security. To determine 
this experimentally we have built two software systems, which are the 
implementations of web applications, one without security patterns and one where 
security patterns were added to the former. We studied all applications under known 
categories of attacks to web applications [29]. To perform our analysis we have used 
the AppScan Web Application Penetration Testing tool, and organized a contest to 
study other approaches for evaluating software systems for vulnerabilities. We have 
estimated experimentally to what extent the system using security patterns is more 
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robust to attacks compared to the one that does not use them. Furthermore, initiated 
by the findings, we propose expressions for the resistance to STRIDE attacks [16] for 
the patterns examined. Finally, we use results from fuzzy reliability [7] and the 
application of fault trees [6, 1], to examine the security properties of systems using 
security patterns and illustrate the application of the related results to a system 
properly using the security patterns examined. 

The remainder of the paper is organized as follows. In Section 2 we briefly review 
work on security patterns. Section 3 is a description of the systems under 
examination. In Section 4 we describe the results of our evaluation. Section 5 
proposes a mathematical model for systems using security patterns using fuzzy 
numbers and fuzzy fault trees. Finally, in Section 6 we make some conclusions and 
propose future research directions.  

2   Security Patterns 

Since it has been evident that it is desirable to incorporate security already at the 
design level [34, 16], various efforts to propose security patterns, that serve this aim, 
have been done. 

Yoder and Barcalow were the first to propose security patterns [35] in 1997. Since 
then, various security patterns were introduced. Patterns for enterprise applications 
[27], patterns for authentication and authorization [11, 20], patterns for web 
applications [18, 36], patterns for mobile java code [23], patterns for cryptographic 
software [5] and patterns for agent systems [24]. Though, all these efforts did not 
share some common terminology. 

The first effort to provide a comprehensive review of existing security patterns was 
done by the OpenGroup Security Forum [4]. In this work, security patterns are 
divided into Available System Patterns, which are related to fault tolerance [25] and 
Protected System Patterns, which aim at protecting resources. 

In an earlier work [14] we have performed a qualitative evaluation of these security 
patterns. 

Recently, a summary of security patterns has appeared in the literature [33]. In this 
text security patterns are divided into web tier security patterns, business tier security 
patterns, security patterns for web services, security patterns for identity management 
and security patterns for service provisioning. In this paper we focus on web tier 
security patterns and business tier security patterns. 

3   Description of the Systems Under Examination 

In order to perform our security analysis, we have used two systems. Specifically, we 
have developed a simple e-commerce application without security patterns, hereafter 
denoted as “first” application, and a second application where security patterns were 
added to it, hereafter denoted as “second” application.  

The first application under consideration is a typical J2EE (Java 2 Enterprise 
Edition, now referred to as Java EE) application with no security patterns. We have 
chosen J2EE as a platform for both applications since the J2EE platform is widely 
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used in business applications and is useful from the security point of view [33, 3]. In 
our systems we have used JBoss 4.0.3 as an application server that encompasses the 
web and business tier, and MySQL 5.0 for the database tier. 

The first system consists of 46 classes. It has 16 servlets and 7 EJBs. One EJB 
works as a web service endpoint [26]. 

We have left on purpose on this system so-called “security holes” that attackers 
can exploit. 

First of all, several sources for SQL injection [29, 2, 31, 12] were included. An 
SQL injection attack occurs when an attacker is able to insert a series of SQL 
statements into a query that is formed by an application, by manipulating data input 
that is not properly validated [2]. SQL injection attacks can cause unauthorized 
viewing of tables, database table modification or even deletion of database tables. 

Furthermore, several sources for cross-site scripting were included. Cross site 
scripting [29, 10, 30, 17], also known as XSS, occurs in a web application when data 
input in one page which are not properly validated, are shown in another page. In this 
case, script code can be input in the former page that is consequently executed in the 
latter. In this way it is easy to perform an Information Disclosure attack [16] for 
example by using Javascript code that shows the cookie values of sensitive 
information. 

Additionally, several sources for HTTP Response Splitting [19], were included in 
the application. HTTP Response Splitting attacks can occur when user data that were 
not properly validated are included in the redirection URL of a redirection response, 
or when data that were not properly validated are included in the cookie value or 
name, when the response sets a cookie. In these cases, by manipulating http headers, 
it is easy to create two responses instead of one where in the second response an XSS 
attack can be performed. Variants of this attack include Web Site Defacement, Cross 
User page defacement, Hijacking pages with user specific information and Browser 
Cache Poisoning [19]. 

Furthermore, in the first application no SSL connection was used and therefore 
sensitive information such as credentials and important information in cookies could 
be eavesdropped. 

 

 
Fig. 1. Block diagram of the second application under examination 
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Finally, servlet member variables race conditions were included, which could be 
exploited by a number of users acting simultaneously. 

In the second application we have built, the sources for attacks were not removed, 
but security patterns were used with the aim of protecting against them. The second 
application consists of 62 classes. It has 17 Servlets and 9 EJBs where one EJB again 
serves as an endpoint for the web service. The security patterns used in this system 
are the Secure Proxy pattern, Login Tunnel variant [4], the Secure Pipe pattern, the 
Secure Logger pattern, Secure Log Store Strategy, the Intercepting Validator pattern 
and the Container Managed Security pattern [33]. In Figure 1 we show a block 
diagram that consists of the main components of the second application with some of 
the security patterns used. Solid arrows show the flow of information.  

4   Evaluation of the Systems with Regard to Attacks  

In order to evaluate the systems with regard to attacks, we have used Watchfire’s 
AppScan web application penetration testing tool. Furthermore, we have initiated a 
web application security contest, which was won by Benjamin Livshits from Stanford 
University. Livshits used static analysis tools to find the security flaws which are 
described in several papers [21, 22]. 

Both approaches found the major security flaws of the applications, meaning SQL 
Injection and Cross Site Scripting vulnerabilities. However both approaches had 
several false positives. AppScan for example found sources for buffer overflows, 
while java was used and the static analysis approach found sources for SQL injection 
in the second application, by examining the code for the EJBs, while proper input 
validation was done at the Web Tier. Race conditions for servlet member variables 
were found only by the static analysis approach.  Several application errors of low 
severity not found by the static approach, were found by AppScan (checking for 
proper session variable values, that though not cause security risks). AppScan found 
the unencrypted login request flaw in the first application that did not use SSL. 
AppScan also found unencrypted SSL parameter flaws in the second application, 
which are of low severity. HTTP response splitting attacks in the first application as 
well as race conditions existing in the third application were found by neither of the 
approaches. 

Additionally, the security flaws found by both approaches, were fewer in the case 
of the second application in comparison to the first one. The difference between the 
number of flaws found for the first and the second application was much more 
prominent in the set of high-risk flaws.    

After careful analysis of the results we concluded that proper use of the security 
patterns leads to remediation of all the security flaws, except flaws that are of minor 
risk, like unencrypted SSL parameters (of course this flaw is of minor risk only when 
the unencrypted parameters are not crucial like in our case). These flaws that remain 
even after the use of security patterns, are due to the degrees of freedom left to the 
programmer even after using them imposes some level of security. Furthermore, 
current security patterns impose no rules for the use of servlet member variables and 
therefore race conditions may remain in a system using security patterns.  
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The Intercepting Validator pattern, when used for all input, including session 
variables, and variables that are not input by the user but still posted, protects from SQL 
Injection, Cross-Site scripting, and HTTP Response Splitting attacks. It offers therefore 
very high resistance to Tampering with Data and Information Disclosure Attacks [16].  

The Secure Proxy pattern, Login Tunnel variant, has two levels of authentication in 
order to protect from Spoofing Identity, Elevation of Privilege and Information 
Disclosure attacks. Its resistance to related attacks can be estimated by considering it 
to be the equivalent the protection of two guards [4] connected in a series. The 
resistance of both of these patterns to attacks is dependent to the robustness of the 
authentication mechanism to dictionary attacks. Recent studies [37, 28] have shown 
that dictionary attacks, with a usual distribution of the complexity of the passwords 
selected, succeed 15-20% of the times. The authentication mechanism of the 
Protected System pattern can still be marked as of high security. All authentication 
patterns and consequently these two patterns examined here should be resistant to 
eavesdropping attacks to serve their purpose. Therefore, they should always be used 
in combination with the Secure Pipe pattern that provides SSL encryption. 

The Secure Pipe pattern offers protection from information disclosure attacks. The 
programmer can still use unencrypted parameters in an SSL request, but usually, 
when these parameters are not of crucial importance this kind of flaw is of minor risk. 

The Container Managed Security Pattern implements an authorization mechanism. 
It protects from Elevation of Privilege, Information Disclosure and partly from 
Spoofing Identity attacks, since anyone who belongs to the Role allowed to access the 
EJBs could do so. 

 
Table 1. Resistance of the security patterns examined to STRIDE attacks 

 

 S T R I D E 

Intercepting 
Validator 

 very high  very high   

Guard of Secure 
Proxy  with 
Secure Pipe 

high   high  high 

Container 
Managed 
Security 

medium   very high  very high 

Secure Logger  very high     

Finally, the Secure Logger pattern protects from tampering the log created. 
The evaluation of these security patterns with respect to the STRIDE (Spoofing 

Identity, Tampering with Data, Repudiation, Information Disclosure, Elevation of 
Privilege) model [16] is summarized in Table 1. The irrelevant entries are left blank. 

5   Fuzzy Mathematical Model for Systems Using Security Patterns 

One of the targets in our research was to build a mathematical model for systems that 
use security patterns, based on our findings for the level of security each pattern 
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offers. The most appropriate models for our purpose seem to be risk analysis models 
[1]. We have chosen to use a fuzzy risk analysis model because it is impossible to 
determine security characteristics of software systems using exact numbers. As 
Hoglund and McGraw [15] note, in software risk analysis exact numbers as 
parameters work worse than having values such as high, medium and low. These 
kinds of values can be termed as fuzzy.  

Risk analysis techniques for estimating the security of systems have been proposed 
earlier [1]. The differences in our approach are that we apply risk analysis already at 
the design phase of a software system using a security pattern centric approach, that 
we make use of the newer STRIDE model of attacks [16] and that we use fuzzy terms.   

When performing risk analysis for a system, a common formula used by the risk 
engineering community is the following [8]: 

LECR = . (1) 

where L is the likelihood of occurrence of a risky event, E the exposure of the system 
to the event, C the consequence of the event and R the computed risk. Examining this 
equation in comparison to the risk analysis performed by Hoglund and McGraw [16] 
in our case the likelihood L is the likelihood of a successful attack, the exposure E is a 
measure of how easy is to carry out the attack and C is the impact of the attack. As we 
explained earlier we have chosen that the terms in our risk analysis model are fuzzy.  

 
Table 2. Mapping of linguistic terms to generalized fuzzy numbers 

 
Linguistic Term Generalized Fuzzy Number 
absolutely-low (0.0, 0.0, 0.0, 0.0; 1.0) 

very-low (0.0, 0.0, 0.02, 0.07; 1.0) 
low (0.04, 0.1, 0.18, 0.23; 1.0) 

fairly-low (0.17, 0.22, 0.36, 0.42; 1.0) 
medium (0.32, 0.41, 0.58, 0.65; 1.0) 

fairly-high (0.58, 0.63, 0.80, 0.86; 1.0) 
high (0.72, 0.78, 0.92, 0.97; 1.0) 

very-high (0.93, 0.98, 1.0, 1.0; 1.0) 
absolutely-high (1.0, 1.0, 1.0, 1.0; 1.0) 

 
The applicability of fuzzy techniques to security problems has already been 

proposed [8] and the use of fault trees for security system design has also been 
suggested [6, 1]. In this paper we perform an analysis of the security of systems using 
security patterns, using results from fuzzy set theory [38] and fuzzy fault trees [7]. 
Specifically, we perform fuzzy risk analysis for a system that has properly added 
security patterns to the initial system under examination. 

Our analysis uses generalized fuzzy numbers [9] and the similarity metric proposed 
by Chen and Chen [9]. We have chosen generalized fuzzy numbers instead of other 
existing approaches because the similarity measure for generalized fuzzy numbers has 
been proven to be robust in the cases where both crisp and fuzzy numbers are to be 
compared [9]. 

We used the mapping from linguistic terms to generalized fuzzy numbers shown in 
Table 2 adapted from [9]: 
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These fuzzy numbers (except absolutely-low and absolutely-high) are shown in 
Figure 2. 

 

Fig. 2. Fuzzy numbers that correspond to the linguistic terms used in our analysis 

 
Table 3. Analysis of primary attack events for a system properly using security patterns 

 
Primary Event Likelihood  

of occurrence 
Exposure Consequences Categories 

of Attacks 
Event 1. Dictionary attack to a 

guard of Secure Proxy is 
successful 

low high very high S, E, I 

Event 2. Variable value is used 
unencrypted in SSL request 

high very high low I 

Event 3. Variable value is read 
from wsdl file 

medium  very high low I 

Event 4. Input validation is 
bypassed 

absolutely low high very high T, I 

Event 5. Unauthorized access to 
servlet member variables is 
allowed by exploiting race 

conditions 

high low low I 

 
We then identified the primary events for the fault trees and the categories of attacks 

related to the STRIDE model [16] they belong to. A dictionary attack to the Secure 
Proxy pattern is successful only if both guards are compromised and causes a 
Spoofing Identity, Elevation of Privilege and Information Disclosure. An attack to a 
guard of this pattern can be performed using automated tools and therefore the 
exposure for this attack is high. The likelihood of such attack is low since the guard 
has high resistance to dictionary attacks. If such an attack is successful the 
consequences are very high. By performing a similar likelihood-exposure-
consequence analysis for all primary events we obtain Table 3. 

The Tampering with data attack does not exist practically for this system, since the 
only primary event that causes it has absolutely low likelihood of occurrence. The 
Spoofing Identity and Elevation of Privilege attacks occur for the same primary event. 



 Quantitative Evaluation of Systems with Security Patterns Using a Fuzzy Approach 561 

The resulting fuzzy fault tree for Information Disclosure attacks is shown in  
Figure 3. The fault tree for Spoofing Identity and Elevation of Privilege attacks can be 
built using the same technique. 

 

Fig. 3. Fault tree for Information Disclosure attacks 

 
The methodology we use to derive the risk for the top event is outlined in the 

following steps: 

1) We first identify the values of likelihood, exposure and consequences for the 
primary events. 

2) We then perform the logical composition of values, according to rules for the 
gates of fault trees, starting from the values of primary events and ending at the 
computation of the risk for top event. 

3) Finally we compare the risk for the top event computed in step 2, with the 
values in Table 2 using the similarity metric from [9]. 

4) The linguistic term with the highest similarity is chosen as the result. 

This is a typical fuzzy risk analysis approach [7] where the terms for the events 
depend though on the security patterns used in the system examined. Furthermore, we 
use in our analysis generalized fuzzy numbers adapted from [9] as well as the 
similarity metric from [9]. 

Table 4. Summary of risks computed for different types of attacks for a system without security 
patterns and a system properly using them 

 Spoofing Tampering with 
Data 

Information 
Disclosure 

Elevation of 
Privilege 

System without 
security patterns 

fairly high fairly high high fairly high 

System properly 
using security 

patterns 

very low absolutely low low very low 
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After performing the necessary computations for the system properly using 
security patterns we come to the result that the risk for the fault tree corresponding to 
Spoofing and Elevation of Privilege attacks is very low and the risk for the fault tree 
corresponding to Information Disclosure attacks is low. These trees correspond to the 
system that properly uses security patterns. The risk for Tampering with data attacks 
is zero (absolutely low). 

On the contrary, for the system that does not employ security patterns, the risk 
values according to the proposed model, for the same types of attacks are fairly high 
for Spoofing Identity and Elevation of Privilege attacks, high for Information 
Disclosure attacks and fairly high for Tampering with data attacks. Table 4 
summarizes these results and quantifies the difference between the two systems. 

The methodology described thus allows us to derive results about the total security 
of systems employing security patterns, already at the design, in terms of fuzzy 
linguistic variables.  

7   Conclusions and Future Work 

The results of the evaluation of the attacks as well as the fuzzy methodology used 
show that systems that use security patterns properly are highly secure and robust to 
attacks. This robustness to attacks has been also quantified in this work and a 
mathematical model has been proposed. Future work includes the introduction of new 
security patterns that solve the issues not addressed by existing ones and a software 
tool that automates the security evaluation process we described in this paper. 
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Abstract. Information technology constitutes a substantial component of the 
critical infrastructure of many nations. Systems used by utilities and service 
industries such as electricity, water, wastewater treatment and gas are key 
components of these critical infrastructures. These critical infrastructures rely 
on a range of technologies commonly known as Process Control Systems in the 
production, distribution or management aspects of their services.  

To ensure continued delivery of these critical services, it is important to 
ensure that the process control systems used to control, monitor and manage the 
infrastructure are secured against physical and cyber security threats.  A number 
of information security standards have been defined by various industry and 
government regulatory bodies to provide guidance in securing process control 
systems. However, managing compliance to several standards can become an 
added administrative overhead to organizations. 

This paper reviews the challenges in maintaining compliance with multiple 
standards and postulates that a holistic information security management system 
is required to ensure ongoing security of these process control systems. It 
proposes the implementation of international standards ISO/IEC 17799 and 
27001 as a practical approach to managing the various compliance requirements 
and providing a framework to implement, monitor, manage and improve the 
security of process control systems. 

1   Introduction 

Developed nations and many developing nations rely heavily on Information 
Technology infrastructures to sustain and support the modern way of life. This 
reliance on computer systems and networks that constitute these infrastructures 
pervade across diverse activities such as supporting the ‘information economy’, 
maintaining national security and controlling the basics of every day life such as 
access to clean water. Any disruptions to the functions of these infrastructures can 
result in the disruptions to the way of life of the population. 

Proliferating cyber security threats to computer networks and systems have 
prompted many governments to implement strategies to identify and safeguard those 
systems and networks that are critical to the nation. These strategies generally are 
developed and implemented under a ‘Critical Infrastructure Protection’ (CIP) 
program. 
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The Commonwealth Government of Australia defines critical infrastructure as “… 
those physical facilities, supply chains, information technologies and communication 
networks which, if destroyed, degraded or rendered unavailable for an extended period, 
would significantly impact on the social or economic well-being of the nation, or affect 
Australia’s ability to conduct national defence and ensure national security [1]”. 

This definition of critical infrastructure is not limited to ‘physical’ elements of the 
infrastructure alone. It encompasses social, political and economical aspects of 
everyday life of the nation. As stated by the Attorney General’s Department in a 
publicly released discussion paper in 2004, “banking and finance, transport and 
distribution, energy utilities, health, food supply and communications as well as key 
government services and national Icons”, and the complex network of producers, 
processors, all contribute to the Australian way of life and thus are considered part of 
the critical infrastructure for the purposes of national critical infrastructure protection 
strategy [2]. 

A key component of the critical information infrastructure is Process Control 
Systems (PCS) used to monitor and control processes in various industrial 
environments. Commonly known as Supervisory Control and Data Acquisition 
(SCADA) systems, these control systems are used in critical utilities and service 
industries.  Energy production and distribution, water and waste water treatment and 
water supply and distribution are some examples of critical infrastructures where 
these PCS and SCADA Systems are used. 

Historical evidence shows that an information security breach of a process control 
system can cause damaging consequences.  The 2000 Maroochydore incident where a 
disgruntled ex-employee hacked in to a process control system and released sewage in 
to waterways [3], [4], the August 2003 US power grid blackout supposedly caused by 
the Blaster worm [5], and the January 2003 blaster worm which disabled safety 
monitoring systems at a Ohio-based nuclear power plant for nearly five hours [6] 
demonstrate the negative impacts of such a security breach. 

This paper reviews the security problems associated with process control systems 
and argues that a holistic approach needs to be taken in securing the systems that are 
used to monitor and control critical information infrastructure. It proposes the use of 
international standard ISO/IEC 17799 as a viable approach to securing process control 
systems. 

2   Defining Process Control Systems 

A process control system is not a single device or a computer. It is a multi-tiered 
network of computers, logic controllers, human-machine interfaces, process control 
equipment and software applications. These systems allows an operator in a central 
control room to remotely interact with a distributed process; for example “… to make  
point changes to distant process controllers, to open or close valves or switches, to 
monitor alarms, and to gather measurement information Typically process control 
systems are applied to processes that span wide geographical areas”. They are used to 
control and monitor processes that require “frequent, regular or immediate 
intervention” [7] by human operators who investigate and respond to these alarm 
conditions [8]”. 
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Following are examples of the application of process control systems [7]: 

− hydroelectric generating stations – to control the turning on and off of valves to the 
turbines in response to customer demands on the power grid 

− oil or gas production facilities – to control fluid measurement equipment and 
pumps, turning motors on and off, gathering meter information regularly, need to 
respond quickly to varying pressure conditions in the pumps and pipes 

− pipelines for oil, gas, chemicals and water – to control the opening and closing 
valves, starting and stopping pumps, and responding quickly to leaks  of dangerous 
or environmentally sensitive materials 

− electric transmission systems – to control the opening and closing switches and 
responding quickly to load changes on the lines 

− irrigation systems – to control the opening and closing valves and gathering meter 
values for the water supplied to consumers 

Many of these uses typically are in environments that require 24 hour availability, 
near real-time response capability and the ability to control and respond remotely. 

The term Process Control Systems is a generic term applied to several types of 
systems. These systems include Supervisory Control and Data Acquisition (SCADA) 
systems, Distributed Control Systems (DCS), Energy Management Systems (EMS), 
Safety Instrumented Systems (SIS), and Manufacturing and Control systems (M&CS) 
[9]. 

3   Safeguarding Process Control Systems – Challenges 

There has been an increase in information security incidents related to control systems 
in the recent years. Analysis of incident reports recorded in the Industrial Security 
Incident Database (ISID) maintained by the British Columbia Institute of Technology 
(BCIT) indicate that there has been a five fold increase in the annual control system 
incident rate [9][10]. While petroleum, transportation, power and utilities industries 
were the objects of most of these incidents, chemical pulp and paper, water and waste 
water, electronic manufacturing, food and beverage, aerospace, and metals industries 
have reported process control system security incidents in the recent years [9].  

Increasing incident rates pose a challenge to safeguarding the national critical 
infrastructure as nations are dependent on these industries to a very large extent. 
Miller identifies 14 areas that US National Strategy for Homeland Security has 
identified as critical infrastructure. As Miller states, these systems “support our 
everyday lives, from the water and food in our homes to our physical and financial 
welfare. They also support government and operation”. According to Miller “nearly 
every one of these critical infrastructures” uses process control systems [8]. 

One of the challenges to protecting the process control systems that constitute the 
critical information infrastructure systems is that not all of these systems are 
government owned. Of the 14 defined areas of critical infrastructure in the US, most 
are privately owned [8]. As the Attorney General’s Department of the Australian 
Commonwealth Government identifies as much as 90 per cent of the critical 
infrastructure in Australia is privately owned, which makes it impossible for the 
government alone to carry out protective measures. This calls for coordination and 
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participation of “… owners and operators of infrastructure, regulators, professional 
bodies and industry associations, in cooperation with all levels of government, and the 
public.  To ensure this cooperation and coordination, all of these participants should 
commit to … [a] set of common fundamental principles of CIP [1]”. 

Historically, control systems were implemented in stand alone environments where 
they were isolated from corporate networks and the Internet. Recent years have seen 
these systems becoming more and more interconnected; to corporate networks, 
vendors and support service provider networks and even to the Internet, using both 
wired and wireless communications technologies. These interconnections increase the 
security risk to process control systems claims Amin [11]. According to Amin, “… 
traditional external entities such as suppliers, consumers, regulators, and even 
competitors must now have access to segments of the network” thus rendering these 
key infrastructures highly vulnerable to either accidental or intentional failure. 
Because of the interconnections, single, isolated incidents “can cascade through and 
between networks with potentially disastrous consequences” [11]. Improved 
interconnectivity has also resulted in the centralising of process control operations, 
thereby making centralized control centres potential terrorist targets, not only for 
cyber attacks, but also for physical attacks [8]. 

Hardware, software and communications protocols implemented in the early 
process control systems comprised of proprietary technologies, and the knowledge of 
these technologies was limited to the ‘engineers’ and specialist operators. Specialist 
skills and knowledge was required to use these systems and use the information 
processed within these systems. The possibility of a malicious or inadvertent security 
breach on these systems was therefore highly improbable. However, there has been a 
recent trend where these proprietary technologies are being replaced with industry 
standard, common operating systems and applications that are vulnerable to common 
information security threats [9][10]. With the proliferation of information on the 
Internet, not only product documentation and technical specifications, but also how-to 
papers and easy-to-use exploitation tools on process control systems technologies 
have become freely available [9].  

In addition to the technological vulnerabilities, there are also several operational 
vulnerabilities that affect process control systems. While proprietary technologies 
have been replaced with common industry standard technologies, some of the 
specialised features of process control systems and implementation idiosyncrasies of 
these systems have not been adequately addressed in the new implementations. While 
some implementations address the new process control environment as they did with 
the previously isolated environments, the others have adopted an approach more 
suitable for traditional IT infrastructures. This has resulted in various inherent design 
and operational vulnerabilities within these systems including poor security 
administration and insecure network connections. One of the most common issues 
related to this situation is the lack of policy specific to the process control 
environment. There is a distinct difference between IT and process control 
environments. Therefore the process control environment needs a separate and 
specific security administration and policy structure [12]. 

Perhaps one of the major challenges in developing protection plans for process 
control systems is posed by the diverse range of devices and software applications in 
use within the process control environment and their different implementations. The 
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author has audited process control systems in several energy and water utilities. While 
some of these utilities perform the same functions and carry out the same operations, 
there has been no two sites that used the same process control systems deployed in the 
same manner, even when they used the same service provide for systems integration 
and ongoing support. This poses a serious challenge in as each site will require a 
different approach to implementing and managing security of the process control 
systems. 

There are many standards applicable to process control system security, and this 
adds to the complexity of securing and managing security on an ongoing basis within 
a process control environment. A 2005 research report by the US Department of 
Energy identified 18 standards or report findings applicable to securing process 
control systems in the Energy Industry [13]. The professional and regulatory bodies 
that provide these standards include:  

− Institute of Electrical and Electronic Engineers (IEEE),  
− US Federal Energy Regulatory Commission (FERC),  
− National Electricity Reliable Council (NERC),  
− International Electro Technical Commission (IEC),  
− American Petroleum Institute (API),  
− the Instrumentation, Systems and Automation Society (ISA),  
− The National Institute for Standards in Technology (NIST), and  
− International Organisation for Standardisation (ISO) 

These standards attempt to address various aspects of process control system 
security. Some of these standards are industry specific while others are applicable to 
one or more industries and provide generic guidelines. This makes the selection of 
applicable standards to a particular process control environment an onerous task as 
organisations need to not only identify and implement applicable standards, but also 
manage the implementation of these standards on an ongoing basis. 

4    Managing the Security of the Process Control Systems – The 
Need for a Standardised Approach 

While there are a number of standards and methodologies already in place to address 
the security aspects of process control systems, there is not a single streamlined 
approach available to assist organisation to select and implement standards applicable 
to their environment. There are a number of security standards applicable to process 
control systems defined by the North American Electricity Reliability Council 
(NERC). For example, NERC has defined a series of standards to provide guidance in 
protecting the critical infrastructure within the Electricity Industry consisting of the 
following: 

− CIP-002-1 – Critical Cyber Asset Identification; 
− CIP-003-1 – Security Management Controls; 
− CIP-004-1 – Personnel and Training; 
− CIP-005-1 – Electronic Security Perimeter; 
− CIP-006-1 – Physical Security; 



570 W. Jayawickrama 

− CIP-007-1 – Systems Security Management 
− CIP-008-1 – Incident Reporting and Response Planning; and 
− CIP-009-1 – Recovery Plans for Critical Cyber Assets; 

In addition to these security standards there are industry specific standards that 
address operational aspects of the industry, which if not adhered to can result in the 
failure of the critical services. For example, NERC identifies the following industry 
specific standards in the electricity generation, transmission and distribution industry: 

− Resource and Demand Balancing; 
− Critical Infrastructure protection; 
− Emergency Preparedness and Operations; 
− Interchange Scheduling and Coordination; 
− Interconnection Reliability Operations and Coordination; 
− Modelling Data and Analysis; 
− Protection and Coordination; 
− Transmission Operation; and 
− Transmission Planning 

NERC have defined 132 Standards within these generic and specific categories that 
define the reliability requirements for planning and operating the North American 
bulk electric system. These standards can be found online at https://standards.nerc.net. 
While some of these standards address reliability of electricity operations, the 
underlying infrastructures rely to a great extent on process control systems for 
efficient control and monitoring of operations.  

Most of these standards are normative, and rely on the organization to determine 
how they are interpreted and applied. For example NERC cyber security framework is 
defined in a series of standards labelled CIP-001 through CIP-009. As NERC states:  

“NERC Standards CIP-002 through CIP-009 provides a cyber security framework 
for the identification and protection of Critical Cyber Assets to support reliable 
operation of the Bulk Electric System.  

These standards recognize the differing roles of each entity in the operation of the 
Bulk Electric System, the criticality and vulnerability of the assets needed to manage 
Bulk Electric System reliability, and the risks to which they are exposed. Responsible 
Entities should interpret and apply Standards CIP-002 through CIP-009 using 
reasonable business judgment [14]”. 

There are several key issues related to the approach taken by NERC with these 
standards.  

Firstly, each standard will require a process to identify the applicability, select and 
implement controls to comply with the standard. This can become a burdensome task 
to the organization.  

Secondly, a heavy reliance on individuals to use ‘reasonable business judgement’, 
as some definitions of the responsible entities identify individuals as the responsible 
entity. This leaves room for errors on judgement and a non-standard approach to the 
security of process control systems.  

Thirdly, these standards do not have an ongoing performance measurement and 
improvement mechanisms to address the dynamics of the security lifecycle. With the 
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large number of standards involved, it also becomes almost impossible to implement 
an audit programme to ensure ongoing conformity of the standards. 

To address these issues, it is necessary to identify the relationship between these 
standards and treat the application of these standards as parts of a larger system. It is 
also necessary to implement a management system that takes a holistic, streamlined 
and dynamic approach that has both auditable performance metrics and a process for 
continuous improvement built in.  It is also imperative that the responsibility for the 
risk assessment and decision making is returned to the management of the 
organisation. 

To ensure a comprehensive approach aligned with business direction and 
organisational risk management programs, the ISO/IEC 27001 standard is hereby 
proposed as the Information Security Management Systems framework for process 
control systems. 

5   Information Security Management Systems (ISMS) Standards 

The ISO/IEC standards on information security management consist of two 
complementary standards. These two standards are: 

1. ISO/IEC 27001:2005 - Information Technology - Security Techniques - 
Information Security Management Systems – Requirements (ISO 27001) 

2. ISO/IEC 17799:2005 - Information Technology - Code of Practice for Information 
Security Management (ISO 17799) 

ISO/IEC 17799 provides the non-normative code of practice for information 
security management. It details the generally accepted practices in Information 
security management, and defines and describes the components of an Information 
Security Management System (ISMS). ISO 27001 contains the normative, auditable 
information security management standard. ISO 27001 defines the set of requirements 
for the implementation of an ISMS that needs to be met if an organisation requires 
formal certification and accreditation against the standard.   It contains a methodology 
for the development of an ISMS and provides a collection of security controls that an 
organisation can select from based on the security risks and requirements of that 
organisation. 

The approach used in the ISO 17799 and 27001 is based on risk management. ISO 
17799 contains an introductory clause on risk assessment and treatment, followed on 
by 11 control clauses identifying key areas of risk and security practices that could be 
used to address those risk areas. These control clauses are as follows: 

− Section 4 – Risk Assessment and treatment 
− Section 5 – Security policy 
− Section 6 – Organising information security 
− Section 7 – Asset management 
− Section 8 – Human resources security 
− Section 9 – Physical and environmental security 
− Section 10 – Communications and operations management 
− Section 11 – Access control 
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− Section 12 – Information systems acquisition, development and maintenance 
− Section 13 – Information security incident management 
− Section 14 – Business continuity management 
− Section 15 – Compliance  

Compliance against sections 4-8 is mandatory for organisations seeking ISMS 
certification. 

There are 11 control clauses, 39 control objectives and 134 individual controls 
addressing a comprehensive range of potential risks. The standards identify that 
individual organisations may have unique security requirements and provides the 
flexibility to select controls applicable to their organisation, or implement additional 
controls not included in the standard. However, there needs to be risk assessment 
based management justification for the omission of a control. Appendix A of the ISO 
27001 standard contains direct one-to-one mapping of sections 4-15 of the ISO 17799 
standard in a normative format. 

The ISO 27001 Standard follows a process approach to manage to establish, 
implement, operate, monitor, review, maintain and improve the organisation’s ISMS. 
All ISMS Processes are structured under a “Plan-Do-Check-Act” (PDCA) model 
which provides the basis for understanding the information security requirements, 
addressing the organisational information security risks, monitoring and reviewing the 
performance and the effectiveness of the ISMS and the continual improvement of the 
processes and the ISMS.  

6   Applicability of the ISO 27001 ISMS to the Process Control 
System Environment 

To demonstrate the applicability and benefits of implementing an ISMS framework to 
manage, monitor and improve information security of process control systems, the 
NERC CIP Framework will be used as an example.  

A simple one-to-one mapping of the CIP standards with the ISO 17799 standard is 
demonstrated in table 1. 

A brief comparative analysis indicates that the ISO 17799 ISMS standard contains 
controls to address all areas addressed by the NERC CIP series of standards in a 
single manageable framework.  

For some organisations, it may be a requirement that compliance requirements with 
the NERC CIP standards are met. The ISO 17799 ISMS framework can be used to 
simplify such compliance requirements. As ISO 27001 offers the flexibility of 
incorporating controls outside of Annex A, it would be possible to incorporate the 
CIP series of Standards as part of the ISMS for a process control system, thereby 
addressing the requirements of both the NERC and ISO 27001 standards. 

One of the key benefits of implementing using the ISO 17799 ISMS framework to 
implementing would be the additional safeguards that it adds to the NERC CIP 
standards. The ISMS Framework is periodically audited for compliance; this means 
that the CIP standards that comprise the ISMS controls would maintain their currency 
and relevance. 
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Table 1. Mapping of NERC CIP Standards to ISO 17799 Controls 

NERC CIP Standards ISO 17799 Controls 
CIP-003-1 – Security 
Management Controls; 

Section 5 – Security policy 

 Section 6 – Organising 
information security 

CIP-002-1 – Critical Cyber 
Asset Identification; 

Section 7 – Asset management 

CIP-004-1 – Personnel and 
Training; 

Section 8 – Human resources 
security 

CIP-006-1 – Physical Security; Section 9 – Physical and 
environmental security 

CIP-005-1 – Electronic 
Security Perimeter; 

Section 10 – Communications 
and operations management 

CIP-007-1 – Systems Security 
Management 

 

 Section 11 – Access control 
 Section 12 – Information 

systems acquisition, 
development and maintenance 

CIP-008-1 – Incident Reporting 
and Response Planning; and 

Section 13 – Information 
security incident management 

CIP-009-1 – Recovery Plans 
for Critical Cyber Assets; 

Section 14 – Business 
continuity management 
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Another key benefit is that the ownership of the ISMS is retained by the 

management, providing the management with complete visibility of the risks associated 
with the process control systems and the critical infrastructure. The management forum 
for information security required by the ISMS would ensure that all decision making 
related to the process control systems receives the organisational input, and would no 
longer be reliant on ‘reasonable business judgement’ of an individual. 

Section 15 of the ISO 17799 standard addresses compliance with legal and other 
regulatory requirements. Controls within this section can be used to address the other 
operational compliance requirements such as NERC Emergency Operations Standard 
EOP-003 – Load Shedding Plans.  

The ISMS also offers complete lifecycle management to the security process. 
Within the process driven PDCA lifecycle, the security of the process control systems 
will continuously be monitored with input from the organisation for continual 
improvement of security. 

7   Conclusion 

By implementing an ISO/IEC 27001 information security management system, the 
organization adopts a comprehensive and systematic approach to the security of the 
process control systems. The coordinated risk assessment and treatment plan that 
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extends the focus of the risk assessments from a single system or process to an 
organisational risk assessment, taking into consideration all factors that can affect the 
systems or the process including inter and intra organisational interdependencies. The 
result would be the assurance that not only the individual systems, but also the 
integrity of complex larger system of which individual process control systems 
participate in. 
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Abstract. An Ad Hoc network is a multi-path autonomous system comprised of 
a group of mobile nodes with wireless transceivers. In this paper, we first review 
the present research in key management in Ad Hoc networks. Then, by 
considering the characteristics of Ad Hoc networks in which the free movement 
of nodes can lead to a variety of topological changes, especially network 
separation and convergence, we propose a new key management scheme based 
on a combination of techniques, such as hierarchical topology structure, virtual 
CA (certification authority), offline CA and certificate chain. We show that the 
proposed scheme would improve key management in security, expandability, 
validity, fault tolerance and usability. 

Keywords: Ad Hoc networks, key management, identity-based cryptosystem, 
threshold cryptography, hierarchical cluster algorithm. 

1   Introduction 

A mobile Ad Hoc network is a wireless network with the characteristics of 
self-organization so that it can quickly form a new network without the support of 
wired network infrastructure. Mobile Ad Hoc networks not only play an important role 
in military applications, but also have a wide variety of commercial applications such 
as disaster recovery. On the other hand, compared with the wired and normal wireless 
networks, mobile Ad Hoc networks are more prone to security threats and attacks, e.g., 
passive interception, data interpolation and replaying, identity forgery, and denial of 
service. That is because mobile Ad Hoc networks usually operate in a wide open space 
and their topologies change frequently, which makes such networks lack of centralized 
mechanisms for protection and clear lines for defense. Therefore, security is essential 
for applications in mobile Ad Hoc networks. Currently, most of the research in mobile 
Ad Hoc networks can be found in two areas: routing protocols and key management [1] 
However, many routing protocols for Ad Hoc networks are designed with the 
assumption that all communication between mobile nodes is secure, which is not true in 
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general because there are a lot of potential threats in such a wireless environment, e.g., 
modification of routing protocols and forgery of IP addresses. Consequently, security 
has become the central issue for mobile Ad Hoc networks and key management plays a 
central role in network security for ensuring confidentiality, integrity and 
non-repudiation of information. In this paper, we propose a new key management 
scheme using such techniques as hierarchical topology structure, virtual CA, offline 
CA, certificate chain and proactive measurement. We show that the proposed scheme 
would improve key management in security, expandability, validity, fault tolerance and 
usability. 

The rest of this paper is organized as follows. In the next section, we review some 
related work in key management schemes for Ad Hoc networks and the hierarchical 
cluster algorithm. In Section 3, we describe the factors that should be considered in the 
development of key management schemes in mobile Ad Hoc networks. In Section 4, 
we present a new key management scheme along with a thorough analysis. Finally, in 
Section 5, we conclude this paper with a discussion on our future work 

2   Related Work 

We review some previous work in key management in mobile Ad Hoc networks in this 
section. We also discuss the hierarchical cluster algorithm as it is a fundamental 
technique to be used in our scheme.  

2.1   Key Management Schemes 

In general, we don’t assume that there is a trustworthy node in a mobile Ad Hoc 
network. Therefore, we don’t presumably have a single node to act as the Certificates 
Authority (CA) in key management. In this section, we describe some key management 
schemes and point out their limitations. 

Partial Distributed Key Management Scheme. Zhou proposed a threshold key 
management scheme based on public key encryption [2] The method uses a trusted 
offline organization and the (k, n)-threshold scheme to protect the private key. The 
offline organization would issue a certificate to a mobile node when it joins the network 
and generate a public key and a private key for the system, in which the public key is 
distributed to all the mobile nodes in the network. The secret of the private key is, 
however, shared by n serving nodes, which are randomly selected in the network by the 
offline organization. The n serving nodes would then manage the certificates according 
to the (k, n)-threshold scheme [2] Therefore, the network can withstand the situation in 
which at most k-1 serving nodes are compromised without compromising the system 
security with respect to key management. Each serving node has the public key of 
every other mobile node in the network and can thus communicate with all the nodes 
securely. But this scheme has the following shortcomings: 

(1) Since the method randomly selects n nodes as the serving nodes, it could make the 
system less stable [3, 4] 

(2) Since each serving node stores the public keys of all the other mobile nodes, it 
would need a large amount of memory space. 
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(3) Some distributed CA schemes don’t provide the means for revoking certificates. 
(4) The method doesn’t have corresponding means to deal with network separation 

caused by the mobility and loss of nodes. Therefore, the method can hardly 
support network expandability. 

(5) When the network gets very large, it would be difficult, if not impossible, for the 
serving nodes to get the public keys of all the other nodes. Consequently, this 
scheme is not suitable for large networks. 

Self-organizing Key Management Scheme. The self-organizing key management 
scheme proposed by Hubaux et al [5, 6] uses a certificate chain graph to implement key 
management. There is no centralized CA and every node creates its own private key. 
The distribution of the public key certificate is purely the business of the node itself. 
For two nodes, say, nodes A and node B, if A trusts B, A could issue a certificate to B 
that contains B’s public key encrypted with A’s private key. In addition, there is no 
centralized certificate directory and every node has its own certificate directory that 
contains a list of certificates including those that the node has sent to other node, those 
that the node has received from other nodes, and those that have been created using the 
Maximum Degree Algorithm [5] The trust relationship between nodes can be described 
using a certificate chain graph. In the graph, a vertex represents the public key for a 
node while an edge represents a certificate issuance for the public key. Assuming that 
KA and KB are the public keys of node A and node B, respectively, if A has issued a 
certificate to B, there would be a directed edge from A to B in the certificate chain 
graph. If two nodes want to certify each other, they would merge the two certificate 
directories and look for the certificate chain in the certificate chain graph that connects 
A and B. The method doesn’t have any special requirement on the mobile nodes and 
every node is completely independent. Therefore, it is more suitable for Ad Hoc 
networks with the characteristics of self-organization. Nonetheless, the method has the 
following shortcomings: 

(1) The certificate chain that connects two nodes may not be found. 
(2) Without a trusted organization in the system to provide guarantee, the method 

would make it less trustable for a long certificate chain.  
(3) Since the method depends on the trust relationship between nodes, vicious node 

may destroy the network security through forging large numbers of certificates. 
(4) The method doesn’t provide the means for revoking certificates. 

Identity-based Key Management Scheme. The identity-based key management 
scheme proposed by Khalili et al [8] uses node identification and system public key to 
implement key management, in which the system public key is generated and broadcast 
in the network by n special nodes, namely the PKG nodes. The PKG nodes also issue 
certificates using the (k, n)-threshold secret sharing scheme [5]. Node identification 
relies on unique IDs such as node names, postal addresses or Email addresses. A node 
doesn’t have a specific public key and would obtain a private key from PKG nodes In 
order to obtain a private key, a node needs to contact at least k PKG nodes, provides its 
identity and related information, gets partial private key from each such node, and 
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compose its own private key. The node identity consists of a random string of 
characters, which would make it unpredictable, and the PKG nodes issue an exclusive 
private key for every node. The method could reduce the complexity of computation as 
well as communication cost because each node would not have to create its own public 
key and broadcast it in the network. But the method has following two shortcomings: 

(1) A malicious node may pretend to be a PKG node and forge a public key to a new 
node, while possessing a corresponding private key.  

(2) The method doesn’t provide any means to deal with key update. 

2.2   Hierarchical Cluster Algorithm 

To deal with node mobility and improve the stability of cluster frame, we could assign a 
weight value to each node based on its mobility. The more frequently a node moves, the 
lower its weight value will be. A cluster head is the node with the largest weight value 
In the hierarchical cluster algorithm [8], node mobility is expressed in terms of relative 
mobility by comparing the strengths of two signals that the node receives from its 
neighbors In the algorithm, the relative mobility index of node y relative to node x 
using formulas (1) below: 

           My(x)= 10log
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in which Rxpr new
yx→  represents the power that node y receives from node x and 
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yx→  represents the power that node y received from node x last time. If My(x)<0, 

it means that the distance between two nodes becomes longer, otherwise it becomes 
shorter. Through computing the mean value of the absolute values of the relative 
mobility between node y and all the other neighboring nodes xi i m∈ , The local 
mobility value of node y can be obtained using formulas (2) below: 
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The less the value My is, the lower the relative mobility of the node in relative to all 
the other neighboring nodes. 

3   Criteria for Key Management Schemes in Mobile Ad Hoc  
Networks 

A mobile Ad Hoc network is a communication network with the capability of 
self-organization. In such a network, mobile nodes can move within the network as 
well as join in and drop out of the network freely, which can cause frequent changes to 
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network topology. Therefore, we should consider the following factors in the 
development of key management schemes: 

(1) What is the specific application for which a mobile Ad Hoc network is used? This 
is because different applications may require different levels of security. 

(2) When mobile nodes join in or drop out of the network, or are destroyed, how can 
we detect these events in real-time and perform key management appropriately? 

(3) Network-level decision making usually requires the cooperation of more than one 
mobile node. Then, what is the cooperation strategy that can help to protect the 
network from malicious attacks aimed at the cooperation process? 

(4) How can we extend the security mechanism when the network changes 
continuously? 

(5) How can we guarantee the fault tolerance, feasibility and efficiency of the security 
mechanisms? 

In the next section, we will propose a composite key management scheme for mobile 
Ad Hoc networks based on the above five criteria. 

4   The Composite Key Management Scheme 

4.1   The Network Model 

The whole network consists of one or more sub-networks. We call each such 
sub-network a cluster. Each cluster will have a head node, n-1 PKG nodes and many 
other ordinary cluster nodes. The cluster heads in turn form the next layer of the 
network, and so on. Nodes can roam form one cluster to another. Nodes in a lower layer 
network, e.g., in a cluster, communicate within a relatively shorter range and those in a 
higher layer network communicate within a relatively longer range. Let’s assume 
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Fig. 1. The Network Model 



580 Y. Fu, J. He, and G. Li 

without loss of generality that cluster nodes communicate with each other in frequency 
1, the cluster heads communicate with each other in frequency 2, and so on There is an 
off-line CA in the network that appoints the cluster heads. The CA also performs 
functions such as keeping track of the status of the network, detecting topology change 
and collecting reports from cluster heads For each cluster, the cluster head selects n-1 
cluster nodes as the PKG nodes that are generally high performance nodes in terms of 
security, data storage and computation power. These PGA nodes would then form a 
virtual CA along with the cluster head. The cluster head is responsible to detect 
topology change within the cluster as nodes join and leave the network or are 
destroyed. When necessary, the cluster head would make a connection to the off-line 
CA although most of the time they are not connected Fig. 1 illustrates the network 
model in our key management scheme. 

4.2   Key Creation 

Key creation is illustrated in Fig. 2, which involves nine steps: 
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Fig. 2. Key Creation 

(1) The off-line CA creates a pair of private and public keys for each cluster and 
generates a certificate. 

(2) Before joining the network, every cluster node must register with the off-line CA. 
(3) The off-line CA needs to identify a new cluster node and then assigns it a cluster 

ID and node ID. 
(4) The off-line CA selects one cluster node from among all the cluster nodes 

according to the hierarchical cluster algorithm and appoints it as the cluster head. 
The cluster head is also granted the right to access the cluster nodes information 
database. 
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(5) The cluster head broadcasts the public key for the cluster to all the other cluster 
nodes. The cluster head selects n-1 cluster nodes as the PKG nodes. PKG nodes 
are generally high performance nodes in terms of security, data storage and 
computation power. The cluster head then forms a virtual CA together with the 
n-1 PKG nodes. 

(6) The cluster head and the n-1 PKG nodes manage the keys using the (k, 
n)-threshold cryptographic method. That is, the private key for the cluster is 
partitioned and held by the cluster head and the n-1 PKG nodes. To reconstruct 
the private key, any k out of the n-1 PKG nodes would have to submit partial 
private keys to the cluster head. 

(7) The cluster head could compute a new private key for the cluster based on its own 
private key, the old private key for the cluster and all the partial cluster private 
keys submitted to it by the k PKG nodes. 

(8) The cluster head would create the private key for a cluster node based on the 
cluster private key and grants it to the cluster node. 

4.3   Key Update and Revocation 

Cluster nodes can roam from one place to another in the network, resulting in the need 
that an existing key has to be replaced by a new one. There are two reasons for it. One is 
that when a cluster node joins the network, it should not be allowed to access 
information transmitted in the past. The other is that when a cluster node drops out of 
the network, it should not be allowed to access information to be transmitted in the 
future any further 

To detect the abnormal behavior of a node in real time, which occurs when a new 
node joins the network, an existing node drops out of the network or is destroyed, we 
use a cluster-based mobile intrusion detection subsystem that runs on every cluster 
node to monitor and collect information about the status of every other node in the 
cluster as well as that of the system through intrusion detection mechanisms [9, 10]. 
There are typically five modules in such a subsystem: the data collection module 
(DCM), the intrusion detection engine module through analysis of patterns (IDEMP), 
the intrusion detection engine module through analysis of abnormality (IDEMA), the 
local association and aggregation module (LAAM) and the global association and 
aggregation module (GAAM). In such a subsystem, DCM is responsible for collecting 
local trace information and journal information. IDEMP and IDEMA are responsible 
for detecting abnormal behavior of nodes through analyzing the data collected by 
DCM. More specifically, IDEMP detects abnormal behavior of nodes by comparing the 
behavior of nodes with patterns of attack and IDEMA detects abnormal behavior of 
nodes by comparing the behavior of nodes with the descriptive normal behaviors of 
nodes. LAAM associates and aggregates the results produced by IDEMP and IDEMA. 
Lastly, the function of GAAM is determined by the type of the cluster node in which 
the GAAM executes; in a normal cluster node that is not a cluster head, GAAM would 
send the results to the GAAM of its cluster head, while in a cluster head, GAAM would 
associate and aggregate its own results with those provided by other cluster nodes and 
would then send the aggregated results to the offline CA. 

When the off-line CA is notified of node’s joining in, dropping out or being 
destroyed in a cluster, it would connect to the network and update the keys depending 
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on the following different scenarios. In the first scenario, the change is caused by an 
ordinary cluster node. The off-line CA would then update the key pair for the cluster 
with the cluster head. The cluster head would then announce the newly joined node to 
all the cluster nodes and update the private key for the cluster as well as that for each 
cluster node together with the PKG nodes. In the second scenario, the change is caused 
by a PKG node. Then, in addition to updating the private key for a cluster, the cluster 
head must select new PKG nodes from the remaining cluster nodes and would then 
update the private keys accordingly. In the third scenario, the change is caused by the 
cluster head. Then, the off-line CA not only updates the key pair for the cluster, but also 
selects a new cluster head from the remaining cluster nodes. The newly selected cluster 
head would then select n-1 PKG nodes from the remaining cluster nodes and update the 
keys accordingly. 

To reconstruct the private key, the cluster head would have to work with at least k 
PKG nodes. To prevent attacks, the off-line CA, together with the virtual CA, would 
update the private key for each cluster as well as for each cluster node periodically. 
Therefore, each and every private key has a timestamp associated with it, which limits 
the validity of the private key. 

4.4   Communication Between Cluster Members  

The communication mechanism must ensure the security of any communication 
between cluster nodes, between cluster heads, and between the cluster head and cluster 
nodes. 

Communication Between Cluster Heads. Communication between cluster heads 
could take place under two circumstances with one being that cluster heads fully trust 
each other and the other being that they don’t. If two cluster heads trust each other, one 
cluster head can directly send to the other cluster head a public key certificate created 
with its private key. Every cluster head maintains its own certificate directory that 
contains those certificates that it has granted to other cluster nodes, those that it has 
received from other cluster nodes, and those that have been created using the Maximum 
Degree Algorithm [5]. 

Communication Between Cluster Nodes. When two cluster nodes in the same cluster 
communicate with each other, one node would encrypt messages using the public key 
of the cluster and the ID of the other cluster node. The messages can only be decrypted 
by the other cluster node because it owns the corresponding private key. This also 
applies to the situation, in which the cluster head communicates with a cluster node that 
is in the same cluster. When a cluster node wants to communicate with another cluster 
node that is not in the same cluster, there are usually five steps involved: 

(1) The sending cluster node would ask its cluster head for the public key of the 
cluster to which the receiving cluster node belongs. 

(2) When the cluster head of the sending cluster node receives the request message 
encrypted with the public key of the cluster and the ID of the sending cluster node, 
it decrypts the message with its private key, and would then obtain the ID of the 
receiving cluster node.  



 A Composite Key Management Scheme for Mobile Ad Hoc Networks 583 

(3) The cluster head would manage to get the public key for the cluster to which the 
receiving cluster node belongs by asking the off-line CA or certificate chain based 
on the ID of the receiving cluster node, and would forward it to the sending cluster 
node.  

(4) When the sending cluster receives the message that its cluster head returns to it, it 
decrypts the message with its own private key, and then obtains the public key of 
the cluster to which the receiving cluster node belongs. 

(5) The sending cluster node can now communicate with the receiving cluster node 
with the public key of the cluster to which the receiving node belongs and the ID 
of the receiving cluster node securely.  

5   Conclusion 

In this paper, we presented a composite key management scheme for mobile Ad Hoc 
networks. By analyzing and identifying the advantages and limitations of existing key 
management schemes in such networks, we can see that the scheme that we proposed 
has the following advantages:  

(1) It uses a hierarchical topology structure, which can be easily extended to deal with 
mobile Ad Hoc networks of any sizes. 

(2) Every cluster has its own public key, which is known only to all the cluster nodes 
in the same cluster and all the other cluster heads. A new cluster private key is 
computed based on the old cluster private key and the partial private keys created 
by the k PKG nodes. The cluster public key, the cluster private key and the private 
key of cluster nodes all have the timestamp in them. These characteristics help to 
improve the validity and security in key management. 

(3) The off-line CA connects to the mobile Ad Hoc network only under certain 
circumstances, which improves not only the trustworthiness of key management, 
but also its security. 

(4) By using identity-based cryptographic means and the threshold scheme, cluster 
nodes don’t need to create and broadcast their own public keys in the network, 
which helps to improve performance by taking less network bandwidth and 
storage space. 

(5) When cluster heads communicate with each other, keys can be managed with the 
certificate chain technique and the off-line CA, which improves key management 
in the areas of fault tolerance, serviceability and availability. For a small network 
in which cluster nodes trust each other, the certificate chain technique would 
make the cluster heads communicate more conveniently. For a large network in 
which cluster nodes don’t necessarily trust each other, the off-line CA not only 
improves the trustworthiness among the cluster heads, but also helps to overcome 
the limitation of the certificate chain. 

(6) The cluster heads and cluster nodes keep track of and collect status of the clusters 
with proactive measurement techniques, which could improve key management 
in dealing with continuous topological changes. 

The scheme that we presented in this paper only represents our initial effort for the 
development of a sophisticated key management scheme for mobile ad hoc networks. 
As the future work towards achieving our eventual goal, we need to develop and 
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improve the intrusion detection subsystem used in our scheme based on analysis of 
intrusion patterns as well as on behavior abnormality. In addition, although we have 
argued qualitatively that our composite key management scheme is more advantageous 
over several previous schemes in terms of message exchange overhead and 
performance, we need to do more quantitative analysis through simulation or 
measurement to further justify our claim. Consequently, we will need to improve the 
proactive measurement technique used in our scheme and perform a thorough 
performance evaluation on our composite key management scheme through 
simulation.  
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Abstract. Wireless PAN Mesh Network (WMN) is currently going to be stan-
dardized and enhanced to take full advantages of the flexible and heterogeneous 
networks. Although the standard (802.15.5) is under-construction, WMNs are 
expected to become popular as they have the ability to connect all kinds of cur-
rent networks. So far, there is no applied architecture which is efficient enough 
to completely solve routing and security problems in WMN. To assist IEEE 
P805.15 in routing and security aspects, in this paper, we propose an adaptive 
algorithm for detecting bogus nodes when they attempt to intrude into the net-
work by attacking routing protocol. In addition, a procedure to find the most op-
timal path between two nodes is presented along with adaptive pre-conditions 
for WMNs. We also show that our algorithm is robust according to the mobility 
of the nodes and it is easy to implement in currently proposed architectures. It 
can work with many kinds of wireless networks as well as can reduce computa-
tional costs. 

Keywords: Wireless PAN Mesh Networks, Security, Intrusion Detection, Clus-
tering, Optimal Path, Routing, Attack on Routing Protocol. 

1   Introduction 

Wireless Mesh Network (WMN) could be considered as a successor of the basic wire-
less networks such as Wireless LAN, Wireless Mobile Ad-hoc Networks (MANETs) 
and Wireless Sensor Networks (WSNs), which inherits full advantages of the previ-
ous ones and could be applied in many fields in daily life as well as in military opera-
tions that require dynamic topology. However, WMNs also require to deal with  
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inherent weaknesses of wireless networks by consequence of dynamic topologies and 
node mobility. Moreover, the lack of concentration points where traffic can be ana-
lyzed for intrusions leads to utilize self-configuring multi-party infrastructure proto-
cols that are susceptible to malicious manipulation and subject to noise and intermit-
tent connectivity due to the inherent essence of wireless communication channels [7], 
[8], [9]. 

In WMNs, the topology is a mixture of star (with access point as coordinator) and 
grid (ad-hoc based) and therefore the routing protocol must be flexible for adaptive 
change. In our scenario, the coordinators can be mobile nodes (mobile access points 
or ad-hoc nodes) or station (fixed access points like WLAN access points). In this 
paper, we not only focus on solving routing problem of mobile nodes but also propose 
a mechanism to automatically work with fixed access points. 

The rest of the paper is organized as follows, Section 2 briefly discusses some re-
lated works as well as addresses assigning problem which adapts to WMNs, in Sec-
tion 3, we propose a procedure to find the most optimal path between two nodes when 
they want to communicate with each other. This procedure can be applied in any kind 
of wireless dynamic network. Moreover, we propose an algorithm for detecting bogus 
nodes when they attempt to intrude into network by attack routing protocol. Section 4 
presents our simulation results. Finally, section 5 exposes some perspectives for fur-
ther work.  

2   Related Work 

2.1   Current Work  

Clustering technique is proposed in many papers for routing and formation of a dy-
namic topology. In security, it is also used to detect intruders. Based on the clustering 
technique, which was first proposed by Zhang and Lee [17], D. Sterne in [5] has 
given an architecture in which the author solved most of the drawbacks of a dynamic 
topology when implementing an Intrusion Detection System (IDS). However, as al-
most related papers, the author just only explained some clues to detect bogus node in 
routing protocol that are used to conclude that they can in principle determine whether 
a node is an attacker. Moreover, the authors did not specify the attributes of a node to 
decide whether it has enough qualifications or not to find intermediate nodes in rout-
ing protocol. 

Although the proposals above are applied in MANETs, they can also be applied in 
the Wireless Mess Networks that are with almost same dynamic topology by making 
some slight modifications to routing protocol. As we know, the attack in routing pro-
tocol is very hard to prevent, especially in the wireless environment where the traffic 
can be easily eavesdropped, therefore we improve current contributions by taking 
advantages of previous proposals and using them as building blocks for our proposals. 
In this paper, AODV (Ad hoc On-demand Distance Vector) [18], [19], an adaptive 
protocol, is also utilized in our work.  

Currently, the IEEE P802.15 Working Group for WPANs has been making a stan-
dard for WMNs with many achievements [1], [2]. In those proposals, they also used 
mesh tree, another form of cluster, to solve almost problems in routing. However, 
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they did not focus on security for routing, as well as giving a solution to finding opti-
mal path between two nodes. Our proposal is a contribution for completing the 
802.15.5 standard in aspect of routing and security.  

2.2   Address Assigning Problem 

Cluster-tree technique can be applied in any kind of network that has dynamic topol-
ogy. In the cluster-tree, a node can have a maximum number of CM children and a 
node can be at most LM levels (i.e., mobile devices) away from the root of the tree (CM 
and LM are two predetermined network-wide constants). A node with a short address s 
is in charge of assigning short addresses to its children as in the following algorithm 
[16]:  assign short address s+1 to the first child, s+1+Chold(LN) to the second child, and 
s + 1 + (n - 1).Chold(LN) to the nth child, up to the (CM)th child. And Chold(LN) is calcu-
lated as follows: 
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After executing some mechanisms to establish and maintain the dynamic topology 
as well as to choose the coordinator, this coordinator begins to accept association 
requests from other nodes. Any node already existent in the network can determine 
whether to allow other nodes to join to the network, that is, whether to act as a coor-
dinator, depending on the availability of its resources such as memory and energy. In 
a cluster-tree, a node is able to calculate the next hop by looking at the destination 
address in the packet. This precludes the need of route discovery, and thus helps re-
duce the initial latency, control overhead, memory usage and energy consumption. 

In the Figure 1, an example of assigning address is given with LM=4, CM=3. It 
means the coordinators in level3 only have maximum 3 children (mobile terminals), 
and the rest of the remaining nodes can be assigned their own address as well as their 
holding address block size which rely on the level of nodes.  

3   Proposed Algorithms 

The hybrid topology of WMNs makes their routing problem more difficult than ho-
mogeneous networks. In this case, we need a routing protocol that can work in two 
network structures: Mobile nodes with fixed Access Point (as Coordinator) and en-
tirely mobile nodes (Ad-hoc topology) 

Fixed AP

Mobile AP
(coordinator)

Mobile AP
(coordinator)

Fixed AP

Wireless Backbones
Wireless links

Wired links
 

Fig. 2. Mesh Topology 

In the previously proposed cooperative intrusion detection architecture using clus-
tering technique [5], the authors presented their solutions to detect attack on routing 
protocol, but they did not give any algorithm to prove that their technique can detect 
and exclude bogus nodes. Furthermore, they did not also give any procedure with 
specific criteria to find the shortest (the most optimal) path. 

In this paper, we do two jobs: the first one is proposing a procedure to find a short-
est (the most optimal) path using three most important criteria, signal strength, band-
width and energy remaining. The other is proposing mechanism to identify and  
exclude bogus nodes. 

To implement our proposal, some pre-conditions are established. 
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We use the clustering technique to establish and maintain the dynamic hierarchy 
according to node mobility. We also use AODV (Ad hoc On-demand Distance Vec-
tor) as routing protocol in our proposal. In addition, for hybrid structure in WMNs, we 
propose some small changes in routing protocol: 

1. When two nodes in the ad-hoc part of WMNs want to communicate with each 
other, they use Multicast Routing Protocol [1] with our adaptively proposed pro-
cedure presented below. 

2. When one node in ad-hoc part wants to communicate with others in fixed Access 
Point (AP) part, it finds the AP where the destination is currently connect with 
and after that can transfer data through this AP. 

3. When two nodes in the fixed AP part of WMNs want to communicate with each 
other, their current APs will act as intermediate nodes and use our proposed pro-
cedure to find shortest path.  

3.1   Optimal Path Finding Algorithm 

There are many criteria to decide 
whether a node has ability and capac-
ity to become an intermediate node in 
a route. In such a dynamic topology 
like WMNs, it is very difficult to find 
a completely good routing protocol 
which can automatically reform and 
maintain connection. The most three 
important criteria we use in our pro-
cedure are Signal strength, Band-
width, and Energy Remaining because 
they guarantee for a stable and high-
speed connection. When a node wants 
to communicate with another one, the 
following steps are processed: 

Step 1: Initial RREQ = 1, Broad-
castID = 1, the source node floods 
RREQS packets with destination 
address to its neighbors and chooses 
the node with the most powerful 
signal strength. 

Step 2: Estimate the available 
Bandwidth and Energy Remaining of 
this node, if its free bandwidth ≥ 50% 
& If necessary time >= Data-
Size/Bandwidth 

Choose this node as a next hop 
Else, repeat Step 1 to choose another node, remember information of current node 

to compare with new found node to find the most optimistic node. B.CastID++; 
End if 
 

Start

Choose the most powerful 
Signal Strengh Node

RREQ = 1 =i;
i++;

Bandwidth Avaiable;
Energy Remaining
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Compare Destination 
Address

Use the route found
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find the best 
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N

N
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Y
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1 2

Optimal route   

       Non optimal route

1

2
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B.CastID =1

 B.CastID =1=j;
 j++;

Reset

Fig. 3. The Most Optimize Path Procedure 
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Step 3: If Node’s B.CastID = 1 
Use the found node 

Else, use this node to compare with previous found node and choose the best one. 
Step 4: Compare Destination Address 

If found Node’s Address is the same as Destination Address, go to Step 5 
Else  { repeat Step 1; Reset B.CastID = 1; } 

Step 5: Choose the route 
Finish 

In Step 2, the available bandwidth is assigned ≥ 50%. This value can be adjusted to 
suit requirement in a specific network. If a node with the highest signal strength and 
enough bandwidth is found in each hop, along with enough energy remaining, it 
means the optimal route is found. If not, we can also find the best route at the final 
part of Step 3. Available bandwidth and energy remaining can be easily estimated in 
nodes themselves with current softwares. 

In Step 3, the sender has known the size of the packet that it intends to transmit to 
receiver. In addition, with currently available bandwidth (can be evaluated by each 
node itself in the route), the necessary time can be calculated and compared with the 
remaining energy time of each node in the route. Based on the requirements of net-
work, we can add other criteria such as proximity, resistance to compromise, accessi-
bility, processing power, storage capacity, etc. to the procedure. 

If a node in the route satisfies all conditions in the procedure, that node is an opti-
mal one. If a route has all optimal intermediate nodes, it is called optimal route. 

3.2   Identify and Exclude Bogus Nodes 

This algorithm is used to detect and exclude intruders at any time they attempt to 
break routing mechanism.  

B (RREQ = 2)

F

E (RREQ = 3)

G

X (RREQ = 3)

but modify = 2

D

A

H

(RREQ = 2)

Request packets
Bogus packets
Reply packets

Revise packets

I (RREQ = 2)

L (RREQ = 4) M (RREQ = 5)

K (RREQ = 3)

(RREQ = 4)

(RREQ = 3) !?

 

Fig. 4. Identify Bogus Node 
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Initial 

RREQS = 1, RREPD = 0, Found Route Count = 0; 

flood RREQS in the network topology; 

for each time RREQS reaches node i 

do RREQi = RREQi  + 1; 

Nhop i = RREQi; 

compare destination address; 

if destination found 

do Co-revise Procedure 

{ 

for each route found from S to D 

Found Route Count++; 

send RREPD back through other  routes different from route of the first reach RREQ packet; 

RREPDj = Nhop j – j; 

compare (RREQj , RREPj) index; 

if RREPj  index determined by neighbor nodes  RREQj index; 

trigger an alarm; 

} 

exclude j out of connection; 

Finish 

The number of routes found is counted by Found Route Count and is stored in 
routing table to help routing protocol distinguish different routes, decide which routes 
are chosen and keep the information for optimal path finding as well as back-up  
purpose. 

To avoid bogus nodes from modifying RREP packets before sending them back to 
the same route, the destination node will send RREP packets through other routes. By 
this way, Co-revise Procedure can completely identify intruders. The number of 
backward routes is limited to avoid redundancy and reduce the number of nodes in-
volved in routing procedure. At least two neighbors of bogus node X will ensure that 
X is intruder, after comparing RREQ index that X modified with its real RREQ by the 
following revising mechanism: 

Assume X is attacker and it is trying to access to the route between A and D. Fol-
lowing the procedure, RREQA = 1, A floods its request to find optimal route to D. In 
the figure 4, RREQB, H, F, I = 2 because they are neighbors of A, and RREQG, E, K = 3 
and so on until the RREQ reaches D. If X is a legal node and it is in network topol-
ogy, RREQX must be 3, but it modified this index, suppose RREQX = 2, and sends to 
D. In principle, D will “think” the route include X is optimal, and choose this route. 
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But now D can use proposed algorithm above, send back RREP to the other routes, 
like D-E-H-A and D-G-F-A. After that, B and E can themselves calculate the real 
RREQ index of X, and find it have to logically equal 3. Also, if RREQX = 2, it 
means X have to be a neighbor of A like B,E,F, but A can itself determine C is not 
a neighbor because A can not directly communicate with X. In brief, the algorithm 
can definitely detect X is intruder, trigger an alarm and exclude X out of network. 

In the Figure 4, we can see path A-I-K-L-M-D is also exist, but destination node D 
will not use it because the number of intermediate nodes is large. The routing protocol 
in [1] has already solved this problem. Therefore, D will not send back RREPD 
through this path and thereby limiting the number of nodes have to involve in routing 
protocol. This mechanism also help our proposals save energy, reduce time consump-
tion and memory usage. 

4   Simulation Result 

Our proposed algorithm is simulated to further evaluate the theoretical results. We 
use OMNeT++ Ver.3.2 with Mobility Framework 1.0a5 Module. We present each 
node as a matrix in which attributes (Signal Strength, Band Width, Energy Remain-
ing, Address, etc.) are assigned as factors. We use routing table in [1] with addi-
tional fields Found Route Count and Sequence Number. We also set up a mobility 
environment to evaluate the performance in detection rate and calculation time 
influenced by different movement speed of nodes. The nodes have radio range of 
300m and move on the rectangular surface according to the boundless mobility 
model. We study the detection rate, cardinality and time consuming according to 
mobility and network cardinality. 

In the figure 5, the detection rate of bogus nodes is 99.05% for a set of 25 nodes at 
speed 5m/s and. The detection rate is a little bit decrease according to the increase of 
 

 

Fig. 5. Performance according to mobility 
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Fig. 6. Time consumming 

number of nodes as well as speeds. At speed 20m/s and 400 nodes, the detection rate 
is reduced to 91.92%. 

In figure 6, the time consuming for finding intermediate nodes in case of optimal 
path is also the least. It is directly proportional to the numbers of intermediate nodes. 
We evaluate the peak of calculation time and average time in case of non-optimal 
path. 

5   Conclusion and Future Work 

Our proposed approach in this paper bases on dynamic topology maintained by clus-
tering technique, uses AODV as the routing protocol, inherits the achievements of 
previous researchers and improve shortcomings in their proposals.  By making adap-
tive changes, our algorithm can be applied to any kind of Wireless Network such as 
WMNs, MANETs and WSNs. To apply our algorithm, we just insert additional fields 
Found Route Count and Sequence Number into routing table. The simplicity of our 
algorithm is that it does not require a considerable amount of computational resource, 
even there are a large number of nodes in a selected route. Each time the algorithm 
find the next hop, the process returns to the initial point at Step 1 and does the same 
jobs until the destination is found. Consequently, the number of times that needed to 
process is direct proposition with the number of intermediate nodes in route, and the 
complexity in each Step is trivial. 

Moreover, our proposals can work with currently used protocols and completely 
solved routing problem for nodes in different wireless networks.  

In future works, we will continue implementing our proposal in Testbed cooperat-
ing with current Intrusion Detection Systems (IDSs) for Wireless Networks. Further-
more, we are working on an algorithm for automatic reforming topology based on 
clustering technique which will run in company with our proposals.  
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Abstract. IEEE 802.11i standard specifies full authentication and
preauthentication for secure handoff in 802.11 wireless LAN (WLAN).
However, the full authentication is too slow to provide seamless services
for handoff users, and preauthentication may fail in highly populated
WLANs where it is highly probable that the cache entry of a preauthen-
ticated user is evicted by other users before handoff. In this paper, we
propose a seamless and secure handoff scheme by reducing authentica-
tion and key management delay in the handoff process. When a user
handoffs, security context established between the user and the previous
access point (AP) is forwarded from the previous AP to the current AP,
and the session key is reused only for the handoff session. The freshness
of session key is maintained by regenerating session keys after handoff
session is terminated. The proposed scheme can achieve considerable re-
duction in handoff delay with providing the same security level as 802.1X
authentication by letting an AP authenticate a handoff user before mak-
ing an robust security network association (RSNA) with it.

1 Introduction

The wireless local area networks (WLAN) based on IEEE 802.11 infrastructure-
mode have been deployed successfully as an economical means to provide users
ubiquitous broadband access to Internet. Unlike cellular networks where users
can handover while having on-going calls, WLAN systems have provided only
portability where users can move only within the radio coverage of an access
point (AP) to which they are connected. That is, users cannot move while us-
ing the network because current WLAN systems do not easily support seamless
handoff. However, as users experience with wireless network increases, they de-
mand continuous communication while on the move. Therefore, fast handoff
becomes one of the important research issues in the evolution steps of WLANs.

In a WLAN, handoff initiated by a mobile node (MN) goes through the fol-
lowing 4 logical steps: probing, reassociation, authentication and key creation.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 595–604, 2006.
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First, MN seeks to find potential next APs in the probing phase. After making
a handoff decision, MN reassociate with an AP to which it decides to handoff.
Then MN is reauthenticated by a network and new session keys are generated
between MN and network for the handoff session.

Security is as important as fast handoff for successful WLAN deployment be-
cause data is transferred via wide open wireless radio. However, authentication
process involves a few message exchanges between MN and an authentication
server (AS) in a network which is generally located far away from APs. It also
takes a few interactions between AP and MN to create new session keys for hand-
off session. The long delay for security on WLAN becomes the major obstacle
that makes fast handoff difficult.

To solve the delay problem in authentication, pre-authentication is included
in the 802.11i specification [1]. Basically, preauthentication try to avoid reau-
thentication by authenticating each MN to a set of potential next APs before
it handoffs to one of them. However, 802.11i does not specify how to select a
set of candidate APs. Several researchers try to answer this question. Frequent
handoff region (FHR) is proposed in [2] to denote the set of potential next APs
with the long term movement history of MN. Neighbor graph is proposed to
determine the potential set of APs [3]. They note the number of candidate APs
is small fraction of the total APs. However, these proactive methods must be
carefully engineered to avoid reauthentication. For example, the security context
of a MNi in a candidate AP could be updated by the other MNs before the MNi

handoffs to the AP. It is quite probable if the density of the MNs in the coverage
of an AP is high and they move frequently, which is the case of WLAN system
deployed in hot spots. If the security context is not found when a MN handoffs,
a full authentication process takes place to fail to support seamless service. Also,
proactive scheme is not scalable because it imposes heavy management loads on
a single AS and each APs with a large signaling messages between them.

In this paper, we propose a reactive solution which supports the same security
level as IEEE 802.11i specification in terms of authentication and freshness of
session key while reducing handoff delay significantly. We focus on reducing key
creation delay after handoff as well as the authentication delay. We augment
the 802.11i specification to implement the proposed method for backward com-
patibility. Specifically, we add two fields in the reassociation request message in
IEEE 802.11 MAC management frame and one field in the capability informa-
tion to make an AP authenticate the MN requesting the secure reassociation
without involving an AS. When an MN handoffs from APi to APj , the security
context of the MN installed at APi is fetched to APj . Using the context informa-
tion and reassociation request frame, APj can authenticate the MN requesting
reassociation. Also, we reuse the temporary key created before handoff only for
the termination of the handoff session. However, the freshness of session key
is maintained by regenerating session keys after handoff session is terminated.
Unlike proactive schemes, our method operates consistently regardless of net-
work environments such as density of mobile nodes and their movement pattern
without incurring heavy management overhead of an AS.
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2 Fast and Secure Handoff Problems in WLAN Systems

In this section, we explain typical WLAN network architecture and best cur-
rent practice for secure WLAN based on IEEE 802.11i specification. With the
discussion, we derive the problems caused by security mechanisms in providing
fast handoff. We also review related works for fast and secure handoff to discuss
their advantages and disadvantages.

2.1 WLAN Security Based on IEEE 802.11i

In terms of IEEE 802.11i specification, secure WLAN is defined as robust se-
curity network (RSN) where all mobile nodes and APs make robust security
network association (RSNA) between them. RSNA is made when MN and AS
authenticates each other and MN and AP generates a temporary secure key for
data encryption over wireless link. To build a RSN, IEEE 802.11i specifies au-
thentication enhancement based on IEEE 802.1X over entity authentication such
as open system authentication and shared key authentication. It also specifies
key management and establishment, encryption enhancement over wired equiv-
alent privacy (WEP). In the 802.11i, it is assumed that the AS and the AP to
which a mobile station associates is trusted. Moreover, it is implicated that AS
and APs have trust relationship. In a typical WLAN system which is owned and
operated by a single carrier, network management tools are provided to detect
unauthorized APs, therefore trust relationship between APs can be assumed.

When a MN handoffs in a RSN, it must establish RSNA with a new AP again.
That is, a MN must be authenticated again by an AS and temporary security key
be created. For mutual authentication, extensible authentication protocol (EAP)
is used between a MN and an AS. EAP allows a MN to select specific authentica-
tion method such as EAP-TLS, EAP-MD5, EAP-AKA, however, EAP-TLS [4]
is often used. EAP-TLS messages are exchanged between a MN and an AP over
wireless link encapsulated by EAP over LAN (EAPoL) protocol. IEEE 802.11i
does not mandate protocols between APs and an AS. However, remote authen-
tication dial-in user service (RADIUS) becomes a de facto standard. Recently,
EAP over DIAMETER is being developed. After mutual authentication, a ses-
sion key for data encryption over wireless link is created through IEEE 802.11i
protocol called four way handshake.

EAP-TLS provides challenge-response type strong authentication and encryp-
tion. For the EAP-TLS authentication, MN and AS must have certificate from
common certification authority (CA). Figure 1 shows the complete message flows
during authentication and four way handshake. Authentication process starts by
sending the identity information of a MN to AS. Then, a MN authenticates AS
via AS certificate. After successful authentication, MN randomly select a pre-
master secrete and send the premaster secrete encrypted with the public key of
the AS (Client-Key-Exchange message) to the AS with its certificate. The AS
can authenticate the MN with its certificate. With the premaster secrete both
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Fig. 1. Full authentication and 4-way handshake procedure

the MN and the AS creates a master key (MK). The MK is used to derive a
pairwise master key with a pseudo random function (PRF) as follows.

PMK = PRF (MK, CHello||SHello). (1)

The AS sends PMK to an AP which the MN requests to make a RSNA. There-
fore, after successful mutual authentication, MN and AS share the MK, and
MN, AS, and AP have the common PMK. PMK is used to generate a pairwise
transient key (PTK) for data encryption between MN and AP. Four way hand-
shake using EAPoL-Key messages takes place to confirm the liveness of the MN
and AP, and to guarantee the freshness of the PTK. MN and AP exchanges its
randomly selected Nonce (ANonce from AP, SNonce from MN) through the first
two EAPoL-Key messages. PTK is created using the PMK and medium access
control (MAC) addresses of the MN and AP as well as ANonce and SNonce by
using the following equation.

PTK = PRF (PMK, MNMAC||APMAC ||ANonce||SNonce). (2)

The third EAPoL-Key message is used to synchronize the PTK between MN and
AP and the fourth message signifies the completion of the four way handshake
and the installation of the key.

2.2 Preauthentication Schemes

From the above discussion, it is apparent that full authentication and four way
handshakes are major obstacles for fast handoff because they require a number
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Data Exchange

Fig. 2. Preauthentication procedure

of message exchanges among MN, AP, and AS which takes an order of seconds.
To solve the problem, preauthentication is also included in the IEEE 802.11i
specification. Basically, preauthentication try to reduce handoff delay by au-
thenticating each MN to a set of potential next APs before it actually handoffs
to one of them. Figure 2 illustrates the message flows when preauthentication is
used.

However, 802.11i does not specify how to select a set of candidate APs. Several
researchers try to answer this question. Pack [2] proposed a frequent handoff
region (FHR) to denote the set of potential next APs. The FHR of a MN is
calculated from the long term movement history of the MN. A centralized AS
records and analyzes the frequency each MN moves from one AP to another.
That is, AS maintains n x n matrix of each MN, where n is the number of AP
in the WLAN system and the element of the array Nij is the inverse of handoff
ratio of the MN from the APi to APj . If the MN associates with an APi, it
also authenticates with other APs in FHR. Neighbor graph (NG) is proposed
to determine the potential set of APs [3]. They note the number of candidate
APs is small fraction of the total APs. Neighbor graph can be constructed in a
distributed manner at each AP or it can be installed in an AS when WLAN is
deployed. The latter is often used for its fast convergence time. Once neighbor
graph is established, an AS distributes the security context and key materials of
an MN to the set of APs in the neighbor graph. If an MN moves to one of the
candidate APs in the neighbor graph, the authentication process is avoided.

However, these proactive schemes have the following drawbacks. First, the
performance of the scheme depends not only on the prediction mechanisms but
also on the cell environment. For example in a neighbor graph scheme, the se-
curity context of a MNi in a candidate AP could be updated by the other MNs
before the MNi handoffs to the AP. It is quite probable if the density of the
MNs in the coverage of an AP is high and they move frequently which is the
case of WLAN system deployed in hot spots. If the security context is not found
when a MN handoffs, a full authentication process takes place which fails to
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support a seamless service. Second, proactive schemes are not scalable in terms
of state information maintained in an centralized AS and the signaling overhead
between an AS and APs.

3 Proposed Secure and Seamless Handoff Scheme

In this section, we detail our seamless and secure handoff method. We extend
IEEE 802.11i specification to implement the proposed method for backward
compatibility. The fundamental idea is to authenticate handoff MN by a new
AP with the previous security context from the old AP without involvement of
an AS. Also, the PTK generated between MN and old AP is reused to eliminate
the 4-way handshake delay, only for the duration of the handoff session. New
PMK is delivered from AS to the AP while handoff session continues. Whether
PTK expires or handoff session terminates, new PTK is created between new
AP and MN to guarantee the freshness of session key.

DADuration
Frame

Control
FCS

Frame

Body

Seq.

Control
BSS IDSA

………

Capability InformationCapability Info.1

SNounce used to create PTK with an old AP (32bytes)SNonce10

Message integrity check (MIC) over entire reassociation request message.

One of the previous PTK is used to digitally sign the message (16bytes)
MIC42

DescriptionInformationOrder

1: Request fast and secure handoff

0: otherwise
FSHB9

DescriptionInformationBit

[ MAC Management Frame Format ]

[ Extended Reassociation Request Frame Body ]

[ MAC Capability Information Field ]

Fig. 3. Extension of reassociation request MAC management frame

3.1 Extended MAC Management Frame Body Components

To implement the proposed scheme, we extend the reassociation request MAC
management frame body and capability information field as figure 3. To indi-
cate the ability of secure and seamless handoff, MN sets the fast and secure
handoff (FSH) bit in the capability information index within the reasssociation
request message. FSH bit is also included in the beacon message, probe response
message, and association request message to indicate the ability of secure and
seamless handoff of AP and MN. In the reassociation request frame body, hand-
off MN includes the SNonce it used to generate PTK with an AP to which it
associates before handoff. MN also includes message integrity check (MIC) cal-
culated over the reassociation request frame using the PKT. The AP to which
the MN handoffs can check the integrity of the reassociation request frame using
the MIC.
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Fig. 4. Message flows in the proposed fast and secure handoff method

3.2 Fast Authentication and Key Management

Figure 4 illustrates the message flows of our proposed method. When a MN
handoffs from old AP to new AP, MN sends a reassociation request message to
new AP. New AP fetches the security context (e.g. PMK, SNonce, ANonce, MAC
address of the old AP, Cipher Suite, etc.) of the MN from old AP. The inter-
access point protocol (IAPP) can be used to exchange the security context of a
MN between APs because it is developed to exchange information between APs
from different vendors [5]. The only difference in our approach is that security
association is assumed to be made between APs at the network deployment.
However, the adaptation of IAPP is straight forward.

Because the MIC in the reassociation request message is encrypted by PTK
used between MN and old AP, only the new AP can have the same PTK and
cipher suite to correctly decrypt the MIC from the security context. If the mes-
sage integrity check passes, new AP authenticates the MN by comparing the
SNonce in reassociation request message and the SNonce in the security context
from old AP.

After successful authentication, MN and new AP keep using the previous PTK
only for the handoff session to reduce 4-way handshake delay. In the 802.11i,
handoff is considered the same as the initial access to the network. However, we
argue that handoff is the continuation of the on-going session because MN will
use the same session key if the MN does not handoff. Therefore, MN is allowed
to use the previous PTK if MN is authenticated by new AP. However, the reuse
of the PTK must not sacrifice the freshness of session key and the liveness of the
communicating entities. Session key must be refreshed after each session. For
this purpose, new PMK is distributed from AS to new AP while handoff session
continues. In the 802.11i trust assumption, new PMK must be different from the
previous PMK. We devise the derivation of the new PMK which binds MK and
MAC address of the old AP and new AP as follows.

nPMK = PRF (MK, oldPMK||MNMAC||oldAPMAC ||newAPMAC). (3)
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MK is shared only between MN and AS after MN goes through full authenti-
cation at its initial network access. Old PMK is generated by MK and random
number (CHello, SHello) generated by MN and AS, and old PMK is known only
to MN, AS, and old AP. The freshness of session key and the liveness of each
communicating party is guaranteed because the PTK is created again through
4-way handshake with new PMK when the handoff session terminates or the
PTK ages off.

4 Perfomance Evaluation

In this section we analyze and compare the RSNA delay among full authentica-
tion, preauthentication and the proposed scheme. We define the RSNA delay as
the sum of authentication delay and key management delay.

The delays between MN and AP, AP and AS, and AP and AP are denoted
by ta, td, tap, respectively. From figure 1, RSNA delay of the full authentication
becomes 13ta + 8td.

In case of preauthentication, authentication is avoided if the security context
is stored at an AP to which a MN handoff. Otherwise, full authentication takes
place. The cache entry of the preauthenticated MN can be evicted by the other
MNs while the MN resides in the current AP. We assume there are ρ MNs in
cell area of each AP and the size of cache in each AP is Nc. From the fluid flow
model [7], the aggregate rate of MNs crossing the cell boundary is given by

C =
ρvL

π
, (4)

where v is the average velocity of a MN and L is the size of location area. If we
denote the cell residence time of a MN as tcr and the cumulative distribution
function of the cell residence time as F (t), then the probability of cache miss
(pm) when MN handoffs to one of candidate AP becomes

pm = Pr(
ρvL

π
tcr > Nc) = 1− F (

πNc

ρvL
). (5)

Therefore, RSNA delay of preauthentication is given by

Pd = 4ta + pm(13ta + 8td). (6)

From figure 4, RSNA delay of the proposed scheme depends on the tap because
it avoids 4-way handshake. Then we can represent the RSNA delay as

Rd = 2tap. (7)

4.1 Numerical Results

From the research on mobility model, cell residence time of a MN can be modeled
using generalized gamma function [6]. That is, the probability density function
of tcr is modeled as

f(tcr, a, b) =
1

baΓ (a)
ta−1e−t/b, (8)



Secure and Seamless Handoff Scheme for a Wireless LAN System 603

where a is a shape parameter, b is a scale parameter, and Γ () is the Gamma
function. The distribution becomes more concentrated, as a scale parameter be-
comes smaller. ta is determined by 802.11 medium access control (MAC) protocol
among contending MNs and the wireless link bandwidth. Therefore, there may
be large variation in ta if controlled management channel is not used. On the
contrary, major contributor to td and tap are transmission delay. In a wired net-
work, the transmission delay is stabilized and mainly depends on the hop count.
In WLAN, adjacent APs are connected through a layer 2 switch or an access
router, so they are one or two hops away from each other. Since AS is located
at the core of a network, td is much larger than tap.
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Fig. 5. RSNA Delay Comparison

Considering the latency budget for RSNA delay with 802.11b, which provides
11Mbps over wireless link, we assume ta=2.5msec, td=97.2msec, tap=23.7msec
for numerical comparison between preauthentication and the proposed scheme.
Figure 5 illustrates the RSNA delay for each scheme with different distribution
of cell residence time of a MN when cell radius is 100m. We vary the average
velocity of the other MNs from 5km/hr (figure 5-(a)) to 60km/hr (figure 5-(b)).
The x-axis represents the ratio of the cache size of AP to the density of MNs
within the radio coverage of an AP. As was noticed, preauthentication depends
heavily on the ratio, the cell residence time of handoff MN, and the velocity
of the other MNs. As the other MNs moves faster, APs need bigger cache to
prevent the preauthenticated MN from being overwritten. Especially, when the
variation in cell residence time becomes larger (for example, from a=1, b=1 to
a=2, b=3), bigger cache is needed to cover the large deviation, which is not
economical solution for deployment of many APs. On the contrary, the proposed
scheme is affected only by the delay between APs and is not relevant to the Nc

and the movement of the other MNs.
In terms of the management overhead, the proactive schemes need at least

O(n) computation and storage space per AP and AS for each MN, where n is the
number of candidate APs per AP. Whereas, the proposed method only requires
O(1) computation and space per AP and AS, which makes it more scaleable.
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5 Conclusions

In this paper, we propose a reactive secure and seamless handoff method for
WLAN system. The authentication delay is reduced by making a posterial AP
authenticate MN requesting RSNA using the security context made with MN
and previous AP. 4-way handshake is suspended until handoff session expires
or PTK expires. We showed the proposed scheme is as secure as EAP-TLS
authentication while reducing handoff delay. Compared to proactive method
which depends on the other MN’s mobility and the cell residence time of the
handoff MN, our reactive method can bound handoff delay with a proper round
trip time between APs without imposing heavy management loads both on APs
and AS.
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Abstract. Research on CAPTCHA has led CAPTCHA design into adopting 
almost exclusively graphical implementations that deal mostly with character 
recognition. This has reached an exhaustion point, where new approaches are 
vital to the survival of the technique. This paper discusses the early stages of a 
research that intends to solve the open problem of a CAPTCHA in the text 
domain offering, this way, innovative research possibilities to the CAPTCHA 
paradigm. It is essentially an investigation on a CAPTCHA that draws its 
security from the cognitive and computational aspects behind phonetic punning 
riddles found on Knock-Knock Jokes. By the specification of a computational 
model, the implementation of a prototype and its experimentation with human 
individuals, it is shown that the proposal is indeed feasible and that studies in 
non conventional areas for Information Security are the key for developing the 
proposed goal.  

Keywords: Security, CAPTCHA, Text Domain, Natural Language, Compu-
tational Humor. 

1   Introduction 

An important class of attacks within the internet requires the use of automated 
procedures to acquire access, privileges, or to exhaust resources of a system. For 
example, attacks that have as a goal to harvest free e-mail accounts require the use of 
automated tools to be able to register a large number of fabricated users.  

One of the main strategies in defeating general automation based attacks is the 
CAPTCHA [1] paradigm. This technique implements a type of filter to computational 
systems that allows human access while denying service to computational robots, thus 
preventing automated attacks from taking place. In order to achieve that, CAPTCHAs 
explore several problems within the field of Artificial Intelligence (AI). One could 
argue that, because of their AI related characteristics, CAPTCHA systems would 
range within several interesting types of implementations, each one exploring 
different areas of AI. This does not happen, though. In fact, CAPTCHA 
implementations are mainly of graphical nature and deal mostly with pattern 
recognition, most specially with character recognition. This lack of innovative tracks 
has led CAPTCHA research into an exhaustion point, where new approaches are not 
only necessary but vital to the survival of the technique.  
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One interesting and innovative approach, regarded as an important open problem 
by the very CAPTCHA research community, is the problem of a CAPTCHA in the 
text domain. A CAPTCHA of this sort would draw its inner workings from AI 
problems that could be found within text constructs and would require only plain text 
to be assembled. Besides granting new possibilities to the CAPTCHA paradigm, a 
CAPTCHA in the text domain would be specially suitable for devices with low 
accessibility capabilities and for visually impaired users, since it would not require 
any advanced graphical screens and no multimedia features.  

This way, in order to alleviate the forementioned problems, we propose a novel 
type of CAPTCHA that functions within the text domain. This paper describes the 
early stages of our research on the development of such CAPTCHA. In essence, the 
proposed CAPTCHA draws its security from the cognitive and computational aspects 
related to phonetic punning riddles found on Knock-Knock Jokes and similar 
structures. By the specification of a computational model, the implementation of a 
prototype and its experimentation with human individuals, it is shown that the 
proposal is indeed feasible and that studies in non conventional areas for Information 
Security are the key for developing the proposed goal. 

This paper is organized as follows: section 2 introduces some basic definitions 
concerning automation based attacks that will be used within this paper; section 3 
talks about the history of automated human verification and presents the CAPTCHA 
paradigm; section 4 points out the problems of current CAPTCHA research regarding 
and presents the problem of a CAPTCHA in the text domain; section 5 outlines the 
core of our proposal and presents our prototype; section 6 explains  the experiment 
performed with the prototype  and discusses our findings; and finally in section 7 
some conclusion are drawn. 

2   Automated Attacks 

Automation based attacks are those which do not actually violate a specific security 
rule; they simply use (or misuse) a legitimate system in a super-human way, 
performing requests to the system repeatedly and in a high rate, in order to achieve 
some objective that goes against the initial goals of the system’s designer. Some 
computer systems are designed with the assumption that only humans will use them, 
factoring human limitations as a part of the system’s security policy. This way, such 
computer systems do not worry about imposing restrictions on, for example, an 
excessive high rate of requests per second, because this is simply not humanly 
possible. The problem happens when super-humans, or computer software robots, 
enter in action. They can repeat the same request several times every second, 
disrupting the original intent of the vulnerable computer system. Thus, a simple 
electronic mailing server, while being under an automation based attack, may become 
a disgusting SPAM relayer.  

Stopping automation based attacks within the Internet is a growing trend. This 
effort has been done basically within two fronts. One approach tries to defeat the 
mechanisms and techniques that originate the attack, in attempt to stop its very 
source. An example to that would be a system that, as soon as a super-human use (or 
automated attack) is identified, it would deny service to the source of the use. The 
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problem with that approach is that Internet access techniques such as NAT and proxy 
servers are becoming quite common. Thus, legitimate human users can suffer service 
denial, as they can easily be misrepresented as attackers. This approach also fails for 
distributed attacks, which make use of several sources, real and/or fake, such as 
Distributed Denial of Service (DDoS). It is currently hard, if not unfeasible, to 
determine the source of such attacks, and service denial to human users would be a 
problem again. Another problem regarding this approach exists in SPAM filtering, 
where legitimate emails are sometimes labeled as SPAM. The other approach to 
counter automated attack works by changing the design of vulnerable systems in a 
way that potential misuse by automation based attackers is acknowledged as part of 
the design. This approach is fulfilled with proposals that have as main idea to identify 
whether or not the entity that is using the system is an authorized party, which means 
being human. Since systems that are vulnerable to automation based attacks are so 
due to the fact that they rely on humanity as a characteristic of their users, a protection 
technique of this sort would have to concentrate on pointing out non-human users, or 
computational robots, and deny service to them. If a system can be certain that it is 
being used by human users, high usage, which in other situations would be considered 
an attack, would not constitute a problem; and if the system knows it is being used by 
a computer, even during low usage, service denial would take place. Thus, the key to 
stop automation based attacks is the proper identification of humanity. 

3   Turing Tests 

Identifying humanity is a complex and long-lasting task. It dates back from the 
beginnings of modern computer science when Alan Turing presented his theories on 
the possibility of thinking machines in his famous article “Computing Machinery and 
Intelligence” [8]. There, Turing proposes his so-called “Imitation Game” (later known 
as Turing Test), where a human individual would have to interrogate two hidden 
entities and try to discover their nature concerning humanity. One of the entities 
would be a human being and the other would be a computer program. Through a 
series of indirect questions using a computer interface, the human interrogator would 
have to determine which one was each. This way, the Turing Test was the first test 
intended to identify humanity within a computational environment. 

3.1   Human in the Loop  

In 1996, based on Turing’s ideas, Moni Naor proposed a theoretical framework that 
would serve as the first approach in testing humanity by automated means [11]. In 
Naor’s humanity test, the human interrogator from the original Turing Test was 
substituted by a computer program. The original goal of his proposal was to present a 
scheme that would discourage computer software robots from misusing services 
originally intended to be used by humans only, much in the same sense of stopping an 
automation based attack though human identification. Basically, he proposed an 
adaptation of the way identification is handled in cryptographic settings to deal with 
this situation. There, when one party A wants to prove its identity to another party B, 
the process is a proof that A can effectively compute a (keyed) function that a 
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different user (not having the key) cannot compute. The identification process 
consists of a challenge selected by B and the response computed by A. What would 
replace the keyed cryptographic function in the proposed setting would be a task 
where humans excel, but machines have a hard-time competing with the performance 
of a three-years-old. By successfully performing such task the user proves that he or 
she is human.  

3.2   CAPTCHAS  

Later, Naor’s ideas were the basis for a more complete and thorough work on the 
subject of automated Turing Tests, called then the CAPTCHA paradigm, which was a 
successful formalization and substantiation of Naor’s conceptual model, done by Luis 
von Ahn et al [1], known as CAPCTHA.  

CAPTCHA stands for Completely Automated and Public Turing Test to Tell 
Computers and Humans Apart. Even though the name itself is self explanatory, some 
remarks are yet necessary.   

Besides formalizing Naor’s ideas, von Ahn’s work discriminated the important 
characteristics of an automated Turing Test, leaving aside some of the original 
concepts that were unnecessary.  

As Hard AI problems used by CAPTCHA systems must also be easy for humans to 
solve, they are generally related to aspects of human cognition. Examples of such 
problems are optical character recognition (OCR), audio recognition, natural language 
processing, and image recognition. The same problems for a human being would be, 
respectively, reading text in images, listening to text in audio samples, understanding 
the meaning of a text excerpt, and understanding and/or identifying an image sample. 
It is evident that a human being would have no problems solving those problems, as 
for a computer program this would not be a trivial task.  

Even posing as a difficult task, attackers and security analysts are always trying to 
find new forms of breaking CAPTCHAs. Be it for self protection or malicious 
reasons, CAPTCHA systems are constantly subject of attacks and studies that aim to 
disrupt their efficacy [5,14]. As all the strength of CAPTCHA systems is dependent 
only on Hard AI problems, breaking a CAPTCHA, in a final analysis, would mean 
pushing the AI community solving capabilities further ahead. Much in the same sense 
Naor foretold, the attacker-protector model which is very common in the Information 
Security field works for CAPTCHAs as a win-win situation, where breaking the 
system does not only imply a system weakness, but contributes with computer science 
as a whole improving techniques from other fields.  

Therefore, because of its strong formal foundations, the CAPTCHA scheme is the 
leading research paradigm on automated Turing Tests. 

4   Trouble in Paradise 

Even though the CAPTCHA framework has a strong formalization and several 
empirical evidences, CAPTCHA implementations are being extensively broken 
[5,13,14,16]. Some part of this phenomena falls into von Ahn’s objective of 
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improving AI, but a considerable part is simply a direct result of the exhaustion  of 
CAPTCHA’s graphical based model .  

Instead of searching for alternate means to explore human cognition, CAPTCHA 
researchers focus only on basic human senses, such as hearing and specially vision, 
mainly because they are simple and well known. This tends to push CAPTCHA 
research onto proposals that mostly try to explore graphical tests, while other 
possibilities remain open problems, such as the problem of a CAPTCHAs in the text 
domain. 

A CAPTCHA in the text domain (or text based CAPTCHA) would mainly explore 
linguistic cognition aspects of humans, or the ability humans have to understand 
linguistic constructs. The construction of a CAPTCHA in the text domain is often 
cited as an important open problem [1,4,6]. To our knowledge, the only formal 
attempts to construct a CAPTCHA of this sort are [4] and [15], but they all fail to 
address the issue. 

In [4], a word from a piece of text taken from a data source of human-written text 
is randomly selected and substituted by another word selected at random, in the hope 
that it would be easy for humans to pick that word (because it didn't fit in the context), 
but difficult for computers. However, it is demonstrated also in [4] that it was possible 
to write a program that had considerable success-rates in “cheating'” the test by taking 
into account statistical characteristics of natural language.  

In [15], it is proposed the use of lexical semantics to construct an HIP that draws 
its security from the problem of word-sense ambiguity, i.e., the phenomenon that a 
single word can have different meanings and that different words can have the same 
meaning, depending on the context in which a word is used. Despite the fact that 
indeed this HIP proposes a task difficult for computers and easy for humans, it 
violates Kerckhoff‘s principle [12] that is present in the CAPTCHA paradigm, as the 
efficacy of the test is based on the secrecy of the database that holds the “secret 
annotations”, which are mappings necessary for the disambiguation process, which is 
all it is necessary to solve the test. Furthermore, it is not very clear how this database 
would be constructed and the author only indicates that it is necessarily constructed 
with human intervention possibly creating a barrier for automating the test.  

5   A CAPTCHA in the Text Domain 

5.1   Proposal  

Through a general overview of some possibilities for the deployment of our 
CAPTCHA, we decided to concentrate on a particular work by Julian Taylor [9]. She 
has studied automated (computational) generation and recognition of humorous 
constructs on the focused domain of Knock-Knock (KK) jokes. A KK joke is 
basically a type of humorous punning (wordplay) riddle. A regular KK joke is a 
dialog between two people that uses wordplay in the punch line.  A KK joke can be 
summarized using the following structure: 
 
Line1: “Knock, Knock”  
Line2: “Who is there?” 
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Line3: any phrase 
Line4: Line3 followed by “who?” 
Line5: One or several sentences containing one of the following: 
Type1: Line3 
Type2: a wordplay on Line3 
Type3: a meaningful response to Line3. 

KK jokes are more common in the English speaking world, though its structure 
provided us with important characteristics that we believe may assist in our goals. 
These are: 

1. A KK joke is a linguistic construct that by its humorous nature becomes easily  
recognizable and sometimes enjoyable. 

2. Despite the fact KK jokes are not cultural available worldwide, one may argue 
that phonetic punning riddles are. 

3. A regular KK joke is a simple and stable structure, with a formation rule. 
4. KK jokes are based on phonetic punning riddles as they explore cognitive 

aspects  not only related to linguistics, but also to sound interpretation. This way, we 
empower ourselves with more tools in order to build the proposed CAPTCHA. 

5. There is evidence of an incongruity between computation KK joke generation and 
computational KK joke understanding. This conclusion was drawn by some of the 
remarks found on Taylor’s work on KK Jokes. She was able to build a successful KK 
joke generator, but was not capable of building a KK joke recognizer that could in fact 
do its job. Despite her efforts, Taylor’s KK Joke recognizer could only find wordplays, 
but was unable to determine if the joke made sense or not. She justifies that by stating 
that the creation of KK jokes requires restrict knowledge, whereas their understanding 
requires “world” knowledge. We believe this gap is sufficient enough to generate 
humorous text excerpts based on the KK joke structure that computers will not “get”. 

Our proposed scheme consists basically of a challenge that would present a set of KK 
Joke like structures to the user. Despite all of the presented structures would be built 
upon the same general linguistic structure, only one of them would make sense as a 
real KK joke. The user would have to indentify the correct joke within the set in order 
to prove his human condition. Therefore, our proposed CAPTCHA concentrates 
 

 

Fig. 1. Example of the proposed scheme 
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on a test that would generate fake jokes following the same structure of a regular KK 
Joke (or a variation of it), together with a real KK joke. By correctly identifying the 
real KK Joke, a human individual would be set apart from computational robots. 
Figure 1 shows an example of the proposed CAPTCHA, for the English language. 

5.2   The Prototype  

In order to understand human cognitive impacts of an automatically generated KK 
Joke and to create the foundations for and at the same time improve our model, we 
have developed a basic prototype for our CAPTCHA system.  

The prototype consisted basically of a double challenge test, where a user was 
required to pin point the non-bogus KK joke among a given set. Each challenge 
presents one real KK joke and two fake KK jokes. By successfully identifying the 
non-fake KK joke on each one of the two challenges, the user proves that he or she is 
human.  

To strengthen our contend that internationalization would not be an issue to the 
development of our proposal and for the obvious reason of being mostly a Brazilian 
research team, we have developed our prototype in Portuguese. Therefore, we have 
coined a variation of a regular KK joke, since there is no such structure in the 
Portuguese language. It is basically a simpler KK joke based structure in Portuguese, 
as follows: 

Line1: “Você conhece <wordplay>?”    
Line2: “<wordplay> quem? 
Line3: a meaningful response starting by <wordplay> 
The translation for that would be: 
Line1: “Do you know <wordplay>?”    
Line2: “<wordplay> who? 
Line3: a meaningful response starting by <wordplay> 

The reason we did not performed a literal translation of the same structure found 
on a regular KK Joje is that we believe the KK joke structure is too long. This doe not 
constitute a problem for native speakers of English since cultural background helps in 
 

 

Fig. 2. Real Joke Generation Algorithm  
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attenuating this problem. Since our translation could not count on any cultural 
background from the users it had to be simpler. 

The KK joke generation process explored phonetic puns (wordplays) as a means of 
creating meaningful jokes. The generation algorithm of a real KK joke is summarized 
by the steps in figure 2.  

On the other hand, the generation algorithm for a fake KK joke is summarized in 
figure 3. 

 

Fig. 3. Fake Joke Generation Algorithm  

The phonetic transformation process used in both algorithms followed some of the 
basic ideas proposed by Taylor. Basically it consists of a process that changes 
consonantal phonemes by similar ones, based on the phoneme similarity table 
proposed by [10], that can be found in figure 4.  

The resulting structure is a sentence that resembles its original version, mainly 
because sound similarities. As our prototype was designed for Portuguese language, 
we have adapted it to use the phoneme similarity table in such a way that only 
phonemes found on Portuguese language would be considered. 

 

Fig. 4. Phoneme Similarity Table 
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6   Experiment 

6.1   Trial 

In order to experiment with our CAPTCHA prototype, we have developed a free SMS 
messaging WEB site that used our prototype. The site offered free SMS messaging to 
the main Brazilian cell phone operators, including one that normally charges for this 
service, even via web. We believe this was just enough incentive in a way that would 
not compel users to forcedly use our system.  

We have run the prototype for two days. During this period, a total of 584 users 
came to have contact with the system, but only 455 of them actually tried to use it at 
least once.  During the experiment a total of 894 tests were performed. Taking into 
consideration that our prototype presented a double challenge test, another form of 
analysis would be to consider each challenge alone. The total of single challenges was 
1893. A total of 221 tests were answered correctly, which equals 24.72% of the total 
of answered tests. Analyzing by the challenges point of view, a total of 887 were 
answered correctly (46.86% of the amount of answered challenges). At first this 
seems a little discouraging, but after further analysis we noticed that some challenges 
were just answered too fast, some even in approximately 0 seconds.  If one considers 
that each challenge is presented with three text excerpts, it is possible to argue that a 
fast glimpse at each one of them would require at least 2 or 3 seconds and the whole 
challenge would require at least 6 seconds to be answered. We believe this anomaly 
happened due to some attempts in using a computational robot to break our system 
(which we further confirmed to be true). 

This way, we decided to filter the results by answering time. This led to new and 
less discouraging results which we summarized in table 1 for complete tests and  
table 2 for challenges alone. 

Table 1. Success percentages for complete tests 

Minimun 
Time Spent 

Total of 
Answered Tests 

Total of Correct 
Answers 

Success 
Percentage 

0 seconds 894 221 24,72% 
5 seconds 550 181 32,9% 
15 seconds 443 147 33,18 % 

Table 2. Success percentages for single challenges  

Minimun 
Time Spent 

Total of 
Answered Tests 

Total of Correct 
Answers 

Success 
Percentage 

0 seconds 1893 887 46,86% 
5 seconds 1258 677 53,81% 
15 seconds 1112 602 54,11 % 
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7   Conclusions 

This paper has shown an innovative approach in CAPTCHA research by presenting a 
strong proposal for a CAPTCHA in the text domain. Though yet inconclusive, our 
results indicate that some generated KK jokes share some particular characteristics 
that permit humans to point them out as real jokes. A random guess in our experiment 
would generate the probability of 11,11% of success for a complete test and 33,33% 
of success for challenges alone. Taking into consideration that the best results for 
challenges were 54,11% of success, there is an advantage 20,78% of success over 
random chance. If we analyze complete test this gap is even bigger, equaling 22,07% 
(33,18% - 11,11%). This is specially encouraging, mainly because our prototype is 
yet in its first version where several issues may still be perfected and new concepts 
are yet to be incorporated. Taking all these factors into consideration, our findings 
indicate a real feasibility of building a CAPCTHA of the proposed sort. 
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Abstract. We examine DoS resistance of the Host Identity Protocol
(HIP) and discuss a technique to deny legitimate services. To demon-
strate the experiment, we implement a formal model of HIP based on
Timed Petri Nets and use a simulation approach provided in CPN Tools
to achieve a formal analysis. By integrating adjustable puzzle difficulty,
HIP can mitigate the effect of DoS attacks. However, the inability to
protect against coordinated adversaries on a hash-based puzzle causes
the responder to be susceptible to DoS attacks at the identity verifica-
tion phase. As a result, we propose an enhanced approach by employing
a time-lock puzzle instead of a hash-based scheme. Once the time-lock
puzzle is adopted, the effect of coordinated attacks will be removed and
the throughput from legitimate users will return to the desirable level.

1 Introduction

Many key exchange protocols have been developed for dealing with denial-of-
service (DoS) attacks, especially resource exhaustion attacks. Host Identity Pro-
tocol (HIP) [14] is an interesting example of a DoS-resistant protocol which has
been developed to deal with this kind of DoS attack. The concept behind this
implementation is that HIP does not commit the responder’s resource before
the responder ensures the identity of the initiator. HIP achieves this concept
by adopting stateless connection [3] and reachability testing by using a client
puzzle [4, 12] incorporated via a cookie [16] to protect the responder from SYN
flooding attacks [7] at the beginning phase. Moreover, the responder can authen-
ticate the initiator by starting with the cheap computation using a client puzzle
and then increase the level of authentication to the expensive computation using
a digital signature for ensuring the identity of the initiator.

HIP is a promising key exchange protocol which includes DoS-resistant mech-
anisms for protecting the responder. However, lack of formal analysis in the
design phase of HIP might introduce other kinds of vulnerability. Moreover, the
instruction on how to adjust the client puzzle difficulty is not clearly specified
and examined in the HIP specification [14]. In this paper, we implement a for-
mal model of HIP using the formal specification language of Timed Petri Nets.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 616–625, 2006.

c© Springer-Verlag Berlin Heidelberg 2006
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In order to achieve a formal analysis, we use a simulation technique provided
in CPN Tools for analysing HIP model. The purpose of the simulation in the
cryptographic protocol is to identify vulnerabilities in the system that might be
difficult to explore in the design phase.

Simulation approaches are well-known not only for exploring vulnerabilities in
cryptographic protocols, but guaranteeing security services of such protocols as
well. Using simulation approaches has several benefits over mathematical analy-
sis. For instance, they can provide flexibility and visualization during protocol
analysis and verification. In our experiment, we set up the simulation of HIP
for exploring unbalanced computational steps that cause a responder to spend
more computations than an initiator does. In addition, our experimental result
provides a measurement of successful legitimate traffic as proposed by Beal and
Shepard [6] in different situations under DoS attacks. This factor can be used
as a parameter for justifying the effectiveness of HIP to resist DoS attacks. In
order to set up an experiment, we allow four kinds of adversary and the honest
client to participate with the same responder during the protocol run. We set
up two experiments; 1) the responder can choose only a fixed value of a puzzle
difficulty no matter what the workload is, and 2) the responder has an ability
to flexibly adjust puzzle difficulty by using the workload condition as criterion.

The main contributions of this paper are:

1. A simulation and analysis of HIP in Timed Coloured Petri Nets.
2. Identification of four scenarios of resource exhaustion attack on HIP.
3. A proposed technique to deal with adversaries who try to overwhelm the

responder’s resource by computing a puzzle solution in parallel.

1.1 Host Identity Protocol (HIP)

HIP has been developed by Moskowitz [14]. Later, Aura et al. [2] found some
vulnerabilities and proposed guidelines to strengthen its security. HIP is a four-
packet exchange protocol which allows the initiator I and responder R to es-
tablish an authenticated communication. Both I and R hold long-term keys to
generate signatures SigI(·) and SigR(·) respectively. It is assumed that both
principals know the public key PKI of the initiator and PKR of the responder
represented in the form of host identifiers (HI) in advance. HIT represents the
host identity tag created by taking a cryptographic hash H over a host identifier.

HKs represents a keyed hash function using session key Ks to generate a
hashed-MAC (HMAC ). The value s is a periodically changing secret only known
to the responder. LSB takes as input a string t and a parameter k and returns
the k least significant bits of t. 0k is a string consisting of k zero bits. EKe(·)
and DKe(·) denotes a symmetric encryption and decryption respectively under
session key Ke. In order to generate session keys Ke and Ks, HIP employs Diffie-
Hellman key agreement. Diffie-Hellman parameters used to generate these keys
consist of large prime numbers p and q, a generator g, a responder’s secret value
r, and an initiator’s secret value i.

HIP adopts a proof-of-work scheme [11] for countering resource exhaustion
attacks. In a proof-of-work, HIP extends the concept of a client puzzle [4, 12]
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I R

Precomputed parameters

r, s ∈R [1, 2, . . . , q − 2]
sigR1 = SigR(gr , HITR)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1) create HITI ,HITR
HITI ,HITR−−−−−−−→ check HITR

C = LSB(H (s,HITI ,HITR), 64 )
2) verify sigR1 HITI ,HITR, k ∈ [0, 1, . . . , 40] → puzzle = (C , k)

Find J such that puzzle, gr , sigR1←−−−−−−−
LSB(H (C ,HITI ,HITR, J ), k) = 0 k

i ∈R [1 , 2 , . . . , q − 2 ]
Ke = H (HITI , HITR, g ir , 01 )
E1 = EKe{HII}
sigI = SigI (HITI ,HITR, J , g i ,E1 )

3) HITI ,HITR, C = LSB(H (s,HITI ,HITR), 64 )
J , g i , E1 , sigI−−−−−−−→ LSB(H (C ,HITI ,HITR, J ), k) ?= 0 k

Ke = H (HITI ,HITR, g ir , 01 )
decrypt E1

verify sigI

Ks = H (HITI ,HITR, g ir , 02 )
HMAC = HKs (HITI , HITR)

4) verify sigR2 HITI ,HITR, sigR2 = SigR(HITI ,HITR,HMAC )

Ks = H (HITI ,HITR, g ir , 02 ) HMAC , sigR2←−−−−−−−
HKs (HITI ,HITR) ?= HMAC

Fig. 1. HIP Protocol [14]

for protecting the responder against DoS attacks. HIP uses the client puzzle to
delay state creation [3] in the responder until the checking of the second incoming
message and the authentication has been done in order to protect the responder
against resource exhaustion attacks.

1.2 Previous Work

Over many years, cryptographic and security protocols have been modeled and
verified using Coloured Petri Nets (CPNs). Doyle [8] developed a model of three-
pass mutual authentication and allowed an adversary to launch multiple iteration
and parallel session attacks. Han [10] adopted CPNs for constructing a reach-
ability graph to insecure states and examining the final states in OAKLEY.
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Al-Azzoni [1] developed a model of Needham-Schroeder public-key authentica-
tion protocol and Tatebayashi-Matsuzaki-Neuman (TMN) key exchange
protocol.

Beal and Shepard [6] constructed a model of HIP protocol using a mathemat-
ical equation for analysing the effect of puzzle difficulty under the steady-state
attack. In order to deamplify the arrival rate of incoming requests, Beal and
Shepard have set up two strategies; 1) forcing a sustainable arrival rate, and 2)
limiting service disruption. They modeled adversaries with the ability of adver-
saries has been limited to disrupt the service of legitimate initiators by flooding
bogus requests.

To the best of our knowledge, there is no implementation of CPNs focusing on
an exploration of vulnerabilities based on unbalanced computation that might
lead to resource exhaustion attacks in key exchange protocols. Moreover, Beal
and Shepard’s mathematical model has a few limitations including 1) they do
not allow the responder to dynamically adjust puzzle difficulty, and 2) there is
only one attacking technique to overwhelm the responder’s resources.

2 Experimental Results and Analysis

In our model, we have allowed a system to consist of honest clients, individual
type of adversaries, and a responder. The responder has to deal with different
strategies of adversaries and amounts of packets which consist of both legitimate
and bogus messages. We allow three different packet rates for both honest clients
and adversaries in order to measure the toleration of HIP under DoS attacks.
Honest clients can initiate the amount of requests (C) at 80%, 100%, and 150%
of the responder’s capacity (R). Meanwhile, a single type of adversary can flood
the amount of bogus requests (Z) at 100%, 200%, and 1000% of the responder’s
capacity (R).

Apart from honest clients (hc) who initiate the legitimate traffic, we allow
four types of adversary who have the similar goal to deny the service of the
responder by overwhelming CPU usage and connection queue of the responder.
While other adversarial strategies are certainly possible, the defined adversaries
cover the most obvious attacks at all stages of the protocol execution. To our
knowledge, no previous formal analysis of DoS-resistant protocols has included
such a comprehensive adversary definition.

Type 1 adversary (ad1) computes a valid first message (may be pre-computed
in practice), and then takes no further action in the protocol.

Type 2 adversary (ad2) completes the protocol normally until the third mes-
sage is sent and takes no further action after this. The computations of this
adversary include searching a correct client puzzle solution J , generating a
session key Ke and encrypting a public key PKI , and finally computing a
digital signature SigI .

Type 3 adversary (ad3) completes the protocol step one and two with the
exception that the adversary does not verify the responder signature sigR1.
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The adversary searches for a correct client puzzle solution J but randomly
chooses the remaining message elements: an encrypted element Ke{HII } and
a digital signature sigI . The adversary takes no further action in the protocol.

Type 4 adversary (ad4) is like an adversary type 3, except that the client
puzzle solution J is now also chosen randomly.

In the simulation, we initially set up the responder’s capacity for handling
incoming requests. The hc initiates a request only once and keeps waiting to
process next steps. If its request is rejected, hc gives up. For adversaries, there
are two different situations in which the responder rejects bogus messages; 1)
the responder detects the bogus messages during the verification steps, and 2)
the responder does not have enough resources for serving requests. In order to
evaluate the system performance, the rate of successful legitimate traffic un-
der different attacks has been measured as the percentage of throughput. Some
sample results of our experiment are demonstrated in the following subsection.

Experiment 1: Non-adjustable client puzzle
The purpose of experiment 1 is to examine the minimal DoS-resistant mecha-
nism. To achieve this, we run the simulation under four specified attacks and
the combination of four strategies (defined as All) with the non-adjustable client
puzzle. We initially fix k=1, i.e. the easiest value1, because hc prefers to spend
nothing expensive for establishing a connection under normal circumstances.

(a) hc = 80% (b) hc = 150%

Fig. 2. Percentage of throughput from honest clients with k=1

Figure 2 represents the percentage of successful legitimate connections com-
pared among three different amount of bogus messages (Z=100%, 200%, and
1000% of the responder’s capacity R) from five adversarial strategies (in the
combination strategy, All, each of adversary type has the same amount of bogus
messages that makes the total number equivalent to the specified quantity).

From figure 2, when adversaries increase the number of bogus messages, the
percentage of successful messages from hc to obtain a service will drop drasti-
cally. Comparing ad1 and ad4, even though both of them craft random messages,
1 If we choose k=0, we cannot see the difference of costs between ad3 and ad4.
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ad4 can achieve the goal at higher rate than ad1 because the responder can
process the incoming request at step 1 and clear a queue faster than at step 3.
At step 1, the responder only participates in the protocol by choosing the puzzle
difficulty (k) and pre-computed information, and returns it to ad1. Although,
ad1 can re-send bogus messages after receiving replied messages, this does not
cause the responder to reject a large number of messages because HIP mitigates
such problem by adopting a stateless-connection. On the other hand, the task of
ad4, to fill-up the responder’s queue at step 3, can be achieved more easily than
ad1 because the process of checking a puzzle solution and a digital signature
takes longer than a whole process at step 1.

Comparing ad2 and ad3 who attempt to deny service at phase 3 by computing
the puzzle solution, the results show that ad3 succeeds at higher proportion than
ad2. This is because ad3 can flood attack messages faster than ad2 who must
engage in the correct generation of message two. Nonetheless, both adversaries
can force the responder to engage in the signature verification. Although ad4
can flood large number of messages at step 3 as well as ad2 and ad3, ad4 cannot
force the responder to engage in expensive operations because the responder
is able to detect the message forgery at the cheap puzzle verification process.
However, without the assistance of puzzle difficulty, the percentage of successful
messages in the case of hc and ad4 is lower than the others because ad4 floods
message three at the highest rate. As a result, the most effective adversary
to deny services on the responder would be ad4 that attacks the verification
phase. Most key agreement protocols incorporate verification tasks that would
be susceptible to resource exhaustion attacks.

The result of the combination of all attack techniques shows that when the re-
sponder has to deal with all types of adversary, the percentage of legitimate users
served by the responder will fall significantly with increase of bogus messages.
Now we have identified the most effective scenario, we will apply this technique
to the experiment 2 for investigating the usefulness of puzzle difficulty.

Experiment 2: Adjustable client puzzle
The purpose of the second experiment is to observe and evaluate how a client
puzzle can mitigate the problem of DoS attacks on the responder’s machine. By
calibrating several ranges of puzzle difficulty to obtain an optimal throughput,
we anticipate to find a simple and flexible technique for dynamically adjusting
puzzle difficulty to suit all DoS-attack scenarios.

To adjust the puzzle difficulty, we allocate two possible values for the re-
sponder to determine. Under normal circumstances, the responder selects k=1,
which means the easiest puzzle solution is required from the initiator. Once the
responder receives more requested packets than its maximum capacity to handle,
the responder raises the puzzle difficulty. In the experiments described here, we
choose k=10. Because this puzzle technique is a hash-based puzzle, this value
will help the responder to slow down the incoming rate by requiring the work of
the initiator to solve a puzzles at the factor of 210.

Similarly to the representation of Figure 2, Figure 3 illustrates that the num-
ber of attacking machines that the responder can tolerate is increased to a higher
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(a) hc = 80% (b) hc = 150%

Fig. 3. Percentage of throughput from hc with k is adjustable between 1 and 10

proportion compared to the result of experiment 1. Another interesting result
is that the successful rate of an honest client’s message in the case of ad4 is
higher than for the fixed value k=1. The reason is that ad4 does not compute
the puzzle solution, so, no matter what the puzzle difficulty is, ad4 can flood the
bogus messages at the similar speed as experiment 1. However, at that amount of
bogus messages, there are only messages from ad4 (no legitimate traffic because
hc has to spend some amount of time to solve the puzzle solution), or just a
few messages from hc that arrive to the connection queue before the responder
increases puzzle difficulty. As a result, the responder can validate the puzzle so-
lution before the next group of messages has arrived. Undoubtedly, these bogus
messages from ad4 will be rejected at the first step of verification which requires
only short period and removes such attack from the connection queue. However,
this situation does not occur in the case of ad3 because they have to spend some
amount of time to solve the puzzle as well as hc.

In experiment 2, the most effective scenario is from ad3. Comparing to exper-
iment 1, if adversaries can flood messages at the same speed as ad4 and force
the responder to participate in expensive verification as for ad3, those adver-
saries would obtain higher satisfied outcome. A possible adversarial technique
to obtain higher rejected rate is that if ad3 can solve a puzzle more quickly
and flood these solutions as fast as ad4. These packets will be accumulated in
the connection queue longer than those from ad4 because the responder has to
participate and spend more computational time to verify ad3’s messages due to
the signature verification. To achieve this technique, suppose that we use SHA-1
for generating hash output, so the result is 160-bits long. When the responder
chooses k = 10, it means that the 10 left-most significant bits must be zero but
the remaining bits can be either 1 or 0. Therefore, the chance of a user to get
the result which has 10-zero bits at the beginning of the output would be 2−10 .
As a result, if ad3 shares value J , which is 64-bits long, to coordinated attackers
(Co-ad) trying to find a solution, they can save time in this process depending on
the number of participating machines in Co-ad. They can achieve this technique
because a puzzle construction based on hash function can be computed faster
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in a parallel fashion. This attack technique is defined in terms of a coordinated
attack [17]. The experiment and results of are demonstrated in Section 3.

3 A New Approach

Vulnerabilities based on unbalanced computations between an initiator and a
responder have been revealed in Section 2. This vulnerability leads to the risk
of the responder’s machine to be overwhelmed by the coordinated adversaries.
This section propose a technique to mitigate this problem. The results show that
the proposed technique can help to deal with such attack.

In the experiment, we re-construct a HIP model by adopting the concept of a
time-lock puzzle [15] which has been developed by Rivest et al. The fundamental
property of time-lock puzzles is that they require a precise amount of time to be
solved and can not be solved in parallel computation. Therefore, the responder
can select the predetermined time period for a puzzle for delaying the incoming
requests when the responder has heavy load to serve.

In order to generate a time-lock puzzle, the responder has to determine the
amount of time for the client to spend in solving the puzzle (T ) and estimate
the initiator capacity in calculating repeated squaring per second (S). Next, the
responder computes the number of repeated squaring t = T · S that must be
computed by the initiator in order to find a solution. Finally, the responder
forces the initiator to calculate b = a2t

(mod n), where n is the product of two
large primes p and q. Because the responder knows the factors p and q, he can
compute b much faster by first computing 2t mod φ(n).

We setup simulation for evaluating a system corresponding to coordinated
adversaries type 3 (Co-ad3). When we insert a time-lock puzzle into HIP model
at step two of the initiator, the result for hc and Co-ad3 will be improved to the
higher percentage of successful packets approximately equal to the experiment 2.
In the experimental results, graphs represented with Co-ad3 term are simulated
by using a hash-based puzzle with adjustable k, while graphs represented with
k=1 and varied-k are simulated by using a time-lock puzzle with fixed k=1,
and adjustable k, respectively.

Not similar to the representation of Figures 2 and 3, the x-axis of Figure 4
compares among three defined values of the legitimate requests (C=100%, 80%,
and 150% of the responder’s capacity R). From the result, if we compare the
graph of ad3 at workload hc = 80% of R in Figure 3(a) with Co-ad3 in Figure
4(a), the throughput falls from 66.67% to 37.50%. Once we employed time-lock
puzzle as shown in the graph k=1 and varied-k of figure 4, the throughput will
increase to approximately the same as experiment 2 (shown in figure 3). The
reason is that Co-ad3 has been forced to spend time specified by the responder
until the time-lock puzzle has been solved. This period is similar to the period
in experiment 2 in which normal ad3 spends time to search for a correct solution
of a hash-based puzzle. As a result, when the responder constructs a time-lock
puzzle, the responder can control time required for the initiator to solve a puzzle
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more precisely. Figure 4 displays results from the simulation which adopts the
time-lock puzzle technique into the system. We see that use of a hash-based
puzzle against a coordinated adversary results in less throughput than no puzzle
at all (k=1). Use of a time-lock puzzle with varied k effectively increases the
percentage of successful packets from the hc.

(a) Co-ad3 = 100% (b) Co-ad3 = 1000%

Fig. 4. Percentage of throughput from hc and Co-ad3 comparing between a hash-based
puzzle and a time-lock puzzle

4 Conclusion and Future Work

According to a comparison by Feng et al. [9], the most interesting property
of time-lock puzzle is non-parallelizability that prevents Co-ad to speed up the
process of searching a solution by distributing a puzzle to other high-performance
machines. Moreover, time-lock puzzles also provide fine-grained control in order
to precisely adjust puzzle difficulty by the responder. Although the integration of
time-lock puzzles mitigates the problem of Co-ad3, the underlying computation
for constructing time-lock puzzle is a major concern because the puzzle genera-
tion is limited by the calculation of modular exponentiation which has greater
magnitude than hash-based puzzle. Some example uses of time-lock puzzles have
been evaluated and identified by Mao [13], Back [5], and Feng et al. [9] which all
suffer from the same problem.

It would be useful to discover new techniques to construct a client puzzle
satisfying desirable properties identified by Aura et al. [4]. In particular, puzzles
should be inexpensive for the responder to generate and verify, and impossible to
precompute a solution by the initiator. Two additional properties which enhance
DoS-resistant protocols for preventing Co-ad3 should be included:

1. the puzzle should not be solvable in parallel for obtaining an output in less
than a specific time.

2. the responder should be able to precisely control puzzle difficulty in a linear
manner.
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Abstract. We consider a decentralized setting in which agents exchange
data along with usage policies. Agents may violate the intended usage
policies, although later on auditing authorities may verify the agents’
data accountability with respect to the intended policies. Using time-
stamping and signature schemes, we design and analyze an efficient cryp-
tographic protocol generating communication evidences, in such a way
that an agent is accountable in our protocol only if the agent behaved
honestly.

Keywords: applied cryptography, data accountability, timed communi-
cation evidence, decentralized systems.

1 Introduction

In many situations, there is a need to share data between potentially untrusted
parties while ensuring the data is used according to given policies. For example,
Alice may be interested in sending her e-mail address to Bob, but also attaching
a non-disclosure policy, so that Bob may not disclose Alice’s email to anyone
else (see Figure 1(1)).

Of course, a priori nothing guarantees that Bob will actually follow the policy,
making the enforcement of such policies a difficult problem. Access and usage
control [JSSB97, SS94, PS02, BCFP03] are exemplary enforcement mechanisms.
In these approaches, a trusted access control service arbitrates data access at the
moment the request happens, something that can be sometimes overly restrictive
and expensive.

Recently, a more flexible approach has been proposed [CEdH+04, CCD+05].
In this approach, after Bob receives Alice’s e-mail address, Bob is free to violate
the policy, for instance by sending Alice’s e-mail to Charlie and including a
“free-to-be-spammed” policy (see Figure 1(2)). However, it could happen that
later on Bob is audited by an authority that requests a convincing proof of Bob’s
permission to disclose Alice’s e-mail address. Auditing authorities are not fixed
and pre-established; they may be formed dynamically by (groups of) agents that
observe actions in the system. For example, consider that Alice starts getting
tons of spam from Charlie (see Figure 1(3)). Alice may switch to “auditing
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Fig. 1. An Illustrative Scenario

authority” mode, and enquiry Charlie for a proof of permission to use Alice’s
e-mail address. A convincing proof exonerating Charlie would be evidence of the
communication with Bob which happened before the spam, in which Charlie got
Alice’s e-mail address along with a “free-to-be-spammed” policy. Upon seeing
this, Alice can go to Bob and request a convincing proof he was allowed to
disclose Alice’s e-mail to Charlie, which Bob can not provide and hence is found
guilty of policy violation (see Figure 1(4a) and (4b)). In this case, we say that
Bob violates the datum accountability of Alice’s e-mail address.

Following [CEdH+04, CCD+05], we allow the target system to be decentral-
ized, and it may very well be the case that Alice, Bob and Charlie are registered
in different domains, which are not even synchronized in their local clocks; even
worse, each domain’s clock may not even be keeping real time, but may be simply
a logical clock (e.g. a counter). Still, an auditing authority would need to recog-
nize events (e.g. communications) that happened before others. For example, the
fact that Charlie sent spam to Alice only after having received the permission
from Bob exonerates Charlie. Also, an auditing authority needs to be able to
recognize valid communication evidences from fake ones. Moreover, Bob must
not be able to repudiate the communication with Charlie.
Contributions. The works [CEdH+04, CCD+05] focus on designing a high-
level formal proof system to build authorization permissions starting from the
atomic communication evidences, which are abstracted away and assumed to
be sound (this is analogous to Dolev-Yao models [DY83, CES06] which assume
“perfect encryption” in the analysis of security protocols). However, from the
above discussion it is clear that it is not trivial to design an effective and secure
cryptographic protocol to achieve valid communication evidences to let auditing
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authorities do their work, as we are in a decentralized setting in which different
agents may collude in order to fool the auditing authorities.

In this paper, we design such a cryptographic protocol, which allows agents
to exchange usage policies among them in such a way that valid communication
evidence is generated after the exchange. Our protocol is efficient, and it’s based
on standard cryptographic building blocks, as detailed next.
Building blocks. We use two building blocks in our protocol: time-stamping
and signature schemes. We choose to model different agents’ domains running
different local clocks, which may be logical, as described above. Our model is
quite flexible, and in particular brings the following advantages:

– First, we allow the protocol to work in decentralized environments, in which
clocks domains do not need to interact between them;

– Second, it is possible to use both digital-based and hash-based time-stamping
schemes (see [ABSW01] for an overview), the choice depending on the use
the implementor has in mind. For instance, if the implementor prefers to
regard the time-stamping servers as non-trusted, auditable time-stamping
schemes can be used without loss of security. Time-stamping is used to order
the events within the domain, and enables our cryptographic protocol to
safely logs the different domains’ times of the sender and the receiver into
the communication evidence. At a later stage, the auditing authority can
use this information for the auditing procedure. Signatures by the agents
are used to provide integrity, authentication and non-repudiability to the
communication evidences.

Plan of the paper. We introduce preliminaries and define the security require-
ments of the protocol in Section 2. The building blocks of the protocol (i.e.
time-stamping services and signature schemes) are introduced in Section 3. We
present the protocol in Section 4, along with an (informal) security analysis in
Section 5. Finally Section 6 concludes the paper.

2 The Setting

Potentially untrusted agents a, b, c ∈ G are sharing data objects d ∈ D which
must be used according to policies φ ∈ Φ. The agents are not enforced to comply
with the policies, but they can be audited at any time by an Auditing Authority
AA, which will check if they were allowed to perform a certain action on a given
piece of data d at a certain moment in time. How an agent c shows accountability
for possessing or using a certain piece of data depends on the following. If the
agent c is the owner of the data, he is allowed to perform any action on the
data; otherwise, the agent must show that another agent b sent him a policy φ
containing permissions to execute the actions under investigation. Eventually,
the AA could iterate the process starting from agent b, and ideally the sequence
should led to the owner of the piece of data.
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We do not study how to build evidences for the creation of data. For the
purpose of this paper, certifying that an agent owns/creates a piece of data
needs the interaction with several organizations external to the system, since
it involves legal and societal aspects (as an example, an organization issuing
patents). Therefore, we assume there exists a public function

Owner : D −→ G. (1)

stating to whom the data belongs.
In our setting, comm(t1, t2, a ⇒ b, φ) provides a proof that a string φ was sent

from a to b with respect to some local logical time values t1, t2, where t1 refers
to the sender local time and t2 refers to the receiver local time. The properties
that such a proof should satisfy are as follows:

Meaningfulness. comm(t3, t4, b ⇒ c, φ′) provides a proof that a string φ′ has
been communicated from b to c.

The reason for this property is trivial. We want to be sure that a commu-
nication evidence between Bob and Charlie can only be generated if Bob has
communicated φ to Charlie.

Unforgeability. It is not feasible to create an evidence comm(t1, t2, a ⇒ b, φ)
when the local logical clock for b is t′2 > t2.

Assume the auditing authority contacts Bob at Bob’s logical time t′2 and
asks him for a permission for having sent Alice’s e-mail address to Charlie. The
unforgeability property implies Bob can not provide an exonerating evidence
even in the unlikely case he colludes with Alice, since exoneration would require
an evidence of the form comm(t1, t2, a ⇒ b, spread Alice’s e-address) to be
created at time t′2 with t2 < t′2.

Liability. A valid comm(t3, t4, b ⇒ c, φ′) implies b has committed itself at a
logical time t3 to send φ′ to c.

That is, if Charlie shows an evidence comm(t3, t4, b⇒ c, φ′) showing that Bob
sent him a permission to spam Alice at Bob’s logical time t3, then Bob is liable
for showing he had permission to communicate this policy before time t3.

Comparability. Any pair of communication evidences comm(t1, t2, a ⇒ b, φ)
and comm(t3, t4, a ⇒ b, φ′), with a, b, c agents, should be comparable with respect
to b’s local time, i.e. communication evidences with origin or destination b are
totally ordered with respect to b’s local logical time.

With this property, we ensure Bob can not show an evidence allowing him to
execute a certain action, such that the order of action permission reception and
action execution is undetermined.

3 Building Blocks

3.1 Time-Stamping Schemes

Time-stamping is an important data integrity protection mechanism the main
objective of which is to prove that electronic records existed at a certain time.
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Two major time-stamping protocols, the absolute (hash-and-sign) time stamps
protocol and the linking protocol have been developed. In the former a time-
stamping authority (TSA) signs the concatenation of the hashed message and
the present time by using its private key. Therefore the TSA is completely trusted
in this case.

In the linking protocol, a time-stamp token is the hash value of the concate-
nation of the present hashed message and the previous hash value. A verifier
can check the validity of the token by using published values for the hash chain.
In this case, the TSA is not necessarily trusted, and auditing techniques can
be used to detect if the TSA eventually cheated. We stress this audit does not
need to be performed by our auditing authority; it is sufficient the AA trusts the
specific time-stamping auditors.

Time-stamping schemes have been used in business applications and are even
included in international standards [ISO]. The major schemes in use are
[sur, aut, dig].

The formal security notions for time-stamping schemes are still a subject un-
der discussion. In the following, we quote the syntax and security properties of
a time-stamping scheme from [BLSW05]. Notice that the definitions below are
abstracted away, so that the different implementations discussed in the litera-
ture can be plugged into our protocol. Additionally, an audit functionality can
be added to time-stamping schemes with the syntax above. This auditing func-
tionality is used when the TSA is not unconditionally trusted, and it allows to
check that the TSA is behaving as expected.

Definition 1. A time-stamping scheme TS is capable of: (1) assigning a time-
value t ∈ N to each request x ∈ {0, 1}k, and (2) verifying whether x was time-
stamped during the t-th (maybe logical) time unit). It consists of the following
components:

Repository – a write only database that receives k-bits digests and adds them
to a list D. Repository also receives queries t ∈ N and returns D[t] if
t ≤ |D|. Otherwise, Repository returns reject.

Stamper – operates in discrete time variables called rounds. During a t-th
round, Stamper receives requests x and returns pairs (x, t). Let Lt be the
list of all requests received during the t-th round. In the end of the round,
Stamper creates a certificate c = Stamp(x; Lt, Lt−1, . . . , L1) for each request
x ∈ Lt. Besides, Stamper computes a digest dt = Publish(Lt, . . . , L1) and
sends dt to the repository.

Verifier – a computing environment for verifying time stamps. It is assumed
that Verifier has a tamper-proof access to Repository. On input (x, t),
Verifier obtains a certificate c from Stamper, and a digest d = D[t] from
Repository, and returns Verify(x, c, d) ∈ {yes, no}. Note that x can be
verified only after the digest dt is sent to Repository.

Client – any application-environment that uses Stamper and Verifier.

A time-stamping scheme TS = (Stamp, Publish, Verify) must satisfy the fol-
lowing correctness property: Verify(x, Stamp(x,L), Publish(L)) = yes for every
L = (Lt, . . . , L1) and x ∈ Lt.
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Security requirements
In the rest of the paper, an adversary is meant to be any probabilistic polynomial
time algorithm. It is assumed that adversaries A is able to corrupt Stamper,
some instances of Client and Verifier. The Repository is assumed to be
non-corrupting. After publishing dt it should be impossible to add a new request
x to Lt and prove to a Verifier that x ∈ Lt by building up a certificate c. The
following security conditions must be then required:

Definition 2 (Consistency). A time-stamping scheme is consistent if for
every PPT adversary A
Pr[L = (Lt, . . . , L1, c, x) ← A(1k) | x /∈ Lt, Verify(x, c, Publish(Lt, . . . , L1)) =
yes] is negligible.

With the security notion below, we want that an adversary A can not perform
the following attack: A publishes a value d which is not computed by using the
Publish function and then, after obtaining a new randomly generated string x,
finds a certificate that Verify(x, c, d) = yes.

Definition 3 (Security against random back-dating). A time-stamping
scheme is secure against random back-dating if for every polynomially unpre-
dictable distribution D on {0, 1}k and (A1,A2) probabilistic polynomial time
algorithms

Pr[(d, a) ← A1(1k), x ← D, c ← A2(x, a) | Verify(x, c, d) = yes] is negligible.

3.2 Signature Scheme

Definition 1. A signature scheme Σ = (KeyGen, Sign, VerSign) consists of three
probabilistic polynomial time algorithms:

– KeyGen takes as input a security parameter 1k, and outputs a pair (vk, sk),
where sk is the secret key of the user, and vk is the matching verification
key.

– Sign takes as input a message m and the secret key sk, and produces a
signature σ.

– VerSign finally, the verification algorithm takes as input a message m, a
signature σ and the verification key vk, and returns true if σ is a valid
signature of m, and false otherwise.

A signature scheme enjoys the correctness property if it satisfies the fol-
lowing condition: if KeyGen(1k) = (sk, vk) and Sign(m, sk) = σ, then
VerSign(m, σ, vk) = true. In this case, we say that (m, σ) is a valid message-
signature pair.

The standard security notion for signature schemes was introduced in [GMR88]
and it is called existential unforgeability against chosen-message attacks. A signa-
ture scheme Σ = (KeyGen, Sign, VerSign) is called secure in the latter sense if the
success probability of any PPT adversary A in the following game is negligible
in the security parameter 1k:
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1. KeyGen(1k) outputs (vk, sk) and the adversary is given 1k and vk.
2. A(1k, vk) has access to a signing oracle Sign(sk, ·), which on input a message

m outputs its signature σ(m).
3. A succeeds if it outputs a valid signature on a message not submitted to the

signing oracle.

4 A Communication Evidence Protocol

Our goal is to design a decentralized protocol performing as less on-line opera-
tions as possible. Our system includes certification authorities CA trusted by the
auditing authority, which will be used for keys authenticity and non-repudiation
purposes. The AA can choose to trust/distrust the time-stamping servers. This
election will determine which time-stamping schemes are accepted in the system
(cf. the discussion in Section 3.1). The AA is an algorithm taking inputs from
the agents, but it does not need itself to be in possession of any special input
like a public key or similar.

Let us assume the existence of a set of time-stamping and certification au-
thorities satisfying the trust requirements imposed by the AA, as well as the
existence of a public board in which each user is inscribed in an unique TSA and
CA. Let us denote by TSAa, CAa and TSAb, CAb the authorities in which a and
b are respectively registered. A time-stamping scheme is used to provide tempo-
ral evidence to bit strings. In our setting consists each time stamping authority
TSAa runs a local time variable. We say that Ta is the local time managed by
TSAa. Despite the local time variables are run in a decentralized manner, we are
still able to define an irreflexive partial ordering (denoted by ≺) between events
in the different Ta’s. Notice that every local time variable has a total order <,
i.e. the natural ordering in the set N.

The partial order is defined in terms of the relation ‘D1 existed before D2’,
where D1, D2 are strings. The relation is determined via time-stamps: a valid
time-stamp certificate ca issued on round ta by TSAa on a string m, implies m
existed before round ta was closed. As a consequence, a time-stamp cb issued on
round tb by TSAb on a string m′ such that ca is a substring of m′, implies that ca

existed before round tb was closed. Summing up, the ta-th round in TSAa ended
before the tb-th round in TSAb did so. This enables to establish the partial order
ta ≺ tb.

Any agent a in the system has a unique pair of matching verification/signature
keys (vka, ska) corresponding to a secure signature scheme Σa, and it is regis-
tered in a single TSA. We will refer to this as a is registered in TSAa. We assume
that these keys are revocable. Therefore, agents have access to certification au-
thorities CA which ensure the verification key vka belongs to a and provide
revocation mechanisms.

A communication evidence comm(ta1 , tb2, a ⇒ b, φ) must satisfy the require-
ments outlined in Section 2: meaningfulness, unforgeability, liability and com-
parability. The temporal tag includes two temporal values; a first value ta1 will
prevent non-repudiation by a (and therefore makes a liable for having permission
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to communicate φ at ‘time’ ta1), and a second value tb2 will refer to the moment in
which b is allowed to use the policy φ. The value tb2 will prevent forging evidences
by b even if a and b collude together.

Definition 4 (Syntaxis of our communication evidence protocol). A
communication evidence protocol is a pair of functions CE = (Create, Validate).

Create. The parties initiating a run of the protocol Create are two agents a, b ∈
A, where a is willing to send a policy φ to b and b is willing to receive and
therefore use this policy. The protocol additionally involves their respective
time-stamping authorities TSAa, TSAb; and the certification authorities for
a, b which are denoted by CAa, CAb. The output is a communication evidence
comm(ta1 , tb2, a ⇒ b, φ).

Validate – can be run by any agent in the system, and requires interaction with
TSAa and TSAb and the certification authorities agents CAa, CAb. It takes
as input a communication evidence comm(ta1 , t

b
2, a ⇒ b, φ), and it returns

true if comm is valid, and false otherwise.

4.1 Protocol Specification

In order to be able to prevent non-repudiation of communication evidences,
we need to slightly modify the revocation mechanism used by the certification
authority. In particular, the certification authorities must contact the TSA where
the user is registered to time-stamp the revocation information for that user’s
public key. In this way, it is possible to check if a a communication evidence was
created before either the sender’s verification key vka or the receiver’s verification
key vkb were revoked.

– Create(a, b, φ):
1. a signs the concatenated string (φ, b) using the scheme Σa and the signing

key ska. Let σ1 denote the signature thus obtained.
2. a sends σ1 to Stampera, and gets back a valid stamp (ta1 , c

a
1) when the

ta1-th round is closed.
3. a sends ev1 := (a, vka, b, φ, σ1, t

a
1 , c

a
1) to b.

4. b verifies that:
(a) vka is a’s verification key.
(b) vka was not revoked before TSAa’s local time ta1 (this is done by

interacting with CAa and TSAa).
(c) VerSign

(
(φ, b), σ1, vka

)
= true.

(d) Verify(σ1, c
a
1 , dta

1
) = yes, where dta

1
is the corresponding entry in

Repositorya.
If everything is fine, then b proceeds to the next step. Otherwise, b does
not use policy φ.

5. b signs ev1 using skb. Let σ2 denote the signature thus obtained.
6. a sends σ2 to Stamperb, and gets back a valid stamp (tb2, c

b
2) when the

tb2-th round is closed (and therefore ta1 ≺ tb2). Let ev2 := (b, vkb, σ2, t
b
2, c

b
2).

7. Finally
comm(ta1 , tb2, a ⇒ b, φ) := (ev1, ev2).
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– Validate
(
a, b, φ, comm(ta1 , t

b
2, a ⇒ b, φ)

)
:

1. Contact TSAb and get the value Tb of the current (non-closed) round.
2. Verify that:

(a) VerSign
(
(φ, b), σ1, vka

)
= true.

(b) vka is the a’s verification key.
(c) vka was not revoked before TSAa’s local time ta1 .
(d) Verify(σ1, c

a
1 , dta

1
) = yes, where dta

1
is the corresponding entry in

Repositorya.
(e) vkb is the b’s verification key.
(f) vka was not revoked before TSAb’s local time tb2.
(g) VerSign

(
ev2, σ2, vkb) = true.

(h) Verify(σ2, c
b
2, dtb

2
) = yes, where dtb

2
is the corresponding entry in

Repositoryb.
(i) tb2 < Tb.
If every checking is correct, then return true. Otherwise, return false.

5 Security Analysis

Meaningfulness. “A string φ has been communicated from a to b”
Firstly, if the communication evidence is verified in the positive, neither a’s
or b’s verification keys were revoked beforehand. That a is the origin of the
communication and b is the receiver, is guaranteed by two facts: on the one
hand, a valid signature on the message (φ, b) can only be produced by a since
we are using an unforgeable signature scheme Σa; on the other hand, only b is
able to compute the signature σ2 for a similar reason, and he can do that only
after a sends ev1 to him.

Unforgeability. “It is not feasible to create an evidence comm(ta1 , t
b
2, a ⇒ b, φ)

when the local logical clock for b is set to t′b2 with t′b2 > tb2”
For creating such an evidence at time t′b2 > tb2, the adversary must break the
security against random back-dating of the time-stamping scheme.

Liability. “a commits itself to send φ to b at logical time ta1”
a commits to message (φ, b) as soon as he signs it; a valid time-stamp (ta1 , c

a
1) on

σ1 implies (φ, b) was signed before the local time counter at TSAa was set to ta1 .
Therefore, a expresses at time ta1 his willingness to transfer φ to b if he follows
the protocol. Finally, if the communication evidence is verified in the positive,
a’s verification key was not revoked beforehand.

Comparability. “communication evidences with origin or destination a are to-
tally ordered with respect to a’s local logical time”
This is guaranteed by the fact that a’s logical time is Ta and that Ta has a total
order by definition.

6 Conclusions

We define a cryptographic protocol to provide valid communication evidences,
that can be used later by auditing authorities. Even though our protocol is
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aimed towards guaranteeing data accountability in the settings of [CEdH+04,
CCD+05], we believe that our protocol can be easily adapted to provide secure
transport of arbitrary payloads in decentralized settings, where exchanges need
to be logged with communication evidences recording the relative domain times
in which the exchanges took place.
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Abstract. When using electronic services, people are often asked to
provide personal information. This raises many privacy issues. To gain
the trust of the user, service providers can use privacy policy languages
such as P3P to declare the purpose and usage of this personal informa-
tion. User agents can compare these policies to privacy preferences of a
user and warn the user if his privacy is threatened. This paper extends
two languages: P3P and APPEL. It makes it possible to refer to cer-
tified data and credentials. This allows service providers to define the
minimal level of assurance. It is also shown how different ways of disclo-
sure (exact, blurred, verifiably encrypted, ...) can be specified to achieve
more privacy friendly policies. Last, the paper describes a privacy agent
that makes use of the policies to automate privacy friendly information
disclosure.

1 Introduction

When using electronic services, people are often asked to provide personal infor-
mation. This raises many privacy issues. To gain the trust of the user, service
providers can use privacy policy languages to specify the purpose and usage
of this personal information. User agents can compare these policies to privacy
preferences of a user and warn the user if his privacy is threatened. Two well
known privacy languages are P3P (The Platform for Privacy Preferences [14])
and APPEL (A P3P Preference Exchange Language [15]). The former is used
for privacy policies, the latter for privacy preferences.

There are three ways in which a user can prove personal information to a ser-
vice provider. He can provide it as uncertified data, certified data or embedded
in a credential. In this paper, the term information structure denotes all three.
Uncertified data is data that is not certified by another entity. It can easily have
been stolen, forged or made up. Certified data is data that is endorsed (e.g.
signed) by a certifying entity. When a service provider receives certified data, he
can be sure that the information is correct. However, when someone receives cer-
tified data, he can easily pretend to be the legitimate owner. Credentials contain
certified data and offer a means to ensure the service provider that the person
sending the data is indeed the one to whom the credential was issued. Examples
are X.509 certificates [13] and private credentials [1, 2]. Hence, credentials offer
the highest assurance and allow for implementing secure services.

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 636–646, 2006.
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Private credentials have many privacy friendly properties. They make it pos-
sible to hide the values that the service provider does not need to know (selective
disclosure). Also, they support different ways of disclosure. It is possible to prove
properties of attributes (e.g. proving being over eighteen) or just proof possession
of the credential without revealing it.

The paper extends P3P and APPEL with the different ways of disclosure
and the different types of information structures. This way, service providers
can request a certain level of assurance. Also, the user’s privacy can be better
protected. The policies make it possible to automate personal information dis-
closure. The paper describes how they are used by a privacy agent. The privacy
agent discloses information structures to a service provider. User intervention is
only required when absolutely necessary. However, the user’s privacy is protected
according to his preferences. More detailed information about our approach can
be found in [4].

Next section extends P3P and APPEL with information structures and the
different ways of disclosure. Section 3 gives a description of the privacy agent.
Section 4 discusses our approach. Last section gives some conclusions.

2 Extending Privacy Languages

This section extends P3P and APPEL. The extensions help service providers to
define which (parts of) information structures they are willing to accept. Users
can define accurate privacy preferences about their information structures. This
section assumes basic knowledge of P3P and APPEL. A short introduction can
be found in [4].

2.1 Information Structure Description Language

This section introduces a language that is able to define information structures in
XML. By including these descriptions in privacy policies and privacy preferences
it is possible to state which information structures may be used. The language
makes it possible to reason about the contents of different types of information
structures in a uniform way. Uncertified data keeps information about the owner
of the data. Certified data and credentials also include information about the
certifying entity. Furthermore, they may have several properties. An information
structure description can thus be divided in one part about the owner, another
part about the certifier and yet another part about properties. Figure 1 shows
the description of a private credential containing the age and name of its owner.
More examples can be found in [4].

The name-attribute of the <INFORMATIONSTRUCTURE>-tag is used to
allow for making references to it. Type defines the type of information structure.
Currently, privatecredential, X.509Certificate, uncertifieddata and certifieddata
are defined. A generic value credential can be used to denote both private cre-
dentials and X.509 certificates.
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The <OWNER>-part in figure 1 defines properties (attributes) of the owner.
In this case, the credential includes information about the person’s age and name.

<INFORMATIONSTRUCTURE name="IDcredential" type="credential">

<OWNER>

<PROPERTY name="name">Bill</PROPERTY>

<PROPERTY name="age">18</PROPERTY>

</OWNER>

<CERTIFIERCREDENTIAL name="municipalityCA"/>

<PROPERTIES>

<PROPERTY name="notValidAfter">03-06-07 01:01:01</PROPERTY>

</PROPERTIES>

</INFORMATIONSTRUCTURE>

Fig. 1. The information structure description language

Credentials are verified through the use of other credentials. This leads to a
chain of credentials that ends with a root credential (e.g. X.509 certificate cha-
ins). The <CERTIFIERCREDENTIAL>-tag points to an information structure
description of the next credential in the chain. The <ROOTCREDENTIAL>-tag
defines the root credential.

The last part defines the properties of the information structure. Certified
data typically has a signature algorithm as property. Common properties of
credentials are, for example, the validity period and revocation information.

It is important that every information structure is mapped on the tags in a
consistent way. That way it is possible to use the different types of information
structures interchangeably.

2.2 Privacy Policies

Whenever a service provider needs personal information from the user, he has
to create a privacy policy. To include information structures in P3P the service
provider first has to define the information structures he is willing to accept from
users. He can do this by using the information structure description language,
described in 2.1. Then, the service provider is able to make references to these
descriptions in the P3P policy. To make references, two parts of P3P policies are
extended: the <DATA-DEF> and the <DATA-GROUP> part. The former is
used to define data elements. The latter is used to specify the information that
has to be disclosed. Note that P3P privacy policies also contain parts about, for
example, purpose and retention time (e.g. the address of a user is required for
sending advertisements). Our approach does not change these parts. Unchanged
parts that are irrelevant for the examples are not included in this paper.
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<INFORMATIONSTRUCTURE name="IDcredential" type="credential">

<OWNER>

<PROPERTY name="name"/>

<PROPERTY name="age"/>

</OWNER>

<CERTIFIERCREDENTIAL name="municipalityCA"/>

</INFORMATIONSTRUCTURE>

Fig. 2. Information structure descriptions

Defining Acceptable Information Structures. The service provider has
to create information structure descriptions containing the distinguishing tags
of the information structure he is willing to accept. An information structure
matches a description if it contains at least every tag in the description. The
user is allowed to use every information structure that matches the description.

Figure 2 shows an information structure description of a credential. If the
service provider requests an IDcredential, every credential that contains the at-
tributes age and name can be used. Furthermore, the credential has to be cer-
tified by the municipality CA. The <CERTIFIERCREDENTIAL>-tags points
to an information structure description of a credential of this entity. In [4], a
level -attribute is described that makes it possible to refer to credentials higher
in the credential chain.

Note that it is possible to point to multiple information structures with only
one description. Private credentials as well as X.509 certificates can match the
specification in figure 2. This is an important aspect in this paper. Different
types of information structures can be used interchangeably. Services can be
made more accessible by allowing users to show their personal information in
different ways.

Creating References to Information Structures. In P3P, the <DATA-
DEF>-tag is used to define data elements. This tag is extended to be able to
refer to attributes of information structures. Figure 3 shows that if the service
provider requests a statement on the age of a user, only the age attribute of

<DATA-DEF name="age" short-description="The age of the client">

<INFORMATIONSTRUCTURE name="IDcredential">

<OWNER>

<@PROPERTY name="age"/>

</OWNER>

</INFORMATIONSTRUCTURE>

</DATA-DEF>

Fig. 3. References to information structures
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the IDcredential has to be used. The ’@’ indicates the parts of the information
structure a user has to disclose. Hence, when using private credentials, the owner
may hide the other attributes.

Defining Different Ways of Disclosure. In standard P3P a service provider
can only state he needs certain information in clear text. With private creden-
tials, however, there are more possibilities.

– It is possible to show/prove the value of credential attributes (i.e. clear text).
– Users are able to prove knowledge of a certain attribute. This corresponds to

proving ownership of a credential containing the attribute without revealing
any attributes.

– A user can disclose information as a verifiable encryption. A verifiable en-
cryption is associated with a condition and a third party. If the condition
is fulfilled, the third party is allowed to decrypt the encrypted information.
This can, for example, be useful to identify a person in case of abuse. Cryp-
tographic mechanisms ensure that the encryption contains the information
requested by the service provider.

– A user can prove equations (≤, ≥, <, >, �= and =). It is possible to compare
an attribute with a known value or with attributes of other credentials. These
equations can be relatively complex: e.g. attr1 + 7 ≤ attr2 · (4 + attr3).
Service providers frequently request the interval a certain attribute belongs
to. An example can be a site that needs to know that the user’s income is in
a certain interval. These intervals are typically defined by a startpoint and
a step. The user then has to provide a number k and prove start + k.step ≤
attribute ≤ start + (k + 1).step.

In order to allow the service provider to define how personal information
must be shown, the <DATA-GROUP> part of P3P policies is extended. Figure 4
defines that the user can either use his IDcredential and prove being over eighteen
or proof knowledge of a VISA card credential (i.e. proof to be the owner of a
valid VISA card credential). The information will be used for pseudonymous
analysis. The VISA card credential is not worked out in this paper.

Additional tags are introduced to support the different ways of disclosure. The
tags <AND> and <OR> can be used to define more complex policies such as the
ones in [3]. More information and examples about the different tags can be found
in [4]. Our approach allows for a distinction between the personal information
requested by the service provider and the technologies that are used to realize
the disclosure. For instance, if a user’s IDcredential is a private credential, a
zero knowledge proof can be used to prove his adulthood. If he owns an X.509
certificate, he has to show the entire certificate and disclose every attribute in
clear text.

The level of disclosure is a partial relation based on the different ways of
disclosure and the level of assurance provided by the types of information struc-
tures. x has a higher level of disclosure than y if x reveals, in every case, more
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<POLICIES>

<POLICY name="analysisPolicy">

<STATEMENT>

<PURPOSE><pseudo-analysis/></PURPOSE>

<DATA-GROUP>

<OR>

<GT>

<DATA ref="#age"/>

<VALUE>18</VALUE>

</GT>

<PROOFOFKNOWLEDGE>

<DATA ref="#VISAcard">

</PROOFOFKNOWLEDGE>

</OR>

</DATA-GROUP>

</STATEMENT>

</POLICY>

</POLICIES>

Fig. 4. Extending a data group in P3P

(a) ways of disclosure (b) information
structures

Fig. 5. Levels of disclosure

information than y. For example, showing an attribute in clear text reveals more
information than proving an equation. Also, the type of information structure
used must provide at least an equal level of assurance. x has a higher (or equal)
level of disclosure than y if it has at least the same level in both figure 5(a) and
5(b). The level in which the service provider wants to receive the attributes is
the minimum level of disclosure. When a user has to disclose a property of an
attribute, the service provider will of course accept it if the user gives it away in
clear text. Moreover, he will also accept it if the user discloses more information
than necessary (for example, by using X.509 certificates). Also, if the service
provider requests uncertified data, he will also accept a credential (assuming he
is capable of handling the protocols associated with that type of information
structure).



642 S. Gevers and B. De Decker

2.3 Privacy Preferences

The service provider has specified which information he wants to receive and
how the user should provide it. APPEL can be similarly extended as P3P to
include information structures. First, the user needs to have descriptions of his
information structures. If an information structure has well defined semantics
(e.g. X.509 certificates), it is possible to generate the tags of its description au-
tomatically [4]. If its semantics are not specified, it is impossible to automate the
generation of information structure descriptions. In this case, the entity that is-
sued the information structure could provide the description. References to these
descriptions are made similarly as in extended P3P. Figure 6 specifies that it is
allowed (behavior=’request’) to disclose being older than 18 for pseudonymous
analysis.

<appel:RULE behavior="request">

<p3p:POLICY>

<p3p:STATEMENT>

<p3p:PURPOSE><p3p:pseudo-analysis/></p3p:PURPOSE>

<p3p:DATA-GROUP>

<p3p:DATA ref="#age">

<p3p:GT>

<p3p:VALUE>18</p3p:VALUE>

</p3p:GT>

</p3p:DATA>

</p3p:DATA-GROUP>

</p3p:STATEMENT>

</p3p:POLICY>

</appel:RULE>

Fig. 6. Defining how an attribute can be disclosed

The level at which the user wants to show attributes is the maximum level
of disclosure. In the example, the user will not reveal his age in clear text.
Comparisons can be made weaker. The user will allow to prove being older than
sixteen because this reveals less information than if he proves being over eighteen.
However, he will not prove being older than, for example, thirty.

3 A Privacy Agent

The previous section explained how P3P and APPEL can be extended with
different types of information structures and different ways of disclosure. This
section describes a privacy agent that shows the benefits of these extensions.
When a user wants to use a service, a privacy policy is sent to the privacy agent.
The privacy agent first checks whether the user’s privacy preferences allow the
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disclosure. Then, the privacy agent searches the user’s information structures
to find the ones that can be used to fulfil the privacy policy. After that, the
privacy agent can either start the information disclosure automatically or show
the (combinations of) information structures that can be used to the user. The
latter is comparable to the identity selector of Microsoft CardSpace [8]. The user
can then choose how his personal information has to be disclosed.

For the privacy agent to be successful, it has to be user friendly. One as-
pect is privacy preferences. Most users are not able to generate complex privacy
preferences. To handle this, the privacy agent retrieves privacy preferences from
a trusted third party. This approach is described in [5]. Also, if the user has
a choice between several (combinations of) information structures, the privacy
agent tries to help the user. By using sensitivities (described in [4]) the most
privacy friendly combination is calculated. This combination is suggested to the
user to help him protect his privacy.

Fig. 7. Description of the system

Figure 7 shows the interaction. The following steps are necessary:

1. The user application requests the service.
2. The service provider sends his privacy policy to the privacy agent.
3. The privacy agent checks whether the policy matches the privacy preferences

of the user.
4. The privacy agent selects the necessary credentials that comply with the

policy. This action comprises more than just selecting information struc-
tures that contain the requested attributes. For example, when using X.509
certificates, all included attributes are revealed which may be more than
necessary. The privacy preferences must be checked again to see whether it
is allowed to show every attribute included. If there are different possibili-
ties to show the information, the most privacy friendly combination should
be calculated (using sensitivities [4]). Based on the user’s preferences, the
privacy agent can either start the information disclosure automatically or
request the user’s consent.

5. A protocol is started to disclose the information. First, the privacy agent
informs the service how the information will be shown. When this informa-
tion is exchanged, the correct protocol can be started. This approach makes it
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necessary for the service provider to support the appropriate protocols for
the different information structures. To deal with this, a protocol compiler
as mentioned in [3] can be used.

6. The user application can make use of the service.

4 Discussion

The extensions of the language provide several advantages. Including the dif-
ferent ways of disclosure allows for more privacy friendly policies. It makes it
possible to include the properties of private credentials. Other privacy languages,
such as Rei [10], EPAL [12] and XPref [9], are not able to do this. Using the dif-
ferent types of information structures, service providers can define a certain level
of assurance in their policy. It also makes it possible to automatically select the
information structures that can be used for the personal information disclosure.

[3] proposes a language that allows one to specify what data to release and
how to release it. Their specifications can be converted to the XML notation
proposed in this paper. Our work extends the functionality by allowing the
user to use different types of information structures. Our work also uses privacy
preferences to check whether the personal information disclosure is allowed.

Usability is an important concern for the privacy agent. Almost every aspect
of personal information disclosure can be automated. This way, complex tech-
nologies (e.g. private credentials) can be used without even understanding their
basics.

The privacy agent is very extendable. The information structure description
language is very general. This makes it possible to include all types of information
structures in the system by mapping them on the language.

A positive aspect of our approach is that it can be very useful for the service
provider. A service provider can easily give the user many options to prove
personal information. For example, in figure 4, if a user does not want to proof
knowledge of a VISA card, he can still prove his age with his IDcredential. This
makes services more accessible. By making use of credentials, services can be
made more secure.

The impact of the extensions on the evaluator of the privacy preferences is
rather limited. Policies that give the users a choice are split into multiple policies.
Checking the levels of disclosure does not require complex calculations either.

Microsoft CardSpace [8] provides a mechanism similar to our work. However,
it does not include privacy policies. It also does not include the different ways of
disclosure. Only clear text claims can be handled. Our approach is able to put
constraints on the properties of information structures that are allowed. This
can, for example, be useful if a site wants his users to have a passport that will
remain valid for at least six months. Note that the Microsoft CardSpace fits per-
fectly in our system. Infocards can be described using the information structure
description language. Claims are properties of the owner; the reference to the
security token service is a property of the information structure itself. Requested
claims can easily be included in a predefined privacy policy. Our approach is also
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more general than Microsoft CardSpace. CardSpace always needs to contact a
security token service to obtain a credential. Our approach is able to use creden-
tials that are fully under the control of the user such as, for example, credentials
on an electronic identity card.

Our privacy agent provides more functionality than existing user agents fo-
cussing on privacy policies such as AT&T’s privacy bird [6] and JRC P3P
Proxy [7]. Both only warn users when a site does not respect their preferences.
Our privacy agent is able to use the different information structures and to define
different ways of disclosure which makes it much more useful.

To make the system more usable, the system can be extended to support
trust negotiation. Instead of sending a privacy policy to the privacy agent, the
trust-target graph procedure discussed in [11] can be used. The extensions of the
privacy languages proposed in this paper can be used to support the communi-
cation between the different parties. This is future work.

5 Conclusions

This paper proposed two extensions to P3P and APPEL. It is possible to in-
clude different types of information structures and different ways of disclosure.
A privacy agent is described that makes use of these policies. The privacy agent
provides user and privacy friendly information disclosure.
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The impact of the upcoming Internet on scientific research worldwide has been
enormous, not least in biomedical research. The Human Genome Project in
particular was the inspiration for many biological databases publicly available
via the Internet. As of now, conducting biomedical research without the Internet
is nearly impossible. The information needed for analysis and interpretation of
experimental results is usually scattered over a multitude of heterogeneous data
sources: sequence databases, protein resources, gene expression data repositories,
literature databases, functional annotation databases, etc. Many researchers de-
pend on the Internet as the most important source of biomedical information.
As the amount of available data increases at a rate never seen before, researchers
are now faced with the problem of finding the information they need, in a format
they can work with.

Several initiatives exist that try to integrate multiple data sources or facili-
tate complex bioinformatics queries and analyses. However, the integration is not
always in tune with the user. The aim of this workshop was to bring together re-
searchers and practitioners to exchange ideas with respect to knowledge systems
in bioinformatics that make extensive use of medical and biological semantics and
ontologies, Web services technologies, or distributed databasing and computing
to tackle the issues mentioned above. Out of approximately 20 submitted papers,
10 papers were accepted for oral presentation. These papers are published in this
volume. Together they give a very nice overview of where we are now and where
current research is headed. We were very pleased with the number of people
interested in contributing to this workshop, both authors and reviewers. Every
submission received three outstanding reviews, which made the task of accepting
papers of high quality quite easy. We hope you will enjoy reading them.
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Abstract. Pharmacogenomics studies the involvement of interindivid-
ual variations of DNA sequence in different drug responses (especially ad-
verse drug reactions). Knowledge Discovery in Databases (KDD) process
is a means for discovering new pharmacogenomic knowledge in biologi-
cal databases. However data complexity makes it necessary to guide the
KDD process by representation of domain knowledge. Three domains
at least are in concern: genotype, drug and phenotype. The approach
described here aims at reusing whenever possible existing domain knowl-
edge in order to build a modular formal representation of domain knowl-
edge in pharmacogenomics. The resulting ontology is called SO-Pharm
for Suggested Ontology for Pharmacogenomics. Various situations en-
countered during the construction process are analyzed and discussed. A
preliminary validation is provided by representing with SO-Pharm con-
cepts some well-known examples of pharmacogenomic knowledge.

1 Introduction

Pharmacogenomics is the study of genetic determinants of drug responses. It
involves relationships between at least three actors of interindividual differences
in drug responses: genotype, drug, and phenotype (Fig. 1)[1]. Relevant genotype
features are mostly genomic variations and particularly Single Nucleotide Poly-
morphisms (SNP). The latters are one-nucleotide substitutions occurring in a
studied population with a minimum frequency of 1 %. Such genomic variations
modulate drug effect, and have consequences on individual phenotype from the
microscopic level (gene expression, protein activity, molecule transport, etc.) to
the macroscopic level (clinical outcomes, etc.).

At present, best-recognized and completely developed examples of genomic
variations altering drug response in human are monogenic traits acting on drug
metabolism. Nevertheless, description of complex polygenic systems has recently
proven that regulatory networks and many non genetic factors (e.g., environ-
ment, life style) also influence the effect of medications. Consequently, the dis-
covery of new pharmacogenomic knowledge is a challenging task that necessitates
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Drug

Genotype Phenotype
e.g. clinical data, molecular analysis

e.g. chemical properties, drug administration

e.g. individual genomic variations

Fig. 1. Triangular schematization of the pharmacogenomic domain

the management of complex data. For example, the design of a clinical trial in
pharmacogenomics relies on the selection of genes involved in drug response,
selection of associated relevant genomic variations and on knowledge about the
phenotypes associated with these genomic variations [2]. An interesting research
direction is the integration of biological data stored in public annotated biological
data banks, and clinical data resulting from clinical trials. This integration may
allow, in a second stage, the discovery of pharmacogenomic knowledge thanks
to the KDD process.

The KDD process is aimed at extracting from large databases information
units that can be interpreted as reusable knowledge units (such as RDF/OWL
triples). This process is based on three major steps: (a) the datasets are extracted
from selected data sources and prepared for data mining, (b) are mined (with
symbolic or numerical methods), finally, (c) the extracted information units are
interpreted by domain expert to become reusable knowledge units [3]. All along
this process, domain knowledge, embedded within an ontology, can be used to
guide the various steps:

a) During the preparation step it facilitates integration of heterogeneous data.
b) During the mining step, domain knowledge guides the filtering of input and

output data.
c) In the interpretation step, it helps the experts for reasoning on the extracted

units.

In order to achieve KDD in pharmacogenomics, we decided to develop a
knowledge-based approach and therefore to explicit domain knowledge within an
ontology. More and more biomedical ontologies are being developed today and
often cover overlapping fields. To favor reuse of and access to ontologies, most
biological ontologies are freely available. For instance, the Protégé ontologies li-
brary [4] provides various formal ontologies and the Open Biomedical Ontologies
(OBO) portal [5] gathers many controlled vocabularies for the biomedical do-
main. Although the associated ontology is not available, the PharmGKB project
has led to the construction of a valuable structured repository for pharmacoge-
nomic data, aimed at catalyzing scientific research in this domain [6]. It provides
a data model and a partial vocabulary for genotype and phenotype data of in-
dividuals involved in pharmacogenomic studies. In previous work, we developed
the SNP-Ontology as a formal representation of genomic variation domain [7].

This paper describes the construction process of a “Suggested Ontology for
pharmacogenomics”(SO-Pharm), that reuses existing ontologies designed for
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pharmacogenomics sub-domains: genotype, drug, and phenotype. Section 2 de-
scribes the method used to build SO-Pharm and its content. Section 3 presents
a preliminary testing of the ontology thanks to assertions of some established
pharmacogenomic knowledge. Section 4 concludes on the work.

2 SO-Pharm Construction

2.1 Methodology Choice

Semiautomatic methods such as classification, itemset search, association rule
extraction, text mining can be employed for ontology construction [8]. However,
a manual construction is preferred here because of the objectives assigned to the
ontology. In addition, the complexity of the field has favored a close collaboration
with domain experts, nicely compatible with manual construction. Indeed, one
difficulty consists in choosing and defining adequate concepts and properties for
expressing pharmacogenomic knowledge. Manual construction is associated here
with the use of a clearly defined methodology. Outlines of iterative processes
for ontology construction have been described in [9,10,11]. We adapt here these
methodologies to the case of pharmacogenomics, based on four steps:

(i) specification, embedding definition of ontology domain and scope;
(ii) conceptualization, that includes definition of list of terms and of concepts,

and their articulation with existing ontologies;
(iii) formalization, i.e., the translation of the conceptualization in a knowledge

representation formalism (e.g. description logics);
(iv) implementation, i.e., coding the formalized ontology in a knowledge repre-

sentation language (e.g. OWL).

In the next sections we analyze and discuss the original orientations adopted
during the SO-Pharm construction process.

2.2 Construction Issues

Specification. Domain and scope of SO-Pharm are primarily defined as follows.
The domain considered should cover pharmacogenomic clinical trials. The ontol-
ogy has to precisely represent individuals and groups of individuals involved in
trials, their genotype, their treatment, their observed phenotype and the poten-
tial pharmacogenomic relations discovered between these concepts. Currently,
SO-Pharm concepts do not cover epigenotype features, regulatory networks or
metabolic pathways. SO-Pharm scope is to guide KDD in pharmacogenomics.
According to the various steps of KDD process, SO-Pharm should reveal helpful
in the following situations:

– integrating complementary data from various scopes: e.g. protein annota-
tions and enzyme activity measurement;

– reconciling heterogeneous data: e.g. heterogeneous descriptions of genomic
variations pertaining from locus specific databases and dbSNP;
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– guiding data mining: for instance selection of a given class of genomic vari-
ations according to relations between these variations and the focus of the
study;

– expressing data mining results as knowledge units: in order to compare with
existing knowledge units and to infer new knowledge units;

– reusing of discovered pharmacogenomic knowledge: e.g. knowledge sharing
between several independant projects.

During the specification step some strict nomenclature guidelines (e.g., for
naming classes, associations, concepts, properties) are defined for the whole con-
struction process. Then lists of domain terms are established. In the case of SO-
Pharm ontology, the domain expert constitutes four primary term lists thanks
to his own knowledge regarding respectively clinical trial, genotype, treatment,
and phenotype descriptions. In parallel, data or knowledge resources in the do-
main are listed. These highly heterogeneous resources, including conceptual data
model (in UML or UML-like), XML schemas, databases, ontologies, controlled
vocabularies are displayed in Table 1 (n.b.: * are OBO ontologies). The study of
their structure and content allows to considerably enrich the term lists.

The previous resource list is then refined for selecting relevant reusable knowl-
edge resources according to following criteria (Table 2). First, it has been decided
to take into account OBO ontologies, which are mostly used and known. Second,
we have preferred the ontologies involved in the OBO-Foundry project that tries
to adopt quality principles in ontology development [12]. The current resource
list may be extended in the future and enriched with other interesting resources
such as GO, Pathway Ontology, NCI, eVOC, Amino Acid Ontology, GandrKB.

Conceptualization. A UML class diagram is used here for representing the
conceptual model of SO-Pharm. Term lists are exploited to identify ontology
concepts which are assigned a name and a precise definition (free text). In SO-
Pharm, a clinical item (or clinical data, or item) is defined as the measurment of
a quantity for a given person, during a particular event, according to a measur-
ment method. As well, a drug is composed of chemical compounds and may be
included in a drug treatment and may have a commercial name. When concepts
are identified, their hierarchical and non-hierarchical (i.e. object properties) re-
lations are modeled by UML class diagrams. These diagrams are well adapted
for conceptualization of domain knowledge because of their expressiveness and
openness [13]. Fig. 2, 3 and 4 display UML class diagrams designed during SO-
Pharm construction.

Articulation between the SO-Pharm concepts and external ontologies con-
cepts is also established during this step (see Table 2 for prefix legend in UML
class diagrams). The kind of relation (i.e. embedding or extension) invoked for
reusing an ontology depends on its type [10]. Indeed, the majority of ontologies
in biomedical domain may be organized into three categories: meta-ontologies
providing domain-independent concepts and properties to be used as compounds
for more specific ontologies (e.g. DOLCE, SUMO); domain reference ontologies
representing a particular domain of reality and sorting entities of the domain
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Table 1. List of explored resources for constructing term lists of the various domains

Resource name Resource type Domain URL

dbSNP XML schema, data
model

genotype http://www.ncbi.nlm.nih.gov/projects/S-
NP/

HapMap XML schema genotype http://www.hapmap.org/

HGVBase DTD, data model genotype http://hgvbase.cgb.ki.se/

OMIM Data resource genotype,
phenotype

http://www.ncbi.nlm.nih.gov/omim/

OMG SNP Data model genotype http://www.omg.org/technology/docume-
nts/formal/snp.htm

MECV Controlled vocabulary genotype http://www.ebi.ac.uk/mutations/

PharmGKB XML schema, data
model

genotype,
drug,
phenotype

http://www.pharmgkb.org/

Pharmacogenetics
Ontology

Controlled vocabulary genotype,
phenotype

http://www.pharmgkb.org/home/project-
s/project-po.jsp

Sequence Ontol-
ogy

Controlled vocabulary* genotype http://song.sourceforge.net/

Gene Ontology Controlled vocabulary* genotype http://www.geneontology.org/

PubChem Data resource drug http://pubchem.ncbi.nlm.nih.gov/

RX-Norm Controlled vocabulary drug http://www.nlm.nih.gov/research/umls/-
rxnorm/index.html

CDISC XML schema phenotype http://www.cdisc.org/

ICD-10 Controlled vocabulary phenotype http://www.who.int/classifications/icd/

Disease Ontology Controlled vocabulary* phenotype http://diseaseontology.sourceforge.net

Mammalian Phe-
notype

Controlled vocabulary* phenotype http://www.informatics.jax.org/searches-
/MP form.shtml

PATO Controlled vocabulary* phenotype http://obo.sourceforge.net/

ChEBI Controlled vocabulary* drug http://www.ebi.ac.uk/chebi/

Pathway Ontol-
ogy

Controlled vocabulary* genotype,
phenotype

http://rgd.mcw.edu/tools/ontology

SNOMED-
Clinical

Controlled vocabulary phenotype http://www.snomed.org/snomedct/gloss-
ary.html

Table 2. List of selected resources for constructing SO-Pharm

Ontology name Description P refix Namespace

MECV genomic variation classification MECV http://www.loria.fr/˜coulet/onto-
logy/mecv.owl

SNP-Ontology genomic variations SNPO ˜/ontology/snpontology.owl

Pharmacogenetics
Ontology

describes genotyping and pheno-
typing methods

PO ˜/ontology/pharmacogeneticsont-
ology.owl

Disease Ontology a classification of disease DO ˜/ontology/diseaseontology.owl

Mammalian Pheno-
type

phenotype features MPO ˜/ontology/mammalianphenotyp-
eontology.owl

PATO attributes and values for pheno-
type description

PATO ˜/ontology/pato.owl

ChEBI molecular compounds CHEBI ˜/ontology/chebi.owl
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Clinical item

Genotype item

Smoking behavior

SNPO::Variant

Phentoype item

PATO::Value PATO::UnitPATO::QuantityPATO::Attribute

MPO::Mammalian phenotype

MECV::SO::Chromosome variation

MECV::Genomic variation

Life style

Genomic variation

Epigenotype item Endophenotype item

Disease diagnostic

DO::Diseases and injuries

Chromosomic variation

Behavior item

Alcohol behavior

Feed behaviour

Drug behaviour
Genomic genotype

Observed allele

SNPO::Sequence

Heterozygote genotype

Homozygote genotype
Treatement

Fig. 2. UML class diagram for clinical item

Clinical trial eventClinical trial panel

Clinical trial protocole

Clinical itemIndividual

Clinical trial

Ethnic Group

People

Geographically localized population

isMeasuredAccording

Measurement method

isMeasuredDuring
1

isMeasuredOn

1

isEnrolledIn

0..1

Treatement

Fig. 3. UML class diagram for clinical trial

CHEBI::CHEBI_23367

CHEBI::CHEBI_23888

CHEBI::CHEBI_27189Chemical compound

Clinical trial protocole Diet

DO::Procedures

Drug

Drug dose

Drug treatement

Measurement method

PGO::Genotyping method PGO::Phenotyping method

Phenotype measurement method

Substance

Treatement

Genotype measurement method

Posology

Anamnesis

Administration frequency

Physical treatement Kinesiatric treatement

Surgical operation

Fig. 4. UML class diagram for clinical trial protocol

according to constraints expressed in a formal language (e.g. description logics);
and terminology-based application ontologies which are controlled vocabularies
often designed to annotate biological databases [14]. Most of OBO ontologies
belong to this third family -except for the PATO ontology that can be consid-
ered as a meta-ontology. In SO-Pharm, several highly specialized vocabularies
such as Disease Ontology are embedded meaning that these ontologies are reused
in an ontology having a wider scope. On the opposite, formal ontologies, such
as SNP-Ontology, are high level domain representations extending definitions of
more specific concepts pertaining from other ontologies. For example, the variant
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concept of SNP-Ontology subsumes (i.e. extends the definition of) the genomic
variation concept in SO-Pharm. The latter itself subsumes other more specific
concepts from the OBO Sequence Ontology (e.g. single deletion).

In summary, SO-Pharm construction involves the design of modules favoring
the reuse of concept definitions existing in other ontologies. Besides these reused
concepts, additional SO-Pharm concepts and properties are defined locally.

Formalization and Implementation. SO-Pharm is implemented with the
Protégé knowledge editor and coded in OWL. Formalization and implementation
steps are nested. On the basis of previously designed UML class diagrams, con-
cepts and (object and datatype) properties are formally defined in the Protégé
framework. For example:

(1) clinical item # ∃ measuredOn.individual
� ∃ measuredDuring.clinical trial event
� ∃ measuredAccording.measurement method

(2) drug # ∀ isComposedOf.chemical compound
� ∃ isPartOf.drug treatment
� ∃ isCommercialisedAs.substance

Unfortunately, no system allows an automatic conversion of UML class di-
agrams into OWL statements. Simple classes and associations are easily con-
verted, but complex ones need particular attention. For example, since the
description logic formalism on which OWL is based is limited to binary rela-
tionships, the translation of UML n-ary relationships is not straightforward.
The most common way to represent n-ary relationships in an ontology formal-
ism is reification [15]. In our work, conceptualization prevents n-ary relationships
by preferring addition of new classes or association classes with several binary
relationships.

Apart from SNP-Ontology, ChEBI and Disease Ontology which have been di-
rectly downloaded in OWL (http://www.fruitfly.org/˜cjm/obo-download/),most
external ontologies are not available in OWL. They had to be translated first.
Pharmacogenetics Ontology has been manually coded in OWL from text sources.
Because of redundancies, Mutation Event Controlled Vocabulary and Sequence
Ontology have been manually integrated and implemented in OWL. PATO and
Mammalian Phenotype Ontology have been converted from OBO format to OWL
thanks to the BONG-Protégé plugin [16]. OWL-translated ontologies are then as-
sociated to namespaces and are prefixed (Table 2) for being virtually imported in
SO-Pharm where they are articulated by concepts definitions:

(3) CHEBI : molecular entities # chemical compound
(4) MECV : genomic variation # genomic variation # SNPO : variant

The consistency and the class hierarchy of SO-Pharm including reused ontologies
have been validated with Racer 1.9 at each stage of the implementation thanks to
standard reasoning mechanisms [17]. Manual construction and expert contribu-
tion appear as solid advantages for articulating existing ontologies in a sensible
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way. It allows a proper use of reasoning mechanisms despite of unclear/various
purpose concepts that co-exist or overlap in ontologies.

3 Preliminary Testing of SO-Pharm Semantics

As a preliminary validation of the ontology, several examples of published phar-
macogenomic knowledge have been expressed with the SO-Pharm concepts.
This is performed by asserting individual cases presenting genotype, treatment
and phenotype features described in the litterature. The assertions of individ-
uals and related information (clinical trial, treatment) lead us to refine SO-
Pharm concepts. Genotype (encompassing several genomic variation), homozy-
gosity/heterozygosity, poor/rich metabolizer, anamnesis, treatment effect are ex-
amples of concepts added during the first round of testing in order to be able to
handle the representation of selected precise pharmacogenomic examples. Groups
of individuals have been artificially constituted to gather individuals presenting
common traits. Three groups of individuals are presented in expression (5), (6)
and (7):

(5) demyelinised patient # person
� ∀ presentsGenotype. ( ∃isTheGenotypeObservedFor.(% {rs1142345})

� ∃isComposedOf. % {G})
� ∀ presentsPhenotype. ( ∀measuredAccording.(% {6TGN proto})

� ∀PATO : hasAttribute.(% {6TGN conc})
� ∀PATO : hasV alue.(% {high}))

� ∀ isEnrolledIn. ( ∀isDefinedBy.(∀isComposedOf.
(% {mercaptopurine treatment}))

The meaning of (5) is that demyelinised patients are persons who present both
the allele G for the genomic variation rs1142345, a high concentration in 6-TGN
and are treated with mercaptopurine in a clinical trial.

(6) over anti coagul patient # person
� ∀ presentsGenotype. ( ∀isTheGenotypeObservedFor.(% {rs1057910})

� ∀isComposedOf.(% {C}))
� ∀ isComposedOf. ( % {CY P2C9 2})
� ∀ presentsPhenotype. ( ∀measuredAccording.(% {bleeding obs})

( ∀PATO : hasAttribute.(% {bleeding})
� ∀PATO : hasV alue.(% {high bleeding}))

� ∀ isEnrolledIn. ( ∀isDefinedBy.(∀isComposedOf.
(% {warfarin treatment}))

Patients with an over anti-coagulation (6) are persons who present both the allele
C for the genomic variation rs1057910, the CYP2C9*2 genotype, and important
bleeding and are treated with warfarin in a clinical trial.
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(7) venous thrombos patient # person
� ∀ isComposedOf. ( ∀sex.(% {female}))
� ∀ presentsClinicalData. ( ∀measuredAccording.(% {drug anamnesis})

� ∀isComposedOf.(% {oral contraceptive}))
� ∀ isComposedOf. (% {F2 A20210}� % {F5 A1691})

The patient group with venous thrombosis (7) are women who are using oral
contraceptive and present the F2 A20210 or the F5 A1691 genotype. Additional
assertions have led to localize and fix a few mistakes in the ontology instantiation,
and to precise restrictions on object and datatype relationships. The number of
required modifications decreased with each new assertion until the quasi-stability
of the ontology was reached.

In view of expressing pharmacogenomic knowledge units, SO-Pharm was en-
riched with a simple property mayBeRelated that allows to link genotype item,
phenotype item and chemical compound. Every required modification in the
ontology is done according to a new construction iteration by updating the con-
ceptual model, looking for reusable concepts, and finally modifying the ontology.

SO-Pharm is a crucial component for a future knowledge-based application
dedicated to pharmacogenomic knowledge discovery. A complete validation has
now to be conducted in the frame of the intended knowledge-based application,
i.e. aimed at evaluating how SO-Pharm is able to guide the KDD process. A
significant issue will be to develop appropriate wrappers to achieve heterogenous
data integration as in [7].

SO-Pharm and external ontologies it includes are available (in OWL format)
at http://www.loria.fr/˜coulet/ontology/sopharm.owl. We plan to submit SO-
Pharm to OBO portal to gain in visibility and facilitate further improvements.

4 Conclusion

Much of the quality of the SO-Pharm ontology relies on the initial extensive enu-
meration of term lists and use cases (specification and conceptualization steps).
Expert interviews and overview of existing ontologies are necessary for that pur-
pose. Interestingly case studies aimed at expressing already existing knowledge
extracted from the litterature lead us to enrich SO-Pharm with additional con-
cepts in an iterative process.

Embedding and extension strategies are used to anchor existing ontologies to
SO-Pharm concepts. This conceptualization task will become more and more
important since more and more autonomous ontologies are produced in the bio-
medical domain, e.g. for representing phenotype with formal ontologies.
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Abstract. Relational databases have been used to represent lexical knowledge 
since the days of machine-readable dictionaries. However, although software 
engineering provides a methodological framework for the construction of 
databases, most developing efforts focus on content, implementation and time-
saving issues, and forget about the software engineering aspects of database 
construction. We have defined a methodology for the development of lexical 
resources that covers this and other aspects, by following a sound software 
engineering approach to formally represent knowledge. Nonetheless, the 
conceptual model from which it departs has some major limitations that need to 
be overcome. Based on a short analysis of common problems in existing lexical 
resources, we present an upgraded conceptual model as a first step towards the 
methodological development of a hierarchically organized concept-based 
terminology database, to improve the access to medical information as part of 
the SINAMED and ISIS projects.     

1   Introduction 

Since the days of machine-readable dictionaries (MRD), relational databases (RDB) 
have been a popular device to store information for linguistic purposes. Relational 
database technology offers many advantages, being one of its more important ones the 
existence of a mature software engineering database design methodology. 
Nevertheless, most of the efforts aimed at developing linguistic resources (LR), 
whether they used RDB or not, have focused on content, implementation or time-
saving issues, putting aside the software engineering aspects of the construction  
of LR. 
                                                           
* The research described in this paper has been partially supported by the Spanish Ministry of  

Education and Science and the European Union from the European Regional Development 
Fund (ERDF) - (TIN2005-08988-C02-01 and TIN2005-08988-C02-02). 
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Many authors use the term “software engineering” synonymously with “systems 
analysis and design” and other titles, but the underlying point is that any information 
system requires some process to develop it correctly. The basic idea is that to build 
software correctly, a series of steps (or phases) are required. These steps ensure that a 
process of thinking precedes action: thinking through “what is needed” precedes 
“what is written”. Although software engineering spans a wide range of problems, we 
will focus here on the database design aspects. 

As it will be seen later, design issues are important when using RDB.  Moreover, 
as we stated in [1], design is also important because in order to develop, reuse and 
integrate diverse available resources, into a common information system, perhaps 
distributed, requires compatible software architectures and sound data management 
from the different databases to be integrated. With that in mind, we have defined a 
methodology [1], for the design and implementation of ontology-based LR using 
RDB and a sound software engineering approach. Nevertheless, the conceptual model 
we propose as a point of departure of the methodology has some major limitations, 
which have to be overcome in order to create structurally sound LR.  

In this paper, we will focus on the ontology representation limitations of our 
previous model (leaving the lexical side limitations for a future paper), and create a 
conceptual model of the ontological part, that overcomes such limitations as part of 
our efforts to have a solid foundation for action. Our final goal is to create a LR (a 
hierarchically organized concept-based terminology database) that will be part of an 
intelligent information access system that integrates text categorization and 
summarization, to improve information access to patient clinical records and related 
scientific documentation, as part of the SINAMED and ISIS projects [2]. 

The rest of the paper is organized as follows. In section 2, the advantages and 
disadvantages of RDB are pointed out, as well as the importance of database design in 
the construction of ontology-based LR. In section 3, some common problems of LR 
are summarized, and the need to develop methodologically engineered application-
oriented LR is signaled. In section 4, the methodological gaps of past developing 
efforts are underlined. In section 5, a set of ideas intended to help developers to 
formally specify and clarify the meaning of concepts and relations are depicted. In 
section 6, a conceptual model that integrates the aforementioned ideas is introduced 
and described. Finally, in section 7 some conclusions and future work are outlined. 

2   Designing LR Using RDB 

RDB present a series of advantages that have been taken into account when used to 
construct databases for linguistic purposes [1, 3, 4, 5, 6]. From a software engineering 
point of view, their main advantage is that they provide a mature design methodology, 
which encompasses several design stages that help designing consistent (from an 
integrity point of view) databases. This methodology comprises the design of the 
conceptual scheme (using the Entity/Relationship (E/R) model), the logical scheme 
(using the relational model), and the physical scheme. 

 



660 A. Vaquero et al. 

However, RDB have various drawbacks when compared to newer data models 
(e.g., the object-oriented model): a) Impossibility of representing knowledge in form 
of rules; b) Inexistence of property inheritance mechanisms; and c) Lack of 
expressive power to represent hierarchies. In spite of this, by following a software 
engineering approach, that is, by paying attention to the database design issues [4], 
most of these drawbacks can be overcome, and thus, let us take advantage of all the 
benefits of RDB.  

For instance, in [5] we can see how an UML (object-oriented) model is 
implemented within a RDB in a way that supports inheritance and hierarchy. Another 
similar example is found in [7], where the authors reproduce the structure of the 
Mikrokosmos ontology, using the E-R model. Other models [3, 8], although machine 
translation oriented follow a purely linguistic approach, and are not intended to 
overcame any of the limitations of the relational data model. 

As it can be deduced, we have focused on the limitations of RDB to represent 
ontologies. There are several reasons why we have done that. First, our work is 
focused on the design and implementation of ontology-based LR using RDB [1]. 
Second, it has been proved by [9] that the use of a hierarchically organized concept-
based terminology database, improves the results of queries on clinical data, and such 
is the goal of our projects. Third, we agree with [4, 10, 11, 12], when they state that 
the computationally proven ontological model, with two separated but linked levels of 
representation (i.e. the conceptual-semantic level and the lexical-semantic level) is 
our best choice for linguistic knowledge representation. 

We have only found one reference, of a development effort that follows our 
software engineering approach for the development of ontology-based LR: the 
aforementioned work of [7]. The difference between our model [1] and the one in [7] 
is that ours only follows the ontological semantics ideas of Mikrokosmos; it does not 
recreate its frame-based structure. Nevertheless, although the model in [7] replicates 
the powerful ontological structure of Mikrokosmos in a RDB, it inherits all its 
problems (some will be described in the next section). As for the model we present in 
[1], it has a thesaurus-like structure where the concepts of the ontology are linked by a 
single implicit and imprecise relation; a situation that is problematic and severely 
limits the model, as it will be shown next. 

3   Some Common Problems in LR 

It is relatively easy to create a conceptual model of a LR. As seen in the previous 
section, this has already been done. However, existing LR (ontology-based or not) are 
plagued with flaws that severely limit their reuse and negatively impact the quality of 
results. Thus, it is fundamental to identify these flaws in order to avoid past and 
present mistakes, and create a sound conceptual model that leads to a LR where some 
of these errors can be avoided. 

Most of the problems of past and present LR have to do with their taxonomic 
structure. For instance, once a hierarchy is obtained from a Machine-Readable 
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Dictionary (MRD), it is noticed that it contains circular definitions yielding 
hierarchies containing loops, which are not usable in knowledge bases (KB), and 
ruptures in knowledge representation (e.g., a utensil is a container) that lead to wrong 
inferences [13]. WordNet and Mikrokosmos have also well-known problems in their 
taxonomic structure due to the overload of the is-a relation [14, 15]. In addition, 
Mikrokosmos represents semantic relations as nodes of the ontology. This entails that 
such representation approach where relations are embedded as nodes of the ontology 
is prone to suffer the same is-a overloading problems described in [14, 15], as well as 
the well-known multiple inheritance ones (figure 1 illustrates this point by showing 
part of the Mikrokosmos ontology). In the biomedical domain, the UMLS has 
circularities in the structure of its Metathesaurus [16], because of its omnivorous 
policy for integrating hierarchies from diverse controlled medical vocabularies whose 
hierarchies were built using implicit and imprecise relations. Some of the 
consequences of these flaws, as well as additional ones have been extensively 
documented in [10, 11, 14, 17, 18, 19, 20, 21] for these and other main LR. 

 

Fig. 1. Embedded Relations in the Mikrokosmos Ontology 

3.1   Methodologically Engineered Application-Oriented LR 

We have come a long way from the days of MRD. However, still today, the focus is 
on coverage and time-saving issues, rather than on semantic cleanness and application 
usefulness. Proof of this are the current different merging and integration efforts 
aimed at producing wide-coverage general LR [21, 22], and the ones aimed at 
(semi)automatically constructing them with machine learning methods [23, 24]. 
However, no amount of broad coverage will help raise the quality of output, if the 
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coverage is prone to error [11]. We should have learned by now that there are no short 
cuts, and that most experiments aimed at saving time (e.g., automatically merging LR 
that cover the same domains, or applying resources to NLP that are not built for it, 
like machine-readable dictionaries and psycholinguistic-oriented word nets) are of 
limited practical value [25]. Furthermore, in the current trend of LR development 
issues such as how to design LR are apparently less urgent, and this is haphazard. 
More attention must be paid on how LR are designed and developed, rather than what 
LR are produced. 

The experience gained from past and present efforts clearly points out that a 
different direction must be taken. As [18] pointed out back in the days of MRD: 
“rather than aiming to produce near universal LR, developers must produce 
application-specific LR, on a case by case basis”. In addition, we claim that these LR 
must be carefully conceived and designed in a systematic way, according to the 
principles of a software engineering methodology. This is especially true if RDB are 
to be used as a knowledge representation schema for LR. 

4   Methodological Gaps in the Development of LR Using RDB 

Since we are interested in the development of a LR using RDB, it is worth mentioning 
that all the cited efforts in section 2, although they produced useful resources, they 
forgot about the methodological nature of RDB. They all stopped at the conceptual 
design stage. Thus, there is not a complete description of the entities, relationships 
and constraints involved in the conceptual and logical design of the DB.  

The methodology we propose in [1] encompasses all of the database design phases. 
Nonetheless, the conceptual model from which it departs has several problems with 
respect to ontology representation; mainly, its does not foresee any control and 
verification mechanism for clarifying the semantics of relations, a problem that as 
seen in section 3 is of main concern. 

Hence, if we are to design a hierarchically organized concept-based terminology 
database using RDB, our conceptual model must take also into account the semantic 
relations issue. As a first step, we enhance the conceptual model presented in [1] as 
shown in the next section.  

5   Refining the Semantics of Concepts and Relations 

In order to give our first step towards the enhancement of the conceptual model, we 
need to clearly state what are the elements that will be abstracted and represented in 
our upgraded conceptual model, that will help us to: a) build application-oriented LR 
(as pointed out in section 3.1); and b) avoid the problems present in existing LR as 
described in section 3.  

These elements are concepts, properties of concepts, relations, and algebraic and 
intrinsic properties of relations. They will help an ontology developer to specify for 
concepts and relations formal and informal semantics that clarify the intended 
meaning of both entities in order to avoid the problems discussed in section 3. 
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Informal semantics are the textual definitions for both concepts and relations, as 
opposed to formal semantics that are represented by the properties of concepts and 
relations. 

However, the fact that these elements will be part of the enhanced conceptual 
model does not imply that they are an imposition but rather a possibility, a 
recommendation that is given to each ontology developer. In the following, we detail 
the elements surrounding the basic element of our model: concepts. 

5.1   Properties of Concepts 

These are formal semantic specifications of those aspects that are of interest to the 
ontology developer. In particular, these specifications may be the metaproperties of 
[15] (e.g., R, I, etc.) In our application-oriented approach to LR development, only the 
properties needed for a concrete application domain should be represented. These 
properties play an important role in the control of relations as it will be seen later.  

5.2   Relations 

Instead of relations with an unclear meaning (e.g. subsumption), we propose the use 
of relations with well-defined semantics, up to the granularity needed by the ontology 
developer. Moreover, we refuse to embed relations as nodes of the ontology (because 
of the problems commented in section 3) or to implicitly represent any relation as it is 
done in Mikrokosmos with the is-a relation. We call these, explicit relations. This 
represents a novelty and an improvement when compared to similar design and 
implementation efforts as [7] based on RDB. In the next two subsections, we will 
describe the elements that help clarifying the semantics of relations. 

5.3   Algebraic Properties of Relations 

The meaning of each relation between two concepts must be established, supported by 
a set of algebraic properties from which, formal definitions could be obtained (e.g., 
transitivity, asymmetry, reflexivity, etc.). This will allow reasoning applications to 
automatically derive information from the resource, or detect errors in the ontology 
[26]. Moreover, the definitions and algebraic properties will ensure that the 
corresponding and probably general-purpose relational expressions are used in a 
uniform way [26]. Tables 1 and 2 (taken from [26]) show a set of relations with their 
definitions and algebraic properties. 

Table 1. Definitions and Examples of Relations 

Relations  Definitions Examples 
C is-a C1 Every C at any time is at 

the same time a C1 
myelin is-a lipoprotein 

C part-of C1 Every C at any time is part 
of some C1 at the same time 

nucleoplasm part-of 
nucleus 
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Table 2. Algebraic Properties of Some Relations 

Relations Transitive Symmetric Reflexive 

Is-a + - + 

part-of + - + 

5.4   Intrinsic Properties of Relations 

How do we assess, for a given domain, if a specific relation can exist between two 
concepts? The definitions and algebraic properties of relations, although useful are 
not enough. As [15] point out, we need something more. Thus, for each relation, there 
must be a set of properties that both a child and its parent concept must fulfill for a 
specific relation to exist between them. We call these properties, intrinsic properties 
of relations. For instance, in [15] the authors give several examples (according to their 
methodology) of the properties that two concepts must have so that between them 
there can be an is-a relation. 

6   Designing the Conceptual-Semantic Level of the Concept-Based  
     Terminology Database 

In this section, we present the conceptual model (an E/R scheme upgraded from our 
model in [1]) shown in figure 2, for the conceptual-semantic level of our future 
terminology database as a result of the first design phase, where all the ideas 
described in section 5 have been incorporated. However, as it was previously 
established, the model will reflect only the ontology part of our future hierarchically 
organized concept-based terminology database.   

The entity set Concepts denotes the meaning of words, and it has two attributes: 
ConceptID (artificial attribute intended only for entity identification), and 
ConceptDefinition, intended for the textual definition of the meaning (informal 
semantics). The entity set ConceptProperties represents the set of formal properties 
described in section 5.1, and it has one attribute: ConceptProperty used to represent 
each property. 

The entity set Relations represents the set of relations that can exist in an ontology, 
and it has two attributes: Relation that captures the textual name of each relation (e.g., 
is-a, part-of, etc.), and RelationDefinition for the textual definition of relations 
(informal semantics) as illustrated in table 1. 

The entity set AlgebraicProperties represents the properties of relations (formal 
semantics) as seen in table 2, and it has one attribute: AlgebraicProperty that denotes 
each algebraic property. The entity set IntrinsicProperties conveys the set of 
properties mentioned in section 5.4 and has one attribute: IntrinsicProperty which 
represents each intrinsic property. 
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Fig. 2. Conceptual Model for an Ontology-Based LR 

The relationship set HasProperty is used to assign properties to concepts. The 
ternary relationship set HasRelation is used to represent that two concepts in an 
ontology can be linked by a given relation. The relationship set HasAlgProperty is 
used to convey that relations could have attached a set of algebraic properties; the 
same applies for the relationship set HasIntProperty, but for intrinsic properties. 

7   Conclusions and Future Work 

The use of RDB to represent lexical knowledge provides a complete software 
engineering methodological approach for the design of the database that will contain 
the LR. However, the approaches that use this technology sometimes only present an 
E-R schema and forget about the rest of the DB development stages or simply state 
that they use RDB. This is far from being adequate, as LR to be used by domain 
specific applications need to be developed in such a way that all the modeling choices 
are clearly stated and documented.  

With that in mind, we have chosen to develop our future terminology database 
following a sound software engineering methodology. However, the proposed 
conceptual model of the methodology had some major limitations. In order to 
overcome them, we modified it based on an analysis of common problems in LR. The 
new model can now account for any number of ontological relationships (as long as 
they are binary), and we have incorporated a set of ideas that help designing 
application-oriented LR where the semantics of relations is clearly stated and the use 
of relations can be controlled (e.g., the model allows the integration of the OntoClean 
[15] method for evaluating taxonomies). Moreover, although we have selected RDB 
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to represent lexical and conceptual knowledge, the model is totally independent of 
any knowledge representation schema (i.e., databases or knowledge bases).  

We still have to go through the logical and physical design stages of the database. 
However, we have taken a first step towards our final goal, by clearly stating and 
depicting the structure, scope and limitations of our future LR. Moreover, we have 
focused on the ontology side of the model; however, the lexical side of our previous 
model (see [1]) also needs to be upgraded as it is quite limited. Thus, we are 
considering the integration of the E-R model for the lexical side of an ontology-based 
LR proposed and described in [4]. 

A thing that must be clearly understood is that our efforts lean towards the 
establishment of a software engineering methodology for the design and 
implementation of ontology-based LR using RDB. However, it is not a methodology 
aimed at saving time by:  a) constructing or extracting a LR from texts using machine 
learning methods [23, 24] or b) merging different LR into a definitive one [21, 22]. 
We follow a software engineering approach (where thinking precedes action) by 
focusing on analysis, design and reuse (as understood by software engineering) 
aspects. Thus, we apply the principled methods and techniques of software 
engineering (which guide the development of user-oriented, readable, modular, 
extensible, and reusable software) to the design and implementation of ontology-
based LR. 

Finally, a very important aspect in developing a LR is the availability of software 
tools for its enlargement and modification. However, the majority of the management 
software tools for LR are just briefly described, by pointing out their features, and 
although some are extensively described [7, 17], there is no declared software 
engineering approach for their development [1]. Although not covered in this paper, 
our methodology takes also into account this important aspect. 
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Abstract. Large knowledge bases integrating different domains can provide a
foundation for new applications in biology such as data mining or automated
reasoning. The traditional approach to the construction of such knowledge bases
is manual and therefore extremely time consuming. The ubiquity of the internet
now makes large-scale community collaboration for the construction of knowl-
edge bases, such as the successful online encyclopedia “Wikipedia”, possible.

We propose an extension of this model to the collaborative annotation of mole-
cular data. We argue that a semantic wiki provides the functionality required for
this project since this can capitalize on the existing representations in biological
ontologies. We discuss the use of a different relationship model than the one pro-
vided by RDF and OWL to represent the semantic data. We argue that this leads
to a more intuitive and correct way to enter semantic content in the wiki. Further-
more, we show how formal ontologies could be used to increase the usability of
the software through type-checking and automatic reasoning.

1 Background

Recent technology developments have lead to the availability of genome sequence and
annotation data for a wide variety of species. More than twelve mammalian and thou-
sands of non-mammalian genomes have been sequenced and are publicly available.
Large volumes of biological data including sequences, structures, functions, pathways
and networks are now available. One of the major challenges in the field of bioinfor-
matics is to store and represent this data in a way which enables researchers to analyze
data integrated from diverse domains[1–3].

Understanding the relationship between phenotype (identifiable traits) and genotype
(heritable information), and the influence of environmental factors on both, remains a
major research area. The interaction between various factors resulting in the phenotype
is highly complex and requires a detailed understanding of multiple areas of biology.
Among these, gene function is considered central.

One approach to solve the problem of representing and structuring data about genes
and gene products is the Gene Ontology[4]. In its current release, the Gene Ontology
has more than 19000 concepts. Each concept names either a molecular function, or a
biological process to which a gene product is associated, or the location of the gene
product within the cell. The concepts are linked by two relations, part-of and is-a. Both
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relations satisfy the transitivity property (the statement, that if some gene is associated
with a category it is also associated with all the linked super-categories)1. The Gene
Ontology is maintained by a team of curators and relies heavily on input from the com-
munity for its content and correctness. Linking gene products to the GO is performed
independently for various databases and model organisms. While the GO provides in-
formation about genes that have certain functions, or which are known to be in some
way associated with a function, process or cellular component, it does not provide a
review of the research and discussions leading to this hypothesis – information which
is crucial in the analysis of the function of a gene product and in discussing it in context
with previous assumptions.

While the current biological databases and ontologies provide information about
many features of a gene, the discussion of hypotheses regarding the biological function
is missing. Wang [5] raised the question whether this problem could be solved by a wiki
similar to wikipedia[6]. In his opinion the striking advantage of a wiki is the implicit
community involvement. He concludes that “[A] wiki on gene function, which utilizes
the collective brain power of biologists around the world, would be an invaluable tool
for biological sciences.”

2 The Application of Wikis and the Need for Structure

Wang’s idea to use a wiki for the collaborative work on a comprehensive description
of the function of genes is inspired by the success story of the online encyclopedia
Wikipedia. A recent comparison of the traditional to the Wikipedia way of gathering
information shows that this approach is competitive [7]. While these results are encour-
aging and show that the idea has potential, we see one major obstacle to this approach:
the users of Wikipedia use the encyclopedia in a more or less traditional way to find
information about one keyword (and relevant further articles by following links) while
large scale analyzes in biology require the extraction of information regarding many
items at the same time in a format suitable for computation. We propose the use of an
extended semantic wiki as suitable for addressing these issues and providing data in
biologically relevant formats. In this semantic wiki, instances or concepts (which are
instances of some meta-category “concept”) are treated as wiki pages and relationships
between them are treated as hyperlinks between wiki pages.

Furthermore, since ontologies play a major role in the description of data about
genes, the structure of existing ontologies must be compatible with the wiki. There-
fore, a semantic wiki will allow for the description of information about transcripts and
for the collaborative development of a biomedical knowledge base which is used for
describing transcripts and other biological entities. In this paper, we will call this wiki
the “gene function wiki”.

2.1 Semantic Wikis

In order to enable the users of the gene function wiki to extract the contents in a machine
readable format, the syntax of the standard wiki page has to be enhanced. Many wikis

1 In the terminology of the Gene Ontology this is called the “True-Path-Rule”.
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which use a formal model to represent content have been developed in recent years.
Most of these semantic wikis use Semantic Web technology (OWL and RDF) as their
underlying representation formalism. For our purposes, semantic wikis can be divided
into two main categories: ontology editors with features to support collaboration or
transactions[8, 9], and wikis which are extended to allow for the semantic annotation
of links or attributes[10–13]. The first often support more expressive constructs, such
as OWL-DL, and are intended for users who have experience in the creation and use of
ontologies and knowledge bases and are interested in the collaborative features, while
the latter support RDF and rarely more expressive formalisms, and tend to be focused
on users with a main interest in adding semantic context to the edited text.

The gene function wiki is intended for use by biologists with limited knowledge of
formal logic, the Semantic Web or ontologies. It is therefore vital to keep the front-end
intuitive, while representing the complexity of interactions between genes. Intuitive and
commonsense ways for knowledge acquisition are of major importance if the applica-
tion is to be widely adopted.

2.2 Requirements

We summarize here the requirements for building a gene function wiki. First, it must
be possible to use and represent the structure of ontologies in the wiki in a way which
can be queried rapidly. For example, a query for all the genes which are involved in
apoptosis in neural crest cells relies heavily on the structure and semantics of the rela-
tions in the Gene Ontology[4] and the Celltype Ontology[14], and requires a structured
representation of the information in our wiki describing gene functions.

A different type of formal information is necessary to answer questions about the
exact way in which a gene is taking part in a biological process, i.e., whether the gene
product just supports the function, or if it is an integral part of the chemical reaction. We
need to be able to distinguish between a gene product which participates in a process
from one which results from it. Ontologies such as the Ontology of Functions[15, 16]
require n-ary relations, so queries for the exact role a gene product plays in a relation are
relevant. We may want to restrict these queries even further, for example by requesting
a specific author or evidence. All this requires a way to add structured information to
the wiki and well-defined semantics for the relations and attributes used. Furthermore,
access to the relations used in biomedical ontologies and their semantics are needed to
represent and query the description of gene functions.

Because a major part of the knowledge which is developed is represented as text,
the use of a simple frontend is essential to the application. We will therefore extend
a semantic wiki to be adapted specifically to the problem at hand, since none of the
existing prototypes satisfies our needs.

In addition to the use of existing biomedical ontologies in the description of the
functions of genes and gene products, new concepts which are not yet part of any bio-
medical knowledge base may be required to describe the functionality of a gene, and it
must be possible to add them to the wiki and interrelate them with the existing biomed-
ical ontologies. Therefore, another application for the gene function wiki will be the use
as a collaborative ontology and knowledge base curation system[17]. For this task, it is
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crucial to provide intuitive ways to enter semantic content in the wiki, and to implement
automatic checks for logical errors.

Finally, it must be possible to describe concepts as well as individuals in the gene
function wiki. Concepts are used to categorize findings in an experiment, which is an
individual. Also, annotating some experiment requires the description of individuals,
while the conclusions are often abstractions and generalizations, therefore concepts.

3 Representation Language

Most semantic wikis allow only for the representation of binary relations, due to the
restriction of the RDF format to binary relations. However, many relations in biomedi-
cine, such as the annotation relation, can take more arguments. What is needed is an
intuitive way to model n-ary relations in a semantic wiki. This can be done by keeping
the original understanding of the semantic relations, as a typed link to another page in
the wiki, but adding argument slots to the relation, which may be filled by arguments of
an appropriate type (further discussed later on).

3.1 OWL and RDF

OWL and RDF are specifications for a metadata model maintained by the World Wide
Web Consortium (W3C). RDF allows one to make statements about things in the form
of subject – predicate – object triples, where the subject is the resource which is de-
scribed, the relation represents a specific aspect of this resource, and the object is the
value of the relationship.

OWL is an extension of RDF, and can be used to share and publish ontologies. OWL
comes in three flavors, OWL-Lite, OWL-DL and OWL-Full. The expressive power of
OWL-DL is equivalent to the description logic S HOIN(D), and the expressive power
of OWL-Lite to S HIF(D) [18].

It is possible to reify statements made in RDF, and treat them as a new resource. This
can be used to introduce n-ary relations. It is further possible to introduce a concept in
OWL that takes n attributes as an n-ary relation in OWL. This can be used to export our
data model, which is described later, to OWL.

3.2 Relations and Roles

K. Devlin [19] describes a model for relationships which is close to the everyday use of
relations in, for example, natural language expressions, and which meets our require-
ments. Relations in [19] are specified by means of a name and named argument roles,
which are slots in which objects of a specified type can be placed. It is possible to omit
arguments in a use of the relation. However, a minimality condition is defined for each
relation, defining which argument slots must be filled in order for a relation to be mean-
ingful. For example, the relation partO f could be described as < partO f |part,whole,
context > or the relation eats as < eats|eater, eatenOb ject,means, location, time >
where means denotes the means used to eat (such as a knife). The statement “John eats
an apple now” would be represented as� eats, eater � John, eatenOb ject� apple,
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time � tnow �. Note that the means and location argument roles are unfilled. A mini-
mality condition here could state that either the eater or the ob jectEaten must be filled.
These argument roles will also restrict the type of object which may fill the role, as we
will discuss in section 4.

RDF can be integrated in this view: for some RDF triple sub ject, predicate, ob ject,
we can define the relation < relation, sub ject, ob ject >. The relationship model we use
is similar to UML associations[20] and topic maps[21, 22]. Our representation of the
structure of relations is also close to the account on roles given in [23, 24]. We will
show this similarity in the discussion of our data-model in section 5.

4 Ontological Type System

Part of the strategy which lead to the success of wikis is that they leave their users
a maximum of liberty; there is no structure in a wiki except for the one provided by
the users of the wiki. We, however, want to use a wiki for the creation of a structured
knowledge base, in a domain in which rich representations of structures exist in the
form of ontologies. In this section, we address the question how to add such a structure
without limiting the ability a user has to edit information in the gene function wiki.
Instead we wish to provide an easy reference to the structure which is available in the
wiki itself, and to structures which have been developed outside the wiki and will be
used to annotate content of the wiki, such as the Gene Ontology.

But first, let us collect some examples of what kind of structure we talk about. Bi-
ological processes in the Gene Ontology, for example, are related using two relations,
part-of and is-a. Additionally, conceptualizations and formalizations of the most gen-
eral entities in biology are developed[25,26]. Some of these conceptualizations are new
and still need to gain wide acceptance in the biological community[15], but others such
as the need for the concepts of “function”, “process” and “localization” as included
in the Gene Ontology are accepted throughout the scientific biological community. At
least the terminology and structure that the Gene Ontology provides must be usable for
the description of the gene products.

We provide a structural layer of the wiki in the form of a biomedical core ontology.
This core ontology gives natural language and formal definitions of the most general
biomedical concepts, such as biological process, biological function, or organism. Ad-
ditionally, the core ontology defines relations between these concepts, for example a
relation Realizes between processes, functions, and objects. Furthermore, it defines the
upper categories of all the biomedical domain-ontologies which are used in conjunction
with the wiki.

Since a core ontology is a rigorous yet abstract formalization of the entities and
relations of a domain, all of the (semantic) information in the wiki can be embedded in
the core ontology. Making a general set of relations available leads to less redundancy
in the definition of new relations. For example, the relation is-a could also be named
subclass-of, specialization-of, or subsumed-by. By providing one relation in the core
ontology, all these names will be derivates of this one relation, which has been formally
defined.
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Furthermore, the core ontology can be used as a type system for the relations and
concepts in the gene function wiki as described in [27]. For example, a relation has-
function could be specified as relating only biological functions, biological objects, and
a context. With concepts in the gene function wiki that have types, two things can be
done whenever some concepts are related using the has-function relation: (1) verify-
ing whether the arguments of this relation are of the type which is specified by the
has-function relation, and (2) automatically classifying the arguments of the relation as
arguments of the appropriate type.

As an example of what can be done, assume that a hasCellFunction relation was
defined in the following way, where the arguments are specified as (role, type) tuples,
and cell, bioFunction, and situation are concepts defined in the core ontology:

< hasCellFunction, (bearer, cell), ( f unction, bioFunction), (context, situation) >

A concept (wiki page) A which occurs in the bearer role of this relation is automati-
cally classified as a cell, and inherits all properties of cells that are defined in the core
ontology (such as the potential to be part of some tissue) and the ontologies which are
embedded in the core ontology (such as the existence of a part which is a membrane as
defined in the Gene Ontology). If the same concept A occurs in a different relation filling
a role which is typed as organism, A is reclassified as cell � organism, a mono-cellular
organism (e.g., a bacteria).

Also, if cells in the core ontology were defined as a superclass of things which have
as part a nucleus, and the concept A in the wiki had a nucleus as part, then A can be
classified as cell.

This type system can also be used for information retrieval: using the core ontology,
it is possible to query for all the processes to which a gene is associated.

We use the core ontology GFO-Bio[26] which is based on the top-level ontology
General Formal Ontology[28] (GFO). This is particular useful because the GFO in-
cludes a well-developed analysis of ontological categories such as universals, concepts
and symbols. Symbols play an important role in the description of genes, DNA or RNA.
Although the GFO is a top-level ontology which is formalized in first order logic, an
OWL-DL version is available for conceptual modeling purposes. GFO-Bio, which is
based on the GFO, is available in OWL-DL as well.

5 Data-Model

In addition to storage for the text in the wiki articles, we need an additional place to
store the semantic data, similar to other semantic wikis[10].

A UML diagram of the data model is shown in figure 1. What can be seen is the
distinction between concepts on the left hand side, and their instances – individuals –
on the other. Relations can be defined as concepts by a relation name and a number of
role–type pairs. The type of a role can be a disjunctive type, which is the reason for the
n : m relationship between roles and types. Roles are bound to one relation and cannot
be reused.

On the other side are instances. Instances of relations – called relators in the
General Formal Ontology (GFO) [28] – can be split into instances of roles, called
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Fig. 1. UML Diagram of the data model

qua-individuals in [29], which are played by objects. In the terminology of [24, 23],
roles – here represented in the argument table – are dependent on a context (the in-
stance of the relation, or the relator) and a player (the object). These constraints are
represented as restrictions on the cardinality of the relation arguments have to objects
and relators.

6 Discussion and Future Research

There are still many problems which require a solution. Although there are some bio-
medical core ontologies already available, none of them has ever been applied as dis-
cussed in our proposal. It is to be expected that in addition to the concepts of the bio-
medical domain, concepts which are not part of this domain must be added. Types such
as numbers, coordinates, strings, author names, et cetera are not a part of the current
core ontologies for biomedicine, but will be required for application in the wiki.

Another question is how far the idea we discussed here could be generalized to other
domains. It is tempting to use the same architecture for other domains such as chemistry,
physics or even social sciences, by adding different core ontologies for other domains,
and embed them into the same top-level ontology, GFO. However, it remains open,
whether interesting parts of other domains can be formalized with the language we pro-
vide, or if richer formalisms are required. For example, the core ontology of mathemat-
ics is set theory. But formalizing interesting theorems requires a rich – and undecidable
– language. In biology, useful information can be formalized in languages that can never
express logical inconsistencies, e.g. in the Gene Ontology[4], and is therefore particu-
larily suited for collaborative knowledge aquisition. A similar problem arises if the type
system was reduced to a top-level ontology such as the GFO[28], in order to modify the
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core ontology itself. The language in which the core ontology is formalized is at least
description logic, and despite the fact that the language to formalize this knowledge
would become highly complex, the problem of how to treat inconsistencies arises and
ways to resolve these must be found.

Another issue to be solved before a gene function wiki could become successful is
that of trust in the information in such a wiki. The advantage of the ontologies provided
by a consortium is that domain and ontology experts collaborated in the creation of
these ontologies which results in a high quality for them. A way to solve this in a
wiki is to use a confidence or reputation system for the users of the wiki. However, the
representation of this confidence in the knowledge model is problematic: it may result
in fuzzy truth values for parts of the ontology[30], which would have to be defuzzicated
for most applications. We also consider a web-of-trust approach[31] where users can
trust particular users, e.g., ontology experts, and obtain a view on the knowledge in the
wiki based on their choice of whom to trust. However, it remains open what the neutral
perspective on the wiki[32] would be, as this would divide the wiki in a number of
personal knowledge bases, different for each user depending on whom she trusts.

Finally, the integration of external databases and ontologies may require modifica-
tions on automated reasoners. Many ontologies which exist at present are formalized us-
ing a trivial knowledge representation language, often based on directed acyclic graphs.
Reasoning on these structures is highly efficient, which is necessary as these ontologies
tend to have a large number of concepts. Ontologies formalized in description logic, on
the other hand, require more sophisticated reasoners which are much less efficient, while
they usually have much fewer concepts. For efficiency, it would be beneficial to employ
a hybrid reasoner which uses the most efficient reasoning algorithm for each part of the
knowledge base. E.g., it performs a graph search on a directed acyclic graph and reuses
the results from this query when performing queries which require the core ontology
(which is formalized in description logic), while preserving the semantics and defini-
tions which are given by the integration of the domain ontologies in the core ontology.

7 Conclusion

Let us revisit what we have discussed so far. First, we argued that a wiki can be enhanced
by semantic relations, and that this addition is necessary for our application in order to
search for genes and other biological entities, automatically check consistency, classify
and group genes together, and for the integration with other knowledge bases. Second,
we introduced our data model for storing the semantic content of the wiki, using n-ary
relations.

Finally, a type system which is based on a formal core ontology for bio-medicine is
beneficial. Because the information in the gene function wiki is highly structured due
to the representation of semantic relations, it is necessary to provide the most general
building blocks of the semantic content in the wiki. We will use the types provided by
the core ontology as type system for the assertion of semantic relations. We can use
a top-level ontology as foundation for the biomedical core ontology in order to allow
the content of the gene function wiki to be used in a wider scientific context – such as
chemistry.
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In summary we have discussed requirements and some theoretical aspects of the
implementation of a gene function wiki which we believe may provide new insights for
biologists, as well as the Semantic Web and the wiki community. A work-in-progress,
prototypical implementation, which, however, may not be (fully) functional, can be
found for evaluation purposes on http://onto.eva.mpg.de/bowiki.

An implementation of a gene function wiki has the potential to provide a powerful
tool for the annotation of gene data in biology. Additionally, the integration of formal
ontologies and wikis may lead to new applications for wikis and ontologies in areas
where their use has been rather limited until now. Further, using the framework in-
troduced here for curation and maintainance of biomedical ontologies will enable the
possibility to use information and ontology extraction methods from computer linguis-
tics in order to create prototypical ontologies, or to generally make ontology curation
and annotation faster and cost-efficient[33].

With the rapid growth of biological knowledge increasingly sophisticated methods
are needed in order to close the gaps in storing, processing and representing this knowl-
edge. Using a wiki for these purposes is far more than just an appealing idea. The needs
of researchers force us to consider novel approaches such as data organization using
ontologies, and data mining combined with reasoning over the given facts.
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17. Hoehndorf, R., Prüfer, K., Backhaus, M., Visagie, J., Kelso, J.: The design of a wiki-based
curation system for the ontology of functions. In: The Joint BioLINK and 9th Bio-Ontologies
Meeting. (2006)

18. Horrocks, I., Patel-Schneider, P.F.: Reducing OWL entailment to description logic satisfya-
bility. In: Proc. ISWC 2003. Number 2870 in LNCS. Springer (2003) 17–29

19. Devlin, K.: Logic and Information. Cambridge University Press (1991)
20. Group, O.M.: UML 2.0 infrastructure specification. Document ptc/03-09-15 (2004)
21. Pepper, S., Moore, G.: XML topic maps (XTM) 1.0. http://topicmaps.org/xtm/1.0/

(2001)
22. Garshol, L.M., Moore, G.: Topic maps – XML syntax. http://www.isotopicmaps.org/
sam/sam-xtm/ (2006)

23. Loebe, F.: An analysis of roles: Towards ontology-based modelling. Master’s thesis, Institute
of Informatics (IfI), University of Leipzig (2003)

24. Loebe, F.: Abstract vs. social roles: A refined top-level ontological analysis. In Boella, G.,
Odell, J., van der Torre, L., Verhagen, H., eds.: Proceedings of the 2005 AAAI Fall Sympo-
sium ’Roles, an Interdisciplinary Perspective: Ontologies, Languages, and Multiagent Sys-
tems’, Nov 3-6, Arlington, Virginia. Number FS-05-08 in Fall Symposium Series Technical
Reports, Menlo Park (California), AAAI Press (2005) 93–100

25. Rector, A., Stevens, R., Rogers, J.: Simple bio upper ontology. http://www.cs.man.ac.
uk/∼rector/ontologies/simple-top-bio/ (2006)

26. Loebe, F., Hoehndorf, R.: General Formal Ontology. https://savannah.nongnu.org/
projects/gfo/ (2006)
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Abstract. The -omics data revolution, galvanized by the development of the 
web, has resulted in large numbers of valuable public databases and 
repositories. Scientists wishing to employ this data for their research are faced 
with the question of how to approach data integration. Ad hoc solutions can 
result in diminished generality, interoperability, and reusability, as well as loss 
of data provenance. One of the promising notions that the Semantic Web brings 
to the life sciences is that experimental data can be described with relevant life 
science terms and concepts. Subsequent integration and analysis can then take 
advantage of those terms, exposing logic that might otherwise only be available 
from the interpretation of program code. In the context of a biological use case, 
we examine a general semantic web approach to integrating experimental 
measurement data with Semantic Web tools such as Protégé and Sesame. The 
approach to data integration that we define is based on the linking of data with 
OWL classes. The general pattern that we apply consists of 1) building 
application-specific ontologies for “myModel” 2) identifying the concepts 
involved in the biological hypothesis, 3) finding data instances of the concepts, 
4) finding a common domain to be used for integration, and 5) integrating the 
data. Our experience with current tools indicates a few semantic web 
bottlenecks such as a general lack of ‘semantic disclosure’ from public data 
resources and the need for better ‘interval join’ performance from RDF query 
engines. 

1   Introduction 

The -omics data revolution, galvanized by the development of the web, has produced 
large numbers of valuable public databases and repositories. These databases enable 
many types of research by providing free web access to essential up-to-date -omics 
information and even raw data. However, the same revolution has also led to an 
explosion of proprietary formats and interfaces. Researchers who want to integrate 
data from several sources must find a way to extract information from a variety of 
search interfaces, web page formats, and API's. To complicate matters, some 
databases periodically change their export formats, effectively breaking the tools that 
provide access to their data. Although this scenario is an improvement on a decade 
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ago, there is still very little Semantic Web technology involved. Most  -omics 
databases do not yet provide metadata and, when it is available, do not provide it in a 
standard format with common semantics. We envision a future where not only data 
but also schemas that describe them are accessible in semantic web formats such as 
RDF, RDFS, and OWL, and data is provided with the semantic annotations that are 
necessary to link them to the concepts that describe their components. 

One of the most promising notions that Semantic Web brings to biology is that the 
search for data, and even experiments themselves, can eventually be specified in 
terms of the relevant biological concepts. Once disclosed along with the 
corresponding data, these concepts can then serve as part of the documentation for the 
experiment itself, helping to encode the hypothesis and relevant domain knowledge. 
Moreover, these concepts can eventually be used to define and steer the execution of a 
computational experiment, thus removing the burden of many implementation details 
and allowing scientists to define experiments in their own terms, i.e. ontologies of 
their choice or making.  

An essential element of a semantic web contribution for the life sciences is data 
integration. Most forms of computational biology, workflow, data analysis, and 
visualization require data integration (see [1, 2] and references therein). In the 
context of the Virtual Laboratory e-science (VL-e) project, we consider how 
biologists could perform integrative bioinformatics research by considering biology 
use cases as working examples. Our specific use case requires data integration in 
order to explore the viability of a hypothesis that links epigenetics and transcription. 
Our goal is to perform data integration in a way that is repeatable and self-
documenting as a result of syntactic and semantic disclosure. In this article, we 
describe a semantic web approach to performing biological data integration that we 
think is general enough to be useful to a variety of disciplines in the context of 
virtual laboratories and e-science. 

1.1   Biology Use Case-Background 

The goal of our use case is to unravel the relationship between the histone code, DNA 
sequence, and transcription. We start our incremental approach by studying the 
relationship between two components: histones and transcription factor binding sites 
in the DNA sequence. Histones are specific types of proteins that bind DNA and as 
such are central to packaging long DNA molecules into chromosomes in the nucleus 
of a cell. They undergo specific modifications, such that a pattern over the 
chromosomes is formed, referred to as a ‘histone code’ [3]. ‘Transcription factors’ are 
also proteins that can bind DNA to directly influence gene expression. Many of the 
DNA sequences to which transcription factors bind, i.e. transcription factor binding 
sites, have been identified and localized on human DNA. The biological question in 
our case is: How is chromatin involved with transcription? 

1.2   Creating Application-Specific Ontologies for myModel 

The first step of our approach is to assemble the concepts relevant to our biological 
hypothesis. These concepts will serve as the terms of a controlled vocabulary that we 
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can use to build our queries. The use of ontologies as controlled vocabularies can be 
found in practice such as in [4]. Lacking an existing ontology that covers the concepts 
relevant to our research problem, we create an ontology that will serve as myModel1. 
This ontology is limited to the concepts necessary to describe the problem domain of 
our experiment and could be called an application-specific ontology. We expect our 
ontology to evolve during the course of our case studies, or be merged with ontologies 
created by the domain community. These same OWL classes can be eventually used 
to link to other knowledge, such as relations with other OWL classes or rules [5] for 
use by reasoners. Although the ontology is used as a namespace during our data 
integration, the consistency checking that is possible is an important advantage of 
using OWL for myModel. Of course, best practices and design patterns [6] should be 
employed to ensure correctness and reusability. To enhance future interoperability 
with biomedical ontologies, we are investigating how to employ the relations 
proposed by Smith et al [7]. 

After evaluating the Gene Ontology [8] and seeking other appropriate ontologies 
using Swoogle [9], we decided to build our own application-specific ontology for 
histones in OWL: HistOn. One of the main reasons for doing this was to include a 
level of detail related to histones that we did not encounter in existing ontologies. We 
used the OWL plug-in of Protégé [10, 11].  To facilitate future reuse of the major 
parts of HistOn we created separate OWL files for each (the combined ontology can 
be viewed at [12]): 

 
myModel consists of the following ontologies:  
• Higher-level concepts related to epigenetics2, such as ChromosomeRegion 
• Histones and concepts directly related to histones 
• Transcription factor binding sites and directly related concepts 

1.3   Asserting the Hypothesis 

To represent the hypothesis for our use case, we started by drawing a cartoon, in line 
with common practice in the field of biology ([13]; Figure 1a). It shows, in ‘biologist-
readable’ form, that we want to study the relationship between a particular histone 
(H3) with a particular modification (tri-methylation on the fourth lysine, i.e. 
H3K4Me3), and transcription factor binding sites (TFBS) because they are related to 
gene expression, and that both these elements are located on the DNA of a 
chromosome. In contrast to common practice in biology, we added concepts from the 
cartoon to myModel.  Once we have added these concepts to myModel we can define 
the hypothesis in terms of this model (Figure 1b). In our example, the hypothesis is 
simply that there is a relation between the two concepts of chromatin and 
transcription. Knowledge representation such as that for hypothetical assertions 
remains future work. 

                                                           
1 We use “model” to mean the machine-readable qualitative model relevant to the phenomenon 

being studied. 
2 Epigenetics refers to the heritable control over gene expression that is not linked to the DNA 

sequence alone; histones are likely to play an important role in this control. 
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Fig. 1. (a) Cartoon representation (b) Schematic overview of the path to a common domain 

1.4   Finding Relevant Data 

Lacking a data broker or semantic mediator (see Related Work), most biologists must 
rely on their incidental knowledge of web resources to find appropriate data sources. 
In our case, this led us to the UCSC genome browser [14, 15]. The curators use an 
annotation strategy based on the genomic alignment algorithm BLAT [16]. In 
principle, any biological entity that can be associated with a DNA sequence can be 
localized on the chromosomes (human, rat, and mouse are among the species 
available at UCSC). Data from the ENCODE project, including histone binding data, 
is stored here, as well as transcription factor binding sites (TFBS).   

1.5   Data Import 

We would like our final RDF data to contain information about original table 
structure, data source, the entry or row, syntactic type, and semantic type. We 
separate the import process into two steps: a syntactic and a semantic annotation step. 

The syntactic step makes use of table information provided by UCSC. We defined 
an OWL schema (theirDataModel) to represent the table structures, both for the 
histone data and the transcription factor binding sites. This part of the import is 
similar to that used in YeastHub [17], where table column names are translated 
directly into RDF types, resulting in an RDF version of the UCSC table structure for 
the data. Each row of the table corresponds to a single measurement and requires a 
unique identifier, which we generate based on source file and row number. In this 
particular use case, we are not confronted with the more difficult but related problem 
of using a globally unique identifier (e.g. for a gene) such as is being discussed in the 
research community (see for example related discussions in [18]) . Our measurement 
identifier is only required to be unique over the set of measurements that are being 
integrated. We also used the type information provided by UCSC in the form of a 
mySQL dump to generate the appropriate XML Schema Definition (XSD) tag for 
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each piece of data3. The XSD tag was to ensure that our data was properly interpreted 
(for example, not as a string in a comparison meant for numbers). The translation of 
the UCSC data into RDF was performed using a version of Mapper [19] that we 
modified for RDF output [20].  

The semantic annotation step of the import process requires a mapping from the 
RDF types in the data (theirDataModel) to the corresponding semantic types in 
myModel (a model from the data producers, theirModel, has not been supplied). The 
purpose of the mapping is to enable our “semantic query” to be made in terms of 
myModel so we want to create the conditions where our query selects data with 
theirDataModel types when the query actually contains our own myModel types. We 
found that a subclassing of a theirDataModel property to a myModel property with 
rdfs:subPropertyOf produced the desired effect, both for that property and the RDF 
nodes at its endpoints (due to the RDFS reasoning in Sesame). This type of subtype 
mapping should also be possible in the case that a data provider supplies semantic 
metadata (i.e. theirModel) although the required ‘ontology alignment’ could be more 
complex4. Note that we could have directly translated column headers into the 
corresponding equivalent OWL type during the Mapper to RDF step and make RDFS 
reasoning unnecessary. However, such an approach would shift control of the 
mapping from the RDFS statements to the Mapper import stage and subsequent 
changes to myModel could require building an entire new RDF graph of the data with 
the new names that have resulted from the changes. 

1.6   A Basis for Comparison: Finding the Common Domain for Integration 

In order to integrate measurement data, we must align values along the same domain  
or axis. We will take our use case as an example. We can use the graph of our ontology 
to look for such a domain. The comparable domain in our use case is the region defined 
by the class ‘ChromosomeRegion’. A chromosome region is an interval of DNA 
sequence located along a particular chromosome. In terms of the concept graph, 
ChromosomeRegion forms the link between the two concepts that we want to compare: 
both histones and transcription factor binding sites are related to this concept. 

We also need to establish the criteria that make a given pair of measurements 
comparable, i.e. the measurements should be sampled from the same part of the 
domain. When there is overlap in the measurement domain, we want to compare the 
measurement values from the two different data sources corresponding to the overlap. 
To begin with, we chose a simple overlap criterion for our ChromosomeRegion 
intervals that we could encode directly in an RDF query. 

1.7   Data Integration Query  

Once we have found a way to determine which measurement data can be 
meaningfully paired, we can perform the final step of our data integration experiment. 
Although it is possible to write a program to achieve this step, we chose to write an 
RDF query (see [21] for details). In this way, the semantics of the integration are 
                                                           
3 We ran into a technical problem for large numbers (> 6M) of XSD tags and describe the 

solution at http://integrativebioinformatics.nl/histone/HistoneDataIntegration.html . 
4 Ontology alignment is an area of ongoing research. 
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readily available for inspection: all terms used in the query refer to OWL classes. 
With RDFS reasoning on, we can take advantage of the subsumption equivalence to 
our own myModel names, i.e. write the query with our own OWL “terms”. Our query 
returns a list of data pairs that can then be further explored by browsing, visualization, 
statistics (e.g. correlation), and data mining. Our preliminary results suggest that a 
large number of TFBS types are preferentially located within the regions overlapping 
H3K4Me3 binding sites, which is in line with experiments that suggest a role for 
H3K4Me3 in gene activation [22]. Further biological characterization of these TFBSs 
is work in progress. 

1.8   Performance Issue for ‘Interval Join’ 

The type of query that we use is called an ‘interval join’ in temporal and multimedia 
databases, where regions of media are checked for overlap with the regions defined for 
corresponding annotations. The ‘interval join’ appears to be unavoidable when 
performing data integration of measurements by query. Our largest datafile (all data for 
the genome) contains approximately 11M triples. Scalability and performance issues 
arose during initial tests, forcing us to run with smaller data and try different 
configurations. In this phase, we did not use RDFS reasoning and started performing 
queries in terms of theirDataModel. We created test data from a smaller data set 
(chromosome 22), and tried the query in several RDF systems5. It has been suggested 
[23] that different combinations of data and query can produce widely varying results. 
We indeed found that our query/data scaled unpredictably depending on the RDF 
implementation being used, with our query on the full data set taking on the order of 
days (see Table 1 and Disclaimer). In contrast, several non-RDF implementations 
executed the query in a matter of seconds. This discrepancy and significant performance 
differences between the RDF implementations themselves points to a performance 
bottleneck that could be better supported in RDF query engines, perhaps with custom 
support for our particular type of join. Note that in the case of MonetDB, custom 
optimizations for interval joins (called “StandOff  joins” in [24]) can result in dramatic 
 

Table 1. Naïve comparison (unequal platforms and technologies) 

 Chromosome 22 Genome 
SWI Prolog (RDF) 3.25 minutes X 
Sesame (RDF) 4.25 minutes 42 hours 
Jena (RDF) 8 minutes 8 days 
Python custom program X 17 seconds 
XQuery (MonetDB) X 7 seconds 
mySQL X 98 minutes 

Disclaimer: This table is a naïve comparison and not a benchmark! Different 
conditions exist between tests e.g. machines, machine load, level of configuration and 
API expertise, version numbers, etc. 
                                                           
5 Although the terms of our license agreement do not allow us to publish the performance 

results in our table at this time, our tests with the RDF implementation of an anonymous 
major DB vendor produced no improvements. 
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speedup in XQuery. However, although mySQL apparently performs better than RDF 
implementations with our query, the ‘interval join’ would still be too demanding for a 
public server based on a mySQL database6. Although space limitations prevent us from 
including the text of an actual query here, example queries can be found at [21].  

2   Related Work 

Data integration is an important topic in biology, and numerous solutions have been 
developed to enable retrieval of data from heterogeneous distributed sources (for 
reviews see e.g. [1, 2, 25]). The solutions range from monolithic, such as SRS [26] 
that uses keyword indexing and hyperlinks, Kleisli/K2 [27] that uses a query language 
that can query across databases as if they were one, data warehouses such as BioZon 
[28], to solutions that use web services acting as portals to biological data [29]. 
Perhaps the most widely used system is SRS, providing integration of more than 400 
databases.  

Our approach to data integration uses semantic models to provide a schema for 
integration. TAMBIS pioneered such an approach by creating a molecular biology 
ontology as a global schema for transparent access to a number of sources including 
Swiss-Prot and Blast [30]. Systems such as BACIIS [31], BioMediator [32] and 
INDUS [33] extend on this example. For instance, BioMediator uses a ‘source 
knowledge base’ that represents a ‘semantic web’ of sources linked by typed objects. 
The knowledge base includes a ‘mediated schema’ that can represent a user’s domain 
of discourse. INDUS shows important similarities to our approach. INDUS offers an 
integrated user interface to import or create user-ontologies (similar to ‘myModel’, 
but limited to ‘attribute-value hierarchies’), and create ontological mappings between 
concepts and ‘ontology-extended’ data sources. In contrast to our approach, however, 
INDUS does not use semantic web formats such as OWL and RDF. While the 
syntactic step of our import is similar to that of YeastHub [17], our explicit linking of 
the semantic types to the syntactic types with RDFS moves the work of discovering 
the semantics from the query stage to the stage of model alignment.  

3   Future Work 

Our import process is meant to eventually create a transparent data access layer 
(termed wrapper in BACIIS) to external data sources such as UCSC. The import 
approach that we have described here is being extended to work on all UCSC data. 
The translation to RDF can be automated with the use of the mySQL table 
information provided by UCSC. The table information can be used to create both the 
theirDataModel in OWL and the XML “map” used by the Mapper program for a 
standardized mapping from UCSC data to RDF. Of course, our approach is general 
and can eventually be applied to other data providers. However, we expect that data 
providers such as UCSC will add RDF export to their set of services. Once RDF 
export is available, a general data mediation (web) service becomes possible. 
                                                           
6 This could be done with the translation from RDF in the case of a query rewriting approach 

such as that employed for D2RQ [34]. 
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Approaches that make use of a mapping between RDF and relational database 
schemas such as D2RQ [34] could eventually be used to provide data access via RDF 
queries.  

Our query results in a set of abstract overlaps or derived features, i.e. regions of a 
domain from which measurements have been taken that we have deemed ‘interesting’ 
according to a criterion (in our case, overlap in the domain of measurement). These 
overlaps contain information relevant to our hypothesis. A challenge for 
computational experimentation is to create an OWL class for use in the semantic 
annotation of these overlaps that exposes them to queries for data related to 
Chromatin and Transcription. 

4   Discussion 

We propose a semantic web approach to data integration and report on our experience 
applying it in the context of a biological use case. Our approach is model-oriented and 
allows us to perform data integration experiments in terms of our own biological 
knowledge. It allows us to perform data integration of experimental measurement 
with a query in terms of myModel. This type of 'semantic disclosure' exposes meaning 
and application logic that would otherwise only be available to scientists that can 
interpret the code of the application that uses the data. 

It appears that an interval join is unavoidable wherever measurement data is to be 
integrated with a query language. Better support for interval joins in RDF query 
engines are therefore important for adoption of this approach for exploratory analysis, 
where interactivity is generally preferred.  

One of the semantic web bottlenecks that we have encountered is the general lack 
of semantic disclosure: i.e. theirModel (semantic model) is not supplied by the data 
provider. Such information is especially crucial to efforts that attempt to facilitate data 
integration that crosses domains of expertise. A more practical reason is that in some 
cases it is difficult to discover what the biological data really means. Therefore, we 
find it encouraging that theirModel could become available from, for example, NCBI 
[35] in the future.  
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Abstract. In this paper we present our progress on a framework for
collection and presentation of biomedical information through ontology-
based mediation. The framework is built on top of a methodology for
computational prioritization of candidate disease genes, called Endeav-
our. Endeavour prioritizes genes based on their similarity with a set of
training genes while using a wide variety of information sources. However,
collecting information from different sources is a difficult process and can
lead to non-flexible solutions. In this paper we describe an ontology-based
mediation framework for efficient retrieval, integration, and visualization
of the information sources Endeavour uses. The described framework al-
lows to (1) integrate the information sources on a conceptual level, (2)
provide transparency to the user, (3) eliminate ambiguity and (4) in-
crease efficiency in information display.

1 Introduction

The ever increasing amount of biological data and knowledge, its heterogeneous
nature, and its dissemination all over the Internet, make efficient data retrieval
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a horrendous task. Biological research has to deal with the diversity and distri-
bution of the information it works with [1]. Yet, access to and integration of a
multitude of complementary data sources will become critical to achieve more
global views in biology.

Current solutions to these problems are usually handled manually and inte-
gration becomes a tedious activity of ad-hoc implementation [2]. Part of these
problems originate from the fact that most of these data sources are created as if
they exist alone in the world [3]. It is clear that a good framework is a necessity,
in which integration can be done through configuration, rather than case-specific
implementation. Such a framework will need to be based on semantics, rather
than on syntax and structure [4].

Integration on a conceptual level also opens up new opportunities for creat-
ing information-rich user interfaces. Presenting a user with the information she
needs, augmented with relations to relevant data, is an approach used commonly
in semantic web browsers (e.g., OntoWeb [5]) and even in industry software (e.g.,
Context Browser [6]). Dzbor, Domingue, and Motta [7] call this an interpreta-
tive viewpoint or also context. This kind of interface allows a disambiguating
stepwise refinement of the user’s search [8].

In contrast to warehouse oriented tight integration systems (e.g., Biozon [9]),
our approach is to provide efficient navigation through sets of loosely integrated
data sources. The purpose of our system is not to allow generic queries on over-
lapping data sources, but rather to give transparent access to information that
is highly relevant and useful for the analysis at hand. Thus, the system fills a
very specific need in relieving the researcher of the burden to manually collect
or navigate to all necessary information.

According to the classification proposed by Hernandez and Kambhampati [1],
our system falls in the category of portal systems (like SRS [10]), but has a
structured object-relational data model (like TAMBIS [11], K2/BioKleisli [12],
DiscoveryLink [13], etc.). The system is limited to horizontal integration of data
sources, but being navigational it does not require critical expertise of a specific
query language (like in systems using CPL [14,11] or OQL [15,12], for instance).

We start with a description of Endeavour and the problem of computational
gene prioritization. In section 3 we give a brief overview of the DOGMA frame-
work for ontology engineering, followed by an explanation how an ontology can
be used for mediation and visualization of the information used in the priori-
tization methodology in section 4. We show how this solves several integration
problems. We end this paper with some conclusions and possible future direc-
tions in section 5.

2 Endeavour

In the field of linkage analysis and association studies researchers are often con-
fronted with large lists of candidate disease genes, especially when investigating
complex multigenic diseases. Investigating all possible candidate genes is a te-
dious and expensive task that can be alleviated by selecting for analysis only the
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most salient genes. Also, in the context of high-throughput experiments (like
microarray gene expression assays), ever growing amounts of gene-associated
data make manual investigation of interesting genes nearly unfeasible. It is clear
that efficient and statistically sound computational prioritization methods be-
come increasingly important.

With respect to this need, we developed the Endeavour methodology for the
computational prioritization of a group of candidate genes based on their sim-
ilarity with a set of training genes [16]. The method uses Order Statistics to
combine a variety of information sources and clearly has several advantages over
other approaches. It solves the problem of missing data and reconciles even con-
tradictory information sources. It allows for a statistical significance level to
be set after multiple testing correction, thus removing any bias otherwise intro-
duced by the expert during manual prioritization. It also removes part of the bias
towards known genes by including data sources that are equally valid for known
and unknown genes. The methodology has been validated in a large scale leave-
one-out experiment with 29 diseases and 627 disease genes fetched from OMIM.
On top of that, several prioritizations were validated in wet-lab experiments.
These analyses were published in Nature Biotechnology by Aerts et al. [16].

Endeavour Prioritization Terminology. The central object in the Endeav-
our prioritization methodology is a Gene. This object represents a biological
entity and all information known about it. In most of the cases, this entity will
be a gene. Biological entities are combined in sets (GeneGroup). A training set is
a GeneGroup that is used to build a model for a process or disease, represented
by the Model object. A Model consists of several SubModel objects that each
represent a certain data source. Building a SubModel means fetching and sum-
marizing all information about the genes in the training set for one particular
data source.

Endeavour comes with a set of standard submodels that summarize the follow-
ing information about the user-specified training genes: KEGG pathway mem-
bership [17], Gene Ontology (GO) annotations [18], textual descriptions from
MEDLINE abstracts, microarray gene expression, EST-based anatomical ex-
pression, InterPro’s protein domain annotation [19], BIND protein interaction
data [20], cis-regulatory elements, and BLAST sequence similarity. Besides these
default information models, users can add their own microarray data or custom
prioritizations as submodels. Most of the data sources are either vector-based
(e.g., textual information, gene expression data) or attribute-based (GO, EST,
InterPro, Kegg).

Apart from the GeneGroup that contains the training genes, there is a second
GeneGroup that holds the candidate genes and all their related information.
These candidate genes are prioritized during a process called scoring. Scoring
involves comparing the information of a candidate gene with the information
in the Model object for every data source. Based on these comparisons, every
candidate gene receives a ranking. All rankings of the test genes according to
the different available data sources are then combined using order statistics to
obtain one overall ranking.
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Endeavour Information Browser. The decision was taken to provide the
users of Endeavour with a maximal control over the set of training and test
genes, as well as over the data sources to include in the prioritization. This idea
was conceived from a prospective discussion with many geneticists and biologists,
who do not use the existing prioritization methods for their lack of flexibility.
This is perhaps best illustrated by the fact that not a single paper has been
published reporting the identification of a novel disease gene when using any of
the pre-existing methods. Most likely, this relates to the reality that geneticists
and biologists, as opposed to bioinformaticians, prefer to have the flexibility to
interactively select their own set of genes and the information they want to work
with, above an automatic and non-interactive data mining selection procedure
of disease characteristics.

In this context, it is of utmost importance to make well-informed decisions
about which genes and information sources to include in the prioritization. A
user must be able to browse the relevant information efficiently and in accor-
dance with the methodology’s demands. To live up to this need, and given the
heterogeneous nature of the biological information to be consulted, an informa-
tion browser was developed based on the Endeavour methodology. The existing
data model was extended to a full-fledged ontology with Gene as the central
object to allow ontology-guided browsing through the available information (see
Figure 2).

3 DOGMA Ontology Paradigm

DOGMA1 is a research initiative of VUB STARLab where various theories,
methods, and tools for building and using ontologies are studied and developed.
A DOGMA inspired ontology is based on the classical model-theoretic perspec-
tive [21] and decomposes an ontology into a lexon base and a layer of ontological
commitments [22,23]. This is called the principle of double articulation [24].

A lexon base holds (multiple) intuitive conceptualization(s) of a particular do-
main. Each conceptualization is simplified to a representation-less set of context-
specific binary fact types called lexons. A lexon represents a plausible binary
fact-type and is formally described as a 5-tuple <V, term1, role, co-role, term2>,
where V is an abstract context identifier, lexically described by a string in some
natural language, and is used to group lexons that are logically related to each
other in the conceptualization of the domain. Intuitively, a lexon may be read
as: within the context V, the term1 (also denoted as the header term) may have
a relation with term2 (also denoted as the tail term) in which it plays a role,
and conversely, in which term2 plays a corresponding co-role. Each (context,
term)-pair then lexically identifies a unique concept. A lexon base can hence be
described as a set of plausible elementary fact types that are considered as being
true. Any specific (application-dependent) interpretation is moved to a separate
layer, i.e., the commitment layer.

1 Developing Ontology-Grounded Methods for Applications.
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The commitment layer mediates between the lexon base and its applications.
Each such ontological commitment defines a partial semantic account of an in-
tended conceptualization [25]. It consists of a finite set of axioms that specify
which lexons of the lexon base are interpreted and how they are visible in the
committing application, and (domain) rules that semantically constrain this in-
terpretation. Experience shows that it is much harder to reach an agreement on
domain rules than one on conceptualization [28]. For instance, the rule stating
that each gene is identified by an Ensembl Gene ID [26] may hold in the Universe
of Discourse (UoD) of some application, but may be too strong in the UoD of
another application (e.g., Entrez Gene [27]). A full formalization of DOGMA
can be found in De Leenheer, Meersman, and de Moor [29,30].

4 Ontology Guided Mediation

As we are trying to integrate several heterogeneous data sources used in the
Endeavour prioritization process and with conceptually overlapping instances,
the approach described by Verheyden and Deray [31,32,33] is suited for our
purposes. This approach uses ontologies as a mediating instrument for conceptual
data integration.

Each data source is individually mapped (or committed) to the ontology using
the Ω-RIDL commitment language [32]. These individual mappings (Ω1 . . . Ωn

in Figure 1) enable the mediator to access and query the respective wrappers
according to its own view on the data. At this point, the data sources were
mapped to the ontology manually.

Fig. 1. Mediator Approach for Data Integration

As a proof of concept, we used this approach to integrate different, but partially
overlapping, data sources from Endeavour. In close cooperation with a domain ex-
pert, we modeled the ontology based on two major types of data sources in more
detail (vector- and attribute-based sources). Since the ontology is aligned directly
to the Endeavour terminology, all concepts are unambiguously defined.
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The obtained ontology is displayed in Figure 2 in the form of a NORM-tree
[34]. Terms (e.g., gene) can be observed multiple times (in darker grey) in this
representation. Each node in the tree is extended (using a double click-action)
with all its related terms in order to display a complete local context at all
times. When a node is selected, it forms a path (darker line in Figure 2) to the
root of the NORM-tree. This local context approach is one of the abstraction
mechanisms identified by Halpin [35].

Fig. 2. Partial Endeavour Ontology visualized using the DOGMA NORM-tree repre-
sentation

Figure 3 shows how the link between the different heterogeneous data sources
to the conceptual model can be used to provide transparency, eliminate ambi-
guity, and increase efficiency when displaying relevant information to the user.
Using the view in the upper part of the screenshot the user can browse the
NORM-tree as described for Figure 2. The gene-related information is shown
to the user in the lower half of the screen. While the user browses the NORM-
tree, she selects relevant ontological paths. This way the active instance of query
results provide the information she requests.

As a result of using this integrated interface the user is not confronted with
the terminology and jargon used in the different data sources. The user only
sees well-known terminology in the ontology when selecting relevant objects,
thus eliminating ambiguity. She is also not confronted with the specific source
of the data unless explicitly desired, thus providing transparency. By select-
ing ontological paths in the NORM-tree only information relevant to the local
context is shown, thus enhancing efficiency. Eliminating ambiguity, providing
transparency and enhancing efficiency to the user when browsing information
relevant to a group of genes will allow her to concentrate completely on the
prioritization analysis.
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Fig. 3. Screenshot of the Endeavour Information Browser. In the top pane, the on-
tological paths are selected using the DOGMA NORM-tree representation. Relevant
data, according to the selected paths, is retrieved on the fly from the different data
sources and displayed in the lower panes. The concepts in the ontology align directly
to the Endeavour terminology, which results in more efficient browsing through all
information related to the analysis.

5 Discussion and Future Work

By using a conceptual approach for data integration we obtain several significant
advantages. Although tedious, the mediating process is relatively easy to apply
on new vector- and attribute-based data sources. The only difficulty arises if the
data source (of a yet unmet type) contains data that cannot be mapped to the
ontology. In this case, the ontology must be extended in order to integrate the
new data. Semi-automated mapping of new data sources lies beyond the scope
of the current research.

Another benefit of our approach is found in the visualization of the data. Since
all data is linked (mapped) to a certain concept in the ontology, it is possible to
enrich the view (e.g., the result of a query) with relevant and meaningful related
information. The data is not only presented, it is also displayed in its own local
context. This results in a complete transparency to the user and a more efficient
visualization, as what needs to be seen, is shown.

1 The screenshot in Figure 3 is a partial mock-up. The actual link between the gene
related information and the interface still needs to be implemented.
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The ontology we use can also be used by other applications, who use En-
deavour itself as the data source. The conceptual model solves interoperability
problems, as from the model alone, it is clear what Endeavour can provide, and
how it can provide this data.

The tool is at this point a supporting application for the Endeavour system.
We will extend it in order to have it actually send data to Endeavour to further
facilitate gene prioritization.
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Abstract. Integration of heterogeneous sources is a means to offer the
user an access to multiple information sources in a unified way through
queries submitted to a global schema. We propose a semantic web-
based mediator model, to provide unified access to various sources which
may be both structured (database systems) and unstructured (textual
medical reports, scientific publications, etc.). The mediator level is com-
posed of the global ontology and a set of ontologies which make it
possible to characterize sources (one or several ontologies by source).
Unstructured sources are seen through their Semantic Document Rep-
resentation obtained by a semantic characterization process. A reverse
engineering process is then applied on each Semantic Document Repre-
sentation schema and each structured source schema in order to provide
semi-automatically a set of local ontologies. These local ontologies are ar-
ticulated around the global schema following the global centric approach.
A service called Terminology Server (ServO) is used to perform queries
and manage the ontologies. The ontology-based query model combines
databases and information retrieval techniques. We illustrate this ap-
proach with a case study in the brain disease field but it is sufficiently
generic to be used in other domains.

1 Motivation

The increase of the number of information sources requires efficient and flexible
frameworks for their integration. In a recent past organizations and companies
often manipulated information provided by (relational) database systems, but
nowadays most available information resources are in textual form – including
technical documents, scientific literature, on-line web pages, etc. Database sys-
tems (structured sources) are usually well structured and thus make available
to the users efficient and accurate access to a large collection of information
through data retrieval techniques (exact search). Textual data sources (qualified
as informal or unstructured sources) are accessed through Information Retrieval
(IR) techniques (usually qualified as approximate search) [16]. Accessing mul-
tiple sources in order to satisfy a user need is particularly useful in medicine.
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Indeed, it may be necessary to query medical report repositories, on-line med-
ical literature (e.g., Pubmed1), patient database systems, etc., all this through
considerable manual effort.

Generally speaking, the integration of sources is an area of computer science
related to information exchange and information gathering from disparate and
possibly heterogeneous information sources. It frees the users from tasks such as
finding the relevant data sources, interacting with each source in isolation, and
selecting, cleaning, and combining data from multiples sources [18]. The multi-
plication of sources may bring a certain heterogeneity either structural (schema
heterogeneity) or semantic (data heterogeneity) [17]. Structural heterogeneity
means that different information systems store their data in different structures.
Semantic heterogeneity considers the contents of information items and their
intended meaning.

The work presented in this paper describes the OUMSUIS (Ontology-based
Unified Management of Structured and Unstructured Information Sources) ap-
proach. Ontologies, as an explicit specification of a conceptualization [13], can be
used to solve the heterogeneity problems since they represent explicitly and se-
mantically the content of sources. In medicine, the targeted application domain
of OUMSUIS, substantial work has been done to develop standards, medical
terminologies and coding systems (SNOMED2, MeSH3 and UMLS, which inte-
grates more than 100 of the most relevant vocabulary sources in medicine [2]).
Those standards may be exploited to build or to enrich ontologies which help
characterizing sources for integration purpose.

In the OUMSUIS system we consider that integration is performed according
to a particular need. Thus from the same set of sources, several integrated views
may be provided. Our contribution in this paper mainly consists of a general
framework for unifying the management of both structured and unstructured
information sources through ontologies expressed in OWL (Ontology Web Lan-
guage)4. OWL is a recommendation of the W3C to represent ontologies. In this
paper we focus on the general foundations of the approach, which will be pre-
sented as follows. Section 2 describes the case study in the brain disease area
which we use throughout the paper. Section 3 describes the overview of the
OUMSUIS approach. We describe the mapping expressions and query service
for OUMSUIS in Section 4. Section 5 describes related work in the informa-
tion integration area in general and particularly in medicine. We conclude and
present our forthcoming work in Section 6.

2 Case Study in the Brain Disease Field

We first introduce a case study in the brain disease field which we will use
throughout the paper to illustrate our approach. The neuropsychology center
1 www.pubmed.gov
2 http://www.snomed.org/
3 http://www.nlm.nih.gov/mesh/
4 http://www.w3.org/TR/owl-guide/
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of the Pitié-Salpêtrière hospital in Paris is specialized in the assessment of the
neuropsychological after-effects of cerebral lesions. In the center they collect and
process neuroanataomical, neuropsychological and behavioral data of cerebral-
injured patients. They establish neuropsychological reports based on observa-
tions and objective tests, i.e., neuropsychological tests chosen by the doctor
according to the symptoms of the patient. A neuropsychological report describes
the cognitive functions evaluated (e.g., memory, language) through a list of cog-
nitive tests.

A neuropsychological report is not intended only to quantify and qualify gen-
eral cognitive functions. It helps understanding their different components. For
example the Memory function is evaluated through its subdivisions such as se-
mantic memory, procedural memory, etc. In the same manner language may be
evaluated through its verbal and written modalities. The center manages several
kinds of data: neuropsychological reports, multimedia documents representing
MRI scan of the patients brain used to localize lesions, administrative informa-
tion about the patients and staff, etc. In order to get more information about
a given brain disease and to be informed about the state of the art in the do-
main, they accesses some medical literature repositories such as Pubmed. The
information system of our target application domain must answer queries like:

– Documents dealing with given concepts of an ontology
– Doctor who has examined a given patient
– Test value obtained by a patient after a neuropsychological examination
– MRI scan showing a set of affected anatomical zones, etc.

Table 1. Patient Relational Database. Information concerning the doctors (Table
Medecin), the various neuroanatomical examinations of the patients (Tables ExamPa-
tient and LesionPatient) is managed by this database. The IntituleZoneAnat attribute
from the table LesionPatient denotes a brain anatomical part affected by a lesion.

ExamPatient(IDExamPat,IDCAC,ExamDate,ExamCode,IDMed,noteMede)
Examen (codeExam,LibExam,typeExam)
LesionPatient (IDCAC,IntituleZoneAnat)
Medecin (IDmedecin,NomMed,PnomMed,ADRMed,VilleMed,TelMed,SpecialitMed)
Patient (IDCAC,NumDossier,PnomPatient,Sexe,AnneeNais,lateralite,VillePatient)

3 Overview of the OUMSUIS Framework

OUMSUIS follows a virtual centric view (also called Global As View), provid-
ing a unified view on the different data sources manipulated by an organization
through a global schema. The information sources differ by their structure, for-
mat and contents. OUMSUIS deals explicitly with the integration of separate
texts collection with relational database systems. The integration process that
we propose is based on four principles.
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1. Each informal source to be integrated is characterized by its own ontologies
(semantic indexing), which can be shared by other sources. The ontologies
themselves are not stored in the source but are referenced through their URI
(Uniform Resource Identifier).

2. Each source (with its schema) is represented by a source ontology which has
to be articulated with the global called ontology for integration perspective
(OIP). The OIP is obtained from the domain ontology (which already
exists or is built according to the need of the organization) and all the local
ontologies.

3. The global level includes the OIP and the set of ontologies used to char-
acterize the sources. We distinguish ontologies helping to characterize local
sources from the OIP .

4. Each source may be accessed autonomously if needed and an administrator
is in charge of the system management.

The OUMSUIS integration system, following the model presented in [5], is a
quadruple {OIP, Slocal,O,M} where

– OIP is the global ontology for integration perspective (over an alphabet
AG),

– Slocal (over an alphabet AL) is set of local ontologies built on top of local
schemas (Slocal= Sstructured U Sunstructured ),

– O = Oipi=1, is the set of ontologies characterizing local sources.
– M is the mapping between OIP and Slocal.
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Fig. 1. OUMSUIS Layers Representation

Figure 1 presents the different layers of OUMSUIS. The bottom layer repre-
sents the sources to be integrated. An intermediate layer represents the SDR of
unstructured sources (currently a PostgreSql database). The next layer
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represents local ontologies obtained through a reverse engineering process. We
have then the global level (mediator) which has both ontologies for local sources
characterization (SC) and the OIP denoted as Oglobal. OUMSUIS takes into
account that several ontologies can provide different perspectives on the same
source. A possibility is given at the mediator level to change the user perception
by using two primitives: AssignOnto and RemoveOnto, respectively to add and
to remove an ontology (see Section 4).

3.1 Ontologies Involved in the Integration Process

Several kind of ontologies are involved in the OUMSUIS integration process.

Ontology for Integration Purpose. The ontology for integration purpose
(OIP) acts as the global schema and is used to query the system. Currently it
is built manually from the domain ontology of the organization and all the local
ontologies obtained during the reverse engineering process. An OIP is built for
each integration need.

Ontologies for Semantic Sources Characterization. For each unstructured
source the automatic semantic characterization process uses a set of ontologies
and optionally a specific ontology for named entities recognition (NER). The
former contains concepts and relations between concepts describing important
notions in a given domain (e.g., ontology of brain cognitive function, ontology
of brain anatomy, etc.). This kind of ontology may be a terminological ontology
(TO) according to Sowa who defines a terminological ontology as an ontology
whose categories need not be fully specified by axioms and definitions5. The
latter is used to classify named entities identified in textual documents. In our
case classical named entities such as Person, Location and Organization6 are
complemented by number expressions representing cognitive test values. Indeed
in the brain disease field, it is important to identify result values obtained by a
patient after a set of neuropsychological cognitive tests.

We have chosen the OWL language to represent the ontologies. Its sub-
language OWL Lite supports those users primarily needing a classification hier-
archy and simple constraints, and it provides a quick migration path for thesauri
and other taxonomies [1]. For the brain disease case study, an anatomical on-
tology has been built semi-automatically from the neuronames brain hierarchy
developed by Bowden and Martin [3] and UMLS using one of the OUMSUIS
module. We have also developed manually a brain function ontology edited un-
der the Protégé editor7. Below is an extract (DL notation) of the description
of the concept SemanticMemory (ontology of the brain functions) denoted by
the terms Mémoire Sémantique in French and Semantic Memory in English. Its
alternative terms are not included.

5 http://www.jfsowa.com/ontology/gloss.htm
6 http://www.itl.nist.gov/iaui/894.02/related projects/muc/
7 http://protege.stanford.edu/
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SemanticMemory # ExplicitMemory

� ∃TestModaliteV isuelle.(PictureNaming � ... �Deno80)
� ∃TestModaliteV erbale.(TestV oca � ... � PalmTreeT est)
� % PreflabelEn.Semantic Memory

� % PreflabelFr.M émoire Sémantique

Because automatic characterization relies on the identification of terms in
texts, the terminology in the ontology must offer a good coverage of the terms
used in medical literature. Moreover in order to manage the multilingual aspect
of the ontology, each concept is expressed in several languages (currently only
English and French are supported by the system).

Ontologies for Sources Representation. We need to have an ontological
representation of each source to be integrated since the mapping has to be estab-
lished between the OIP and these ontologies. Thus each source Si is represented
through a set of views which represent a local ontology expressed over the alpha-
bet Alocal(i). Each local ontology is obtained by applying semi-automatically a
data reverse engineering process on its corresponding source (represented by the
schema of the SDR for the unstructured sources and by the schema of the rela-
tional database for structured sources). Data reverse engineering is the process

Fig. 2. Screen shot of Data reverse engineering process applied on the patient database

of taking an existing database schema (and instances), and recovering some cor-
responding conceptual schema. For that purpose we use the reverse engineering
module of the system described in [14]. During this phase, only the desired items
for the integration purpose and information concerning the access to the source
(protocol, url, source name, etc) are retained. Figure 2 shows the scree shot
of the reverse engineering process applied to the patient database presented in
Table 1.



Bringing Together Structured and Unstructured Sources 705

3.2 Semantic Document Representation

The first level of homogeneity is obtained by a semantic characterization process
which provides a repository named SDR, based on a relational database im-
plemented currently with the DBMS PostgreSql. The SDR provides a hybrid
representation of an unstructured source: term/concept indexing, cataloguing
information, classified named entities. From it, several outputs may be provided
according to the translation modules which have been developed. Thus it is pos-
sible to have an RDF representation of the content of the SDR, an XML schema-
based representation and OWL ontology-based representation. Three modules
are used to complete the semantic characterization process.

– The HybridIndex module, which automatically builds a hybrid index using
the ontologies declared for the source [4]. It provides weighted vectors of
terms and concepts for each document of the source.

– The Metadata module which loads the document Dublin Core cataloguing8

information provided by the Annotation Tool [15] and corrects the errors
which may occur during the automatic characterization process.

– Finally the module for named entity recognition is used to recognize named
entities (cognitive test values) in the source using the ontology for NER;
user of this module is optional depending on the source to be treated. It is
less pertinent to identify cognitive test values in medical literature than in
neuropsychological reports.

4 Mapping Expression and OUMSUIS Querying

The global-local ontology mapping M is an important part of the infrastructure
since it specifies how the concepts and relations in the global ontology and the
local ontologies are articulated.

4.1 Global and Local Ontologies Articulations

The global schema is represented by the OIP and each local source is viewed
through a local ontology obtained semi-automatically. Articulations between the
global and local ontologies are expressed by axioms which represent how to ob-
tain global concepts and/or relations. The articulations follow the global centric
approach where the concepts/relations of the global ontology are expressed as
queries over the local ontologies.

4.2 Query Service for OUMSUIS

AssignOnto and RemoveOnto We may to consider during the querying
phase that for a particular source the ontologies for semantic characterization
may change over time. A source in our approach does not need to store the on-
tologies helping to characterize it, since different sources may be characterized
8 http://dublincore.org/
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by the same ontology. Moreover, storing the different ontologies in the sources
themselves is space-consuming and ontologies might be duplicated in several
sources. We have defined two primitives:

– AssignOnto(S, Onto): which informs the mediator that the informal source
S is characterized by the ontology Onto. During the querying process the
system examines ontologies currently being allowed for each source.

– RemoveOnto(S, Onto): this operation performs the inverse of AssignOnto.
It removes a given ontology for a source S. For example, the administrator
of the system may decide to remove the possibility for an informal source S
to be viewed by a given ontology during its maintenance process.

Terminology Server: The ServO Module. In section 3.1 we show that
several characterization ontologies are simultaneously manipulated within the
OUMSUIS system. When a term expressed in natural language is provided by the
user for querying purposes, it has to be associated with the concept it represents.
We have developed a module called ServO which provides an index of ontologies.
It is based on the Apache Lucene API9 which offers full-text search capabilities.
The ServO module automatically looks for links between a given term and the
concepts of the ontologies. Moreover it is possible to ask for concepts having
certain declared properties. The result is a ranked list (for each ontology) of
concepts related to the term. The retrieved concepts may be used later to query
the OUMSUIS system. The ontologies exploited by the ServO module may vary
over time according to AssignOnto and RemoveOnto primitives.

System Querying. Queries to the OUMSUIS mediator are expressed by a
query language over the alphabet Aglobal and are expressed in the OWL-QL
query language10. A query is processed by means of unfolding, i.e., by expanding
each atom according to its associated definition in the mappingM, so as to come
up with sources ontology atoms. For example if we assume that OIP:HasConcept
denotes the HasConcept property of the OIP , the simple query ”Retrieve items
related to Parietal Lobe” expressed as (?x OIP:HasConcept ParietalLobe must-
bind ?x) will return both patients affected by a lesion in the parietal lobe and
documents indexed by the same concept or any of its sub concepts.

5 Related Work

Two major approaches for information integration are commonly used: (1) the
materialized approach (also called data warehouse) and (2) the virtual approach
(mediator-based). In the materialized approach actual data are duplicated in a
central repository while in the latter approach, the actual data resides in the
sources, and queries against the integrated view are decomposed into subqueries
posed to the sources. Ontologies have been widely used by systems developed
9 http://lucene.apache.org/

10 ksl.stanford.edu/projects/owl-ql/
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for information integration purpose as reported in the literature [6][7]. A recent
survey of ontology-based approach may be found in [10][11].

From the point of view of mapping expression (Gloabl As View) OUMSUIS
is close to TSIMMIS [12] and MOMIS [19] systems while from the point of view
of multiple ontologies in the global level it may be compared to OBSERVER [7].
We deal with sources containing sometimes different (but related through ontolo-
gies) information while the problems commonly tackled by the systems above
(schema matching, conflicts resolving, mismatches, etc.) are heterogeneities be-
tween different representations of essentially the same – or very similar – real
world entities [21].

In the life sciences domain work on ontology-based integrating heterogeneous
data sources includes TAMBIS [8] and ONTOFUSION [9]. TAMBIS is an
ontology-centred system querying multiple heterogeneous bioinformatics sources.
Only one general ontology is allowed at any given time. ONTOFUSION is
another ontology-based system designed for biomedical database integration.
ONTOFUSION takes into account only structured sources (UMLS, GO, etc.);
the virtual schemas are manually built and only direct mappings between rela-
tional tables and concepts of an ontology are provided. Services offered by those
systems may be compared to those offered by the ServO module described above.
We can also mention the Sequence Retrieval System (SRS) [20] which is closer to
a keyword-based retrieval system than an integration system. OUMSUIS do not
allows only accessing multiple biomedical vocabularies or ontologies; it allows
accessing (multilingual) resources semantically characterized by those vocabu-
laries or ontologies. Moreover it distinguishes the ontologies used for semantic
characterization purpose from the ontologies representing both the sources and
the global level. This distinction which is not commonly made minimizes the
impact of the evolution of ontologies on the system.

6 Conclusion

In this paper we have presented the OUMSUIS approach for structured and un-
structured information integration and a case study in the brain disease field.
Our approach uses the global centric approach to express mappings between
global and local schemas through a semantic web language. OUMSUIS distin-
guishes itself by its separation of ontologies helping to characterize a given source
and the domain ontology. As an ontology may characterize several sources, man-
aging its persistence in the source itself is not a suitable way; so we propose to
keep it in one location identified by an URI. At the mediator level the user’s
views of sources may change depending on the current ontologies. In order to
interact efficiently with the different ontologies, OUMSUIS has an ontologies
server module to help finding concepts from user natural language terms. The
development of OUMSUIS is an ongoing work. Further considerations includ-
ing queries rewriting, sources evolution, overlapping of concepts from different
characterization ontologies had to be considered.
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Abstract. Reactome (www.reactome.org) is a curated database describing very 
diverse biological processes in a computationally accessible format. The data is 
provided by experts in the field and subject to a peer review process. The core 
unit of the Reactome data model is the reaction. The entities participating in 
reactions form a network of biological interactions. Reactions are grouped into 
pathways. Reactome data are cross-referenced to a wide selection of publically 
available databases (such as UniProt, Ensembl, GO, PubMed), facilitating 
overall integration of biological data. In addition to the manually curated, 
mainly human reactions, electronically inferred reactions to a wide range of 
other species, are presented on the website. All Reactome reactions are 
displayed as arrows on a Reactionmap. The Skypainter tool allows visualisation 
of user-supplied data by colouring the Reactionmap. Reactome data are freely 
available and can be downloaded in a number of formats. 

Keywords: knowledgebase, pathways, biological processes. 

1   Introduction 

The Human Genome Project has provided us with huge amounts of data, including a 
good approximation of the encoded components that make up a living cell [1]. This was 
an important step, but now another challenge is the question how all these components 
actually interact in a cell, and how they bring about the many processes essential for life. 
A lot of these individual processes have already been studied extensively, but the 
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resulting information is spread throughout the scientific literature. There is an urgent 
need to bring this information together, allowing the scientist to see connections and 
understand dependencies in this complex network of interacting entities. 

The Reactome database has been developed to provide such a platform, not only to 
collect information in one place, but also to present it in a systematic, computationally 
accessible manner. An important aspect of this project is the free availability of all 
data, and the integration with other publically available databases in order to enhance 
the potential for the user to extract as much relevant information as possible about a 
process of interest. 

2   Contents and Curation Process 

Reactome is aiming at comprehensive coverage of human cellular processes, be it 
metabolic reactions, catalyzed by an enzyme, or be it complex formation, transport 
across a membrane, DNA repair or signal transduction. At present, topics included are 
apoptosis, cell cycle, transcription, mRNA processing, translation, post-translational 
modification, signalling pathways (insulin, notch), hemostasis, energy  metabolism 
(TCA cycle, glycolysis), amino acid, lipid and nucleotide metabolism as well as 
xenobiotic metabolism (see Fig.1). 

Reactome is a manually curated database. Data are obtained directly from experts. 
Suitable topics for inclusion in Reactome are identified and independent researchers 
who are recognized in the field are approached. A Reactome curator and the expert 
then work together to agree on an outline and structure the data to conform to the 
Reactome data model. A major emphasis is put on confirming the exact identity of the 
entities involved by assigning the appropriate identifiers from UniProt [2] or ChEBI 
(www.ebi.ac.uk/chebi/), respectively. All reactions need to be backed up by a 
literature reference, stating the Pubmed identifier whenever available. The curator 
also makes sure that appropriate Gene Ontology (GO) [3] terms are cross-referenced 
for catalytic activities, cellular locations and biological processes. This curation 
process is followed by an internal review to ensure consistency, and peer review by 
another expert familiar with the topic. 

3   Website 

The front page of the Reactome website (Fig.1) displays a Reactionmap, followed by a 
section listing the high-level topics represented in Reactome, and a section giving some 
general information on the project including latest news. In the Reactionmap each 
reaction is represented as an arrow. The topics are arranged as distinct patterns in the map 
so that the user can easily identify his area of interest. A separate Reactionmap can be 
displayed for each species, providing a quick overview as to which pathways are present 
or absent in a given species. Mousing over the Reactionmap or the topic section 
highlights the corresponding area in the other section, and both can serve as entry points 
into the detailed content pages of Reactome. 
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The detailed content pages (Fig.2) present the event hierarchy, display  diagrams 
indicating the entities involved in the event as well as preceding and following events, 
and are often accompanied by an author-supplied illustration. A textual description of 
the event, literature references as well as species and compartment details are given. 
Orthologous events in other species and relevant GO biological process terms are 
found here as well. Physical entities are given along with relevant links to publically 
available databases such as UniProt, Ensembl [4], KEGG [5], ChEBI, etc. Internal 
links take the user to more detailed pages on the entity in question, for example giving 
information on the composition of a complex. 

 

 

Fig. 1. The Reactome front page. The list of topics in Reactome and the Reactionmap are 
shown for human by default. Electronically inferred events for 22 other species can be 
displayed by choosing the species from the drop down menu above the Reactionmap. 

Other features of the website include a User Guide, information on the data model 
as well as citing and linking to Reactome, and an editorial calendar, indicating topics 
planned for inclusion in the future. Simple searches can be performed on every 
content page, and there is an extended search option for users familiar with the data 
model. 
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Fig. 2. A detailed content page 

 

Fig. 3. A Skypainter result page for time series data 



714 E. Schmidt et al. 

The Skypainter tool (Fig.3) gives the user the option of submitting a list of 
identifiers, for example from a microarray experiment, in order to visualise reactions 
that match these identifiers on the Reactionmap. A statistical analysis based on the 
hypergeometric test (http://en.wikipedia.org/wiki/Hypergeometric_distribution), is 
performed to colorise pathways according to the statistical likelihood that they would 
contain the listed genes by chance. This highlights those pathways in which the 
uploaded genes are overrepresented. A large number of gene identifiers, including 
EntrezGene names, accession numbers and Affymetrix probe sets can be recognised 
by the Skypainter. It also accepts numeric values, such as expression levels from a 
microarray experiment. For example, a researcher who is using a microarray to 
compare a cancerous tissue to a normal control can upload the intensity values from 
the two experiments to the Skypainter, and it will colorise the Reactionmap with red 
and green to indicate which reactions have genes that are increased or decreased in 
the malignant cells relative to the normal controls. When submitting time series data, 
the changes across the Reactionmap can be displayed in an animation, showing the 
coloured Reactionmaps in succession. Reactions hit by an identifier are listed below 
the reaction map, providing links to the corresponding detailed content pages. 

4   Data Model 

The Reactome data model has been developed with the view to allow representation 
of a variety of different cellular processes: In metabolic reactions, a chemical entity is 
transformed into a different chemical entity by an enzyme acting as catalyst; 
molecules are transported from one cellular compartment into another across 
membranes; proteins undergo posttranslational modifications, or form complexes; a 
protein, modified in one reaction, may act as a catalyst in a following reaction; a 
chemical entity, produced by a metabolic reaction, may be required as an activator of 
a reaction in a signaling cascade. Thus, the data model needs to be able not only to 
describe individual reactions; it needs to deal with different kinds of reactions in a 
consistent manner so that the relationships and interactions of the entities in this 
network can be expressed. 

Reactome uses a frame-based knowledge representation. Concepts (such as 
reaction, complex, regulation) are expressed in classes, and the knowledge is 
represented as instances of these classes. Classes have attributes attached that hold 
properties of the instances, e.g. the identity of entities participating in a reaction. 

One of the main classes of the Reactome data model is the Reaction. Its main 
attributes are input, output (both accepting instances of the PhysicalEntity class) and 
catalystActivity (accepting an instance of the CatalystActivity class, which in turn 
holds a Gene Ontology molecular function term under activity and an instance of the 
PhysicalEntity class under the physicalEntity attribute). Other attributes include 
compartment, which holds a Gene Ontology cellular component term to indicate the 
cellular location of the reaction, literatureReference, summation, figure, species, 
goBiologicalProcess and precedingEvent. Related reactions in other species are 
attached via the orthologousEvent and inferredFrom attributes. Reactions are grouped 
into Pathways, which can again be components of higher-level pathways.  
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Another important class is the PhysicalEntity. This class is subdivided into 
GenomeEncodedEntity to hold species-specific molecules, SimpleEntity for other 
chemical entities such as ATP, Complex and Polymer for entities with more than one 
component, and EntitySet for groups of entities that can function interchangeably in a 
given context. Post-translational modifications are expressed through the 
hasModifiedResidue attribute, which holds an instance of the class ModifiedResidue 
that in turn contains attributes describing the nature of the modification. Modified 
proteins are treated as distinct entities from unmodified proteins, and molecules in 
one cellular compartment are distinct entities from molecules in another 
compartment. 

Such PhysicalEntity instances that represent the same chemical entity in different 
compartments, or different modified forms of the same protein, share numerous 
invariant features such as names, molecular structure and links to external databases like 
UniProt or ChEBI. To enable storage of this shared information in a single place, and to 
create an explicit link among all the variant forms of what can also be seen as a single 
chemical entity, Reactome creates instances of the separate ReferenceEntity class. A 
ReferenceEntity instance captures the invariant features of a molecule. A PhysicalEntity 
instance is then the combination of a ReferenceEntity attribute (e.g., Glycogen 
phosphorylase UniProt:P06737) and attributes giving specific conditional information 
(e.g., localization to the cytosol and phosphorylation on serine residue 14). 

5   Quality Assurance 

For any database, data consistency is of utmost importance. In order to provide 
reliable data, a series of quality assurance tests is performed before data is publically 
released in Reactome. The main features of this procedure are a check for the 
presence of essential attributes that are mandatory for a given class, as well as a check 
for imbalances between input and output protein entities. The latter is based on the 
principle that proteins that act as input for a reaction need to be present in some 
(possibly modified) form in the output of the reaction as well, except in synthesis or 
degradation reactions. Other checks ensure consistency in terms of cellular 
compartments or species origin for the entities involved. These automated checks are 
performed in addition to the external and internal review processes mentioned above. 

6   Orthology Inference 

The main focus of Reactome is manual curation of human biological processes. In 
some cases, the actual experimental evidence for a biological reaction has been 
demonstrated in another species and the occurrence of this reaction in human can only 
be inferred by the experts. Reactome deals with this scenario by describing the 
reaction in the other species, backed up by a literature reference. A human reaction is 
then described as well, pointing to the reaction in the other species via the 
inferredFrom relationship. Thus the evidence can always be tracked back to the 
original experiment. 



716 E. Schmidt et al. 

In addition to these manually curated events in other species, Reactome also 
provides electronically inferred reactions. All human reactions that involve at least 
one protein with known sequence and are not themselves inferred from the other 
species under consideration, are eligible for orthology inference. Eligible reactions are 
submitted to an automated protocol, attempting inference to 22 other species. The 
rationale for orthology inference is that if all proteins involved in a human reaction 
have an orthologous protein in the other species, the reaction is likely to occur in the 
other species as well. A Reactome reaction is then created for the other species, with 
all species-unspecific entities copied over, and species-specific entities replaced by 
the respective orthologous entities. Such reactions are marked as electronically 
inferred reactions and point to the manually curated human reaction via the 
inferredFrom relationship. 

Orthology relationships between proteins are obtained from the OrthoMCL 
database, which provides orthologue groups based on sequence similarity clustering 
[6] [7].  

When applying the strict inference criteria where each protein needs to have an 
orthologue, reactions involving large complexes often get excluded from inference. 
To allow for inter-species differences in complex composition, the criteria are relaxed 
for complexes such that reactions are inferred to the other species when at least 75% 
of the protein components in a complex have orthologues. 

 

Fig. 4. Result of orthology inference. The percentage of eligible human  reactions inferred to 
each species is given. The total number of eligible human reactions in release 18 was 1590. 
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The species included in the Reactome inference procedure cover a wide range of 
phylogenetic groups, and include model organisms such as mouse, drosophila and 
C.elegans. For mouse, 1442 out of 1590 (91%) of eligible human reactions were 
inferred for Reactome release 18, while 904 out of 1590 (57%) of eligible reactions 
were inferred to drosophila and 348 out of 1590 (22%) to E.coli. Fig. 4 shows a graph 
with inference figures for all species. 

Obviously, such electronic predictions need to be considered with caution as 
sequence similarities don’t necessarily imply functional equivalence. However, they 
can serve both as a starting point for manual curation in these species and as entry 
points into the database via protein identifiers from non-human species. 

7   Downloads 

All Reactome data and software are available free of charge to all users. Various 
download formats are available via the website. SBML [8] and BioPAX 
(http://www.biopax.org/index.html) are exchange formats for systems biology and 
 

 

Fig. 5. Pathway diagram in svg format, generated for FasL/CD95L signaling 
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pathway databases, respectively. Textual description of pathways together with 
illustrations can also be downloaded in pdf format. Programmatically generated 
pathway diagrams can be saved in scalable vector graphics (SVG) format (Fig.5). 
Various lists can be obtained, e.g. a list of all protein identifiers involved in a pathway 
or reaction. The entire database is available as a mysql dump, and the website can be 
installed locally. Downloads for the data entry tools used by authors and curators are 
also available. 

8   Discussion 

There are a number of other human pathway resources available in the public domain. 
HumanCyc [9] [10] is a database with focus on metabolism, as much of it is 
computationally created on the basis of the EcoCyc [11] template. The data model is 
very similar to the Reactome data model. KEGG [5] is a curated database covering 
metabolic reactions and signal transduction pathways. However, different data models 
are used to describe these, and therefore no connections can be made between the 
entities involved across metabolism and signalling. Another drawback is the reliance 
on Enzyme Commission (EC) numbers for connecting catalysts to metabolic 
reactions, which can lead to ambiguous or incorrect assignments. Panther Pathways 
[12] is a collection of curated signaling pathways with a similar data model to 
Reactome. It differs, though, in its data acquisition approach, consisting of more 
rapid, but shallower curation. BioCarta (http://www.biocarta.com) and GenMAPP 
[13] are human pathway resources with an emphasis on data visualisation. Finally, 
there are the protein interaction databases like BIND [13], MINT [14] and IntAct [15] 
whose emphasis is on collecting high-throughput protein interaction data rather than 
describing the ‘mechanics’ of reactions and pathways. 

When comparing the Reactome database to these other resources, it is unique in 
covering a wide variety of pathways found in the cell and in using a uniform data 
model across these pathways. This enables the user to look at proteins within an entire 
network of interactions rather than isolated pathways only, allowing the identification 
of connections that may be missed otherwise. 

In conclusion, Reactome is a curated database of biological processes, describing 
reactions in a systematic, computationally accessible format. Reactome data are 
crossreferenced extensively to ensure good integration with other publically available 
databases. User-supplied data can be uploaded and interpreted within the Reactome 
reaction map. All Reactome data are freely available and can be downloaded in a 
variety of data formats.  
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Abstract. Many researches related to storing XML data have been performed 
and some of them proposed methods to improve the performance of databases 
by reducing the joins between tables. Those methods are very efficient in 
deriving and optimizing tables from a DTD or XML schema in which elements 
and attributes are defined. Nevertheless, those methods are not effective in an 
XML schema for biological information such as microarray data because even 
though microarray data have complex hierarchies just a few core values of 
microarray data repeatedly appear in the hierarchies. In this paper, we propose a 
new algorithm to extract core features which is repeatedly occurs in an XML 
schema for biological information, and elucidate how to improve classification 
speed and efficiency by using a decision tree rather than pattern matching in 
classifying structural similarities. We designed a database for storing biological 
information using features extracted by our algorithm. By experimentation, we 
showed that the proposed classification algorithm also reduced the number of 
joins between tables. 

Keywords: structural similarity, decision tree, semi-structured data, microarray 
database, bioinformatics, schema mining. 

1   Introduction 

Many researches related to storing XML data have been performed [1], [2], [3], [4]. 
Such researches proposed methods to improve the performance of databases by 
reducing the joins between tables. The proposed methods are very efficient in 
deriving and optimizing tables from a DTD or XML schema in which elements and 
attributes are defined. Nevertheless, those methods are not effective in an XML 
schema for biological information such as microarray data because even though 
microarray data have complex hierarchies just a few core values of microarray data 
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repeatedly appear in the hierarchies. Therefore, it is needed a new approach for the 
hierarchies of biological information. 

In this paper, we present a new algorithm that optimizes biological information by 
extracting core features repeatedly occurs in an XML schema. In contrast with the 
existing researches, the new algorithm classifies elements with structural similarities 
within a limited scope. These features are used to form a decision tree which leads to 
optimal storage structure. 

This paper consists of six sections. In section 2, we introduce a microarray, 
MAGE, and a decision tree. In section 3, we define the rules for classifying elements 
with structural similarities. In section 4, we extract features from an XML schema for 
MAGE-ML using a decision tree and then design a database optimized to biological 
information using these features and evaluate the performance of the database. 
Finally, we conclude this paper in Section 5. 

2   Background 

Inline technique [1], [2], [3], [4] is a rule for reducing the complexity of a DTD or an 
XML schema by eliminating removable elements. When an attribute is specified into 
a DTD or XML schema, the frequency of attribute values can be expressed by 
operators such as “?”, “*”, and “+”. The basic concept of inline technique is that if an 
element has only one sub-element in which an attribute with multiple values is 
defined, the attribute can be inlined into attribute of the upper level element. 

In relation to this concept, research [2] proposed three order encoding methods that 
can be used to represent XML order in the relational data model and extended it to 
inline technique. Research [3], [4] proposed three types of transformations set which 
is similar with the rule of inline technique. Also, various researches related to schema 
mining have been performed. Mainly these researches proposed efficient ways to 
extract commonly occurring schemas in a collection of schemas and then created a 
common schema for query using those [5] [6].  However, such mediator schema does 
not help to store XML based data in efficient way. 

In this section, we illustrate the decision tree algorithm, which is used as the main 
tool for selecting common structures from semi-structured bioinformatics data 
schema, and MAGE (Microarray Gene Expression) data, which is used as 
experimental data. 

2.1   Decision Tree 

A Decision Tree makes rules for classifying the patterns that exist in attribute sets and 
presents such rules for making decisions in a tree structure. This classification model 
is used to classify new records and expected values from such records. Since this 
technique forms the basis of classification and expectation for records, it is easy to 
understand classification rules, correlations, and effects between variables. Therefore, 
a Decision Tree makes it easy to choose target data and is a simple model [7]. 
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Fig. 1. The structure of a Decision Tree 

In Figure 1, each black circle is a node or set of expected values. If a node is on the 
top level, the node is called the root node. The root node is a set of all expected 
values. A node that has been divided by a specific rule is called a child node. This 
procedure is called pruning. A Node at a point where pruning no longer occurs is 
called a leaf node. All nodes except leaf nodes are called branch nodes. Each path 
from a root node to a leaf node represents a condition to classify classes. 

2.2   Microarray Data and MAGE (Microarray Gene Expression) 

Through information generated from Microarray experiment, research groups can 
learn various experimental techniques used by others and make use of those to solve 
their biological question. To share Microarray data with other research groups, the 
information, which is necessary to analyze gene expression data, needs to be 
classified. Additionally, the classified information should be interoperable enough to 
exchange with other research groups. For these necessities, the Microarray Gene 
Expression Data (MGED) group designed an exchange model and format for The 
Minimal Information for the Annotation of a Microarray Experiment (MIAME) 
compliant data. The model and format has been announced as a standard for 
exchanging Microarray data: MAGE-OM (Object Model) and MAGE-ML (Markup 
Language) [8] [9]. All properties in MAGE-OM should be transformed to the 
exchange-format using MAGE-ML expressed in XML, in order to be transmitted to 
other research groups [10]. The bioinformatics data based on MAGE-ML is 
enormous, causing difficult problems for transmission and storage. This MAGE-ML 
data is publicly open to every researcher as a DTD (Document Type Definition) file. 

3   Classification of Core Features Using Decision Tree Algorithm 

In this section, we define the terminology to be used in making rules for classifying 
XML elements with structural similarity from semi-structured data. The defined 
terminology is explained as follows. Structural expression using tree nodes based on 
the terminology and its example XML schema are shown in Figure 2. 

 e: an element defined in XML schema 
 E: an elements set of e 
 SE: a sub-elements set of e 
 a: an attribute of e 
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 A: an attributes set of e 
 SA: an attributes set for all sub-elements  of e 
 complexType: Structural information that consists of SE and (or) A of e.  
 Lowest child: an element without a sub-element 
 Lowest parent: an element with a sub-element that is one of the lowest child 

elements 
 PG (Parent Group): a set of candidate elements to be parents of a Lowest 

Child 
 LPCG (The Lowest Parent Candidate Group): a set of candidates to be 

Lowest Parent 
 LCG (The Lowest Child Group): a set of Lowest child elements 
 LPG (The Lowest Parent Group): a set of Lowest Parent elements 
 ULPG (Upper Level Parent Group): a set of upper level parents, including 

elements that are neither Lowest Child nor Lowest Parent 

<xsd:element name="A">
<xsd:complexType>

<xsd:sequence>
<xsd:element ref="B"/>
<xsd:element ref="C"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>
<xsd:element name="B">

<xsd:complexType>
<xsd:sequence>

<xsd:element ref="D"/>
</xsd:sequence>

</xsd:complexType>
</xsd:element>
<xsd:element name="C">

<xsd:complexType>
<xsd:sequence>

<xsd:element ref="E"/>
<xsd:element ref="F"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>

<xsd:element name="D">
<xsd:complexType>

<xsd:sequence>
<xsd:element ref="G"/>
<xsd:element ref="H"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>
<xsd:element name="E">

<xsd:complexType>
<xsd:sequence>

<xsd:element ref="I"/>
</xsd:sequence>

</xsd:complexType>
</xsd:element>
<xsd:element name="F">

<xsd:complexType>
<xsd:sequence>

<xsd:element ref="I"/>
<xsd:element ref="J"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>

<xsd:element name="G">
<xsd:complexType>

<xsd:attribute name="identifier" use="required"/>
<xsd:attribute name="name"/>

</xsd:complexType>
</xsd:element>
<xsd:element name="H">

<xsd:complexType>
<xsd:attribute name="identifier" use="required"/>
<xsd:attribute name="name"/>

</xsd:complexType>
</xsd:element>
<xsd:element name="I">

<xsd:complexType>
<xsd:attribute name="width" use="required"/>
<xsd:attribute name="hight" use= required />
<xsd:attribute name="length" use= required />

</xsd:complexType>
</xsd:element>
<xsd:element name="J">

<xsd:complexType>
<xsd:attribute name="identifier" use="required"/>
<xsd:attribute name="name"/>

</xsd:complexType>
</xsd:element>

A

B C

E FD

I JG H

upper level 
parent

lowest 
parent

lowest 
child

parent 
group

 

Fig. 2. Structural expression using Tree nodes and its example XML schema 

As you can see in Figure 2, every element defined in an XML schema has a 
complexType that defines components, such as sub-element(s) and attribute(s). Each 
component can be expressed as part of a set. If a certain element elex has a 
complexType then each component set of elex is defined as follows: 

SEelex = {e1, e2, … , en},  SAelex = {Ae1, Ae2, … , Aen} 
complexType(elex) = {SEelex, SAelex} 
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When SEelex and (or) SAelex in the complexType of a certain element elex exactly 
match SEeley and (or) SAeley in the complexType of another element eley, we say that 
elex and eley have the same complexType. 

3.1   Classification Rules 

Based on the terminology and the definition of complexType, we define four rules for 
classifying similar elements which are used as branching conditions in the decision 
tree. 

 Rule 1: If an element has no sub-elements then the element (for example, nodes 
G, H, I and J in Figure 1) is classified into an element of LCG. Otherwise, the 
element (for example, nodes A, B, C, D, E, and F in Figure 1) is classified into 
an element of PG. That is, Rule 1 decides that an element should belong to group 
LCG or to group PG. This rule is expressed by the following pseudo code. 

For each ei ∈ E { 
if(number of elements in SEei == 0){  

ei is classified into LCG; 
}else{ 

ei is classified into PG; 
} 

} 
 Rule 2: Let LCG from Rule 1 be LCG0. When several elements in LCG0 have 

complexType in which one or more attributes are defined, the elements which 
have the same complexType are separated into a new group LCGp  (p>0). If there 
is already a group LCGp with the same complexType, the element comes to the 
group LCGp . That is, Rule 2 classifies multiple sets of LCG. 

p = 0; 
For each ei ∈ LCG0 { 

 Flag=0; 
      If (p>0) { 
           For q=1 to p 

 If (complexType(ei) = complexType(element in LCGq) { 
ei is classified into  LCGq; 

                      Flag=1;  
} 

      } 
           If (Flag==0) { 

For each ej ∈ LCG0 { 
if(complexType(ei) = complexType(ej) { 

p=p+1; 
                              ei and ej are classified into a new group of LCGp; 

} 
} 

} 
 Rule 3: If a certain element in PG has only a sub-element that belongs to LCG, 

then the element is classified into an element of LPG. Otherwise, the element is 
classified into an element of ULPG. That is, Rule 3 separates elements in PG  

into two groups: LPG and ULPG. 
For each ei ∈ PG { 

if(SEei ∈ LCG) { 
ei is classified into LPG; 

}else{ 
 ei is classified into ULPG; 
} 

} 
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 Rule 4: Let LPG from Rule 3 be LPG0. When several elements in LPG0 have 
complexType in which one or more attributes are defined, the elements which 
have the same complexType are separated into a new group LPGp  (p>0). If there 
is already a group LPGp with the same complexType, the element comes to the 
group LPGp . That is, Rule 4 classifies multiple sets of LPG. 

p = 0; 
For each ei ∈ LPG0 { 

 Flag=0; 
      If (p>0) { 
           For q=1 to p 

 If (complexType(ei) = complexType(element in LPGq) { 
ei is classified into  LPGq; 

                      Flag=1;  
} 

      } 
           If (Flag==0) { 

For each ej ∈ LPG0 { 
if(complexType(ei) = complexType(ej) { 

p=p+1; 
                              ei and ej are classified into a new group of LPGp; 

} 
} 

} 

3.2   Decision Tree for Recognizing the Core Features 

Figure 3 shows the simple graph for a decision tree made of two sub-trees. The 
defined decision tree has 7 branch nodes and 3 leaf nodes and the maximum level of 
this tree is 3. After performing rule 1, every element will be divided into two nodes: 
nodes without sub-elements (LCG) and nodes with sub-elements (PG). 

 

 

Fig. 3. The simple graph of a decision tree 

Conditions 1, 2, 3, and 4 are pointing target elements to which rule, 1, 2, 3, or 4, 
should be applied. For an element to satisfy a rule, the complexType of the element 
must exactly match the condition defined in the if statement of the rule. These 
conditions can be stated as follows: 

 Condition 1: If rule 1 is satisfied, then e arrives at LCG. Otherwise, it 
arrives at PG. 

 Condition 2: If rule 2 is satisfied, then e and its similar element e arrive at a 
new LCG. 
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 Condition 3: If rule 3 is satisfied, then e arrives at LPG. Otherwise, it 
arrives at ULPG. 

Condition 4: If rule 4 is satisfied, then e and elements similar to e arrive at a new 
LPG. 

4   Database Design Using the Proposed Decision Tree Algorithm 

We design a database table from the classified XML schema for MAGE-ML data 
using the decision tree illustrated in the previous section. 

 

Fig. 4. Classified and integrated database tables 

Figure 4 shows database tables created for LCG and LPG. Although several tables 
for multiple sets of LCG and LPG can be made respectively, we have just two tables, 
because the XML schema for MAGE-ML has just one group each for LCG and LPG 
respectively. (The case of MEGE-ML is suitable for illustration purpose.) The two 
tables for LCG and LPG have identifiers to ensure the uniqueness of a row and 
object_type, which denotes the Object type of a row. By having an identifier, it is 
possible to maintain the hierarchy between the lowest parent and the lowest child. As 
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shown in Figure 4, there is a one to one join between LCG and LPG but there are one 
to N joins between LPG and ULPG. This means that the N to N joins between LCG 
and LPG for the raw XML data are reduced to one to N joins for the classified XML 
data. This leads to an improvement in the complexity of the database. Since LCG and 
LPG are the prominent data and occur repeatedly, we focused on a lowest child group 
(LCG) and a lowest parent group (LPG) in the classifying rules. 

4.1   Time Complexity 

From the improvement in the complexity of the database space, the performance in 
storing and loading XML data is improved. The XML data used in the experiment is a 
document of 1Mbyte size that has all its elements classified into LCG and LPG. 
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Fig. 5. The comparison of storing time and loading time 

As shown in Figure 5, the proposed scheme saves processing time for storing and 
loading XML data. This means that the reduction of table joins plays an important 
role in saving time in storing and loading XML data [3]. 

4.2   Database Space Complexity 

We achieved an enhancement on the complexity of a database storing XML data by 
applying the decision tree scheme to MAGE-ML as shown in Table 1. Since we 
created tables according to class rules, in which a class is mapped to a table, the total 
number of classes and tables are the same. 

Table 1. Database space complexity 

 Raw schema Classified schema 
Total classes 455 314 
Total tables 455 314 
Total records 2012 160 
Total DB size 710 (Kb) 27 (Kb) 
Total table joins 101 2 
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4.3   Reconstructing the XML Document 

The existing research [2] accesses a set of tables to retrieve tuples and unions these 
results together and later orders them to form XML Document using the efficient 
sorted outer-union method. In order to simplify this task, we used a tool for 
automatically generating the XML Document from relational databases. 

 

Fig. 6. The flow of reconstructing the XML Document 

JAXB (Java Architecture for XML Binding) [11] provides the functionality to 
convert an object to an XML Document and vice versa. We retrieve tuples from 
relational database and map the results to objects, and then convert those to XML 
Document using JAXB. Thanks to the XML schema centric database design, it is very 
efficient to generate the XML Document from relational database via JAXB. 
However, this XML Document is not complete because the XML schema was already 
simplified before performing the XML schema centric database design. We used 
XSLT (XML Stylesheet Language Transformations) [12] to reconstruct the complete 
XML Document from it. As you can see in Figure 4, each of the lowest child 
elements has not only object_type but also parent_id, hence, XSLT processor can 
easily aware the order specified in the original XML schema. Figure 6 shows the flow 
we implemented. 

5   Conclusion 

This paper proposed a scheme for mining similar elements with structural similarities 
from an XML schema for biological information, in which a number of elements and 
attributes are defined. The experimental results show that our scheme improves the 



 Structural Similarity Mining in Semi-structured Microarray Data 729 

performance of storing and loading XML data by reducing the joins between tables 
remarkably. Therefore, the scheme proposed in this paper presents a way to optimize 
a database when designing XML schema centric databases. 

In future work, we plan to extend the rules for classifying similar elements. In the 
proposed method, we limited the classification scope to LCG to LPG so as to 
minimize the transformation of the hierarchy of the XML schema. If we widen the 
scope from LCG to ULPG, database tables and joins between tables will be reduced 
so that the performance for storing and loading XML data will be improved over the 
current result. 
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Abstract. We propose an abstract model for scientific protocols, where
several atomic operators are proposed for protocol composition. We dis-
tinguish two different layers associated with scientific protocols: design
and implementation, and discuss the mapping between them. We illus-
trate our approach with a representative example and describe Proto-
colDB, a scientific protocol repository currently in development. Our
approach benefits scientists by allowing the archiving of scientific pro-
tocols with the collected data sets to constitute a scientific portfolio for
the laboratory to query, compare and revise protocols.

1 Introduction

Scientific discovery relies on the adequate expression, execution, and analysis of
scientific protocols. Although data sets are properly stored, the protocols them-
selves are often recorded only on paper or remain in a digital form developed to
implement them. Once the scientist who has implemented the scientific protocol
leaves the laboratory, the record of the scientific protocol may be lost. Collected
data sets without the description of the process that produced them may become
meaningless. Moreover, to support scientific discovery, anyone should be able to
reproduce the experiment. Therefore, a detailed description of the protocol is
necessary, together with the collected data sets.

A scientific protocol is the process that describes the experimental compo-
nent of scientific reasoning. Scientific reasoning follows a hypothetico-deductive
pattern and is composed of the succession of the expression of a causal question,
a hypothesis, the predicted results, the design of an experiment, the actual re-
sults of the experiment, the comparison of the predicted and the experimental
results, and the conclusion, supportive or not of the hypothesis [1]. Scientific
protocols (also called data-analysis pipelines, workflows or dataflows) are com-
plex procedural processes composed of a succession of tasks expressing the way
the experiment is conducted. They usually involve a data-gathering stage, that
may be followed by an analysis stage. A scientific protocol thus describes how
the experiment is conducted and records all necessary information to reproduce
the experiment. In bioinformatics, the importance of identifying protocol tasks
has been addressed by Stevens et al. [2] and Bartlett et al [3], while Tröger [4]

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 730–739, 2006.
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has proposed a language for expressing in silico protocols that approximates
research method used for in vitro experiments.

We propose a high-level abstract model for scientific protocols representing
two different layers associated with scientific protocols: design and implementa-
tion, and discuss the mapping between them. Our approach benefits scientists
by allowing the archiving of scientific protocols with data sets to constitute a
scientific portfolio for the laboratory to query, compare and revise protocols.

2 Related Work

Several approaches integrate scientific protocol models with a database system,
but provide little support for the actual design phase of a protocol, do not
distinguish between design and implementation, and provide limited support for
querying and versioning of protocols. They include the Object Protocol Model [5]
and Zoo [6] that both use the object-oriented data model. More recent efforts
propose an integration of protocols and relational databases. Shankar et al. [7]
propose a language for modeling protocols that is tightly integrated with SQL.

On the other hand, several systems focus on the design issues of protocols,
sometimes combined with the (distributed) execution of protocols, but without
fully leveraging the storage and query capability of databases. They include Tav-
erna [8], with a vast integration of bioinformatics resources, and Kepler [9,10],
based on the Ptolemy II system. WOODSS [11] emphasizes the support of sev-
eral abstraction levels of protocol design and facilitates protocol composition
and reuse. Several researchers have agreed on the separation of the design of
a protocol from its implementation [10,12,13,14]. For instance, Ludäscher et
al. [10] propose a distinction between abstract and concrete protocols and use
database mediation techniques for an abstract-to-concrete translation. Zhao et
al. [14] propose an XML-based virtual data language for a typed and composi-
tional protocol specification, with mapping descriptors between the design and
implementation. A formal graphical language for hierarchical modeling of proto-
cols has also been proposed in Hidders et al. [15], and combines Petri nets with
operators and typing system from nested relational calculus.

Compared with previous work, we focus here on how to define a formal, ab-
stract model for defining scientific protocols that is as high-level as possible, so
as to be suitable to general applications as well as for storage of protocols in
a database system. We distinguish the design from possible implementations of
protocols and define the mapping between them.

3 Modeling Scientific Protocols

The abstract protocol definition language introduced in this section aims at
representing the structure of scientific protocols, and is, by design, unbiased
towards any specific data model or query language. We aim at modeling in vivo,
in vitro, as well as in silico experiments.
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Each step of a scientific protocol can be represented by a task [2,3]. To model
a protocol, we distinguish its design, that captures its scientific aim, from its
implementation, that specifies resources selected to execute the tasks. This dis-
tinction allows for comparison between different choices of resources, allowing
the scientist to select the implementation best meeting the protocol’s needs.
Therefore we decompose each scientific protocol into two components: protocol
design and protocol implementation. Both components consist of coordinated
tasks, but at different abstraction levels. As we present a syntactical model, we
will specify the data flow by identifying its conceptual type and format.

Each task of the protocol design is defined by its task name, conceptual input
type, and conceptual output type. When an ontology is available to describe the
scientific objects and tasks involved, the input and output of each protocol design
task may be defined by their respective concept classes. The protocol design task
itself may appear in the ontology, as a relationship defined between the input
concept class and output concept class.

A task of the protocol implementation describes the resource selected to im-
plement a protocol design task. Each protocol implementation task is defined by
its application name, input format, and output format. The input/output format
is a possible representation for the conceptual input/output type of the corre-
sponding design task. The name of a protocol implementation task denotes a
resource, an application or a service, implementing the corresponding protocol
design task, together with its annotation (e.g., parameters, url etc).

3.1 Protocol Design Model

A scientific protocol can be defined inductively from tasks, or basic protocols,
and four connectors. Formally, the protocol design model is defined as follows.

Definition 1. Let T be a set of task names. Let C be a set of conceptual type
names, over which an operator ⊕ is defined and a sub-typing relation “&”. A
protocol design task TD is a triple (i, n, o) with i, o ∈ C and n ∈ T . The set
TT ,C = C × T × C is the set of protocol design tasks defined from T and C. Now
we define recursively the set PT ,C of protocol designs defined from T and C, and
for each protocol design D we impose requirements on its input type In(D) and
its output type Out(D):

– if D = (i, n, o) then D ∈ PT ,C, with In(D) = i and Out(D) = o;
– if D1 ∈ PT ,C and D2 ∈ PT ,C and Out(D1) & In(D2) then D1 � D2 ∈ PT ,C,

with In(D1 � D2) & In(D1) and Out(D2) & Out(D1 � D2);
– if D1 ∈ PT ,C and D2 ∈ PT ,C then D1 ⊕ D2 ∈ PT ,C, with In(D1 ⊕ D2) &

In(D1)⊕ In(D2) and Out(D1)⊕Out(D2) & Out(D1 ⊕D2);
– if D ∈ PT ,C and Out(D) & In(D) and k is an integer then Dk ∈ PT ,C, with

In(Dk) & In(D) and Out(D) & Out(Dk);
– if D ∈ PT ,C and Out(D) & In(D) then D∗ ∈ PT ,C, with In(D∗) & In(D) and

Out(D) & Out(D∗).

In the above definition, the operator “�” denotes the successor connector, i.e.,
the serial composition. The operator “⊕” denotes the split-merge connector,
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i.e., the parallel composition. The operators k and ∗ denote k-recursion, and
star-recursion, respectively. Relation “&” denotes sub-typing between concep-
tual type names, provided by chosen ontology or type system. Type i1⊕ i2, with
i1, i2 ∈ C, denotes a collection type, whose precise semantics depends on the
semantics of the split-merge connector.

We emphasize that Def. 1 only captures the syntax of a protocol design, where
the data flow is only described in terms of conceptual type names. Nevertheless,
based on the interaction with our collaborators, we claim that our definition
of protocol design is sufficient to faithfully model scientific protocols used in
practice, once suitable semantics are provided for the operators.

Definition 2. Let (i, n, o) ∈ C × T × C. We define recursively the set of types
Types(D) and the set of Tasks(D) of a protocol design D as follows:

– if D = (i, n, o) then Types(D) = {i, o} and Tasks(D) = {(i, n, o)},
– if D = D1 � D2 or D = D1 ⊕ D2, then Types(D) = Types(D1) ∪ Types(D2)

and Tasks(D) = Tasks(D1) ∪ Tasks(D2),
– if D = Dk

1 or D = D∗
1, then Types(D) = Types(D1) and Tasks(D) =

Tasks(D1).

We say that a protocol design D is composed of the tasks in Tasks(D). If a
protocol design D is of the form D1 � D2 or D1⊕D2, with D1, D2 ∈ PT ,C , then D
is directly composed of D1 and D2. Similarly, if a protocol design D is of the form
Dk

1 or D∗
1, then D is directly composed of D1. If a protocol design D is composed

of D1, then we also call D1 a sub-protocol of D.

3.2 Protocol Implementation Model

Once the design of a protocol is defined, its specification in terms of resources
used to execute it may be defined. Each design step may be implemented by
specifying the input format, an application name, and the corresponding out-
put format. Although sometimes a design step can be implemented by a single
implementation step, it is common that a design step needs to be mapped to a
complex process, involving multiple biological resources, thus to a sub-protocol
rather than a single task of the implementation protocol. The need for a sub-
protocol to implement a single design task may occur to include adapters to
translate the output format from the previous implementation step into the in-
put format of the selected implementation resource, or for specifying alternative
implementations.

The protocol implementation model is similar to the protocol design model.
Specifically, rather then a set of task names T , we now have a set of application
names A. Rather then a set of conceptual type names C, we now have a set
of format names F , over which an operator ⊕ is defined. The set of protocol
implementation tasks TA,F and the set of protocol implementations PA,F are
defined similar to Def. 1, except that for the sake of concreteness, we replace
sub-typing “&” on conceptual type names by equality “=” on format names.
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The set Formats(I) of format names and the set Resources(I) of application
names of an protocol implementation I, i.e., I ∈ PA,F , have a definition similar
to Def. 2. It is worth noting that Formats(I) and Resources(I) provide basic
provenance information for the data collected by executing protocol I.

3.3 Mapping Design to Implementation

Each design task of the design protocol may be mapped to one or more imple-
mentation tasks or protocols.

Definition 3. A conceptual type mapping is a partial function ϕC : C → F . A
protocol design task mapping is a partial function ϕT : TT ,C → PA,F . A protocol
design task mapping ϕT is said to be consistent with a conceptual type mapping
ϕC if for every protocol design task TD ∈ TT ,C it holds that if ϕT (TD) = I then
In(I) = ϕC(In(TD)) and Out(I) = ϕC(Out(TD)). If ϕT (TD) = I then we call I
an implementation of protocol design task TD under ϕT .

Definition 4. Let D, D1, D2 ∈ PT ,C. Given a protocol design task mapping ϕT
we define its generalization ϕ̂T : PT ,C → PA,F such that ϕ̂T corresponds to ϕT
on TT ,C and:

– ϕ̂T (D1 � D2) = ϕ̂T (D1) � ϕ̂T (D2),
– ϕ̂T (D1 ⊕D2) = ϕ̂T (D1)⊕ ϕ̂T (D2),
– ϕ̂T (Dk) = ϕ̂T (D)k and
– ϕ̂T (D∗) = ϕ̂T (D)∗.

We call ϕ̂T a protocol design mapping. If D ∈ PT ,C and I = ϕ̂T (D) then I is an
implementation of protocol design D under ϕ̂T .

Definition 5. Let D ∈ PT ,C. We define the set Φ(D) of all possible implementa-
tions of D and its associated mappings as the set of all tuples (ϕC , ϕT , I) where:

– ϕC is a conceptual type mapping with dom(ϕC) = Types(D),
– ϕT is a protocol design task mapping with dom(ϕT ) = Tasks(D) and con-

sistent with the conceptual type mapping ϕC,
– I is a protocol implementation of D under ϕ̂T .

Finally we define the protocol itself, composed of a protocol design and a set of
protocol implementations.

Definition 6. We define a protocol P = (D, Imp(D)) as a pair of protocol
design D ∈ PT ,C and Imp(D) being a finite subset of Φ(D).

4 Example of a Scientific Protocol

We present a representative example of scientific protocol: Study of germination
of Lesquerella seeds.1 Lesquerella species are a promising oil crop with potential
1 This protocol was collected at the U.S. Arid-Land Agricultural Research Center,

Maricopa, AZ, courtesy of Jeff White and Neal Adam, the author of the protocol.
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for industrial applications. Different members of that species possess different
traits with regard to oil content, oil quality and yield. Current breeding pro-
grams aim to produce a variety suitable for commercial cultivation. One of the
prerequisites to achieve this aim, is prolonged storage of seeds. The following
protocol (restricted here to the in silico part for space reasons) was developed
to determine base and optimal temperatures for germination of different Les-
querella seeds.

4.1 Statistical Analysis of Lesquerella Germination Data

The data obtained from the in vitro part of the experiment and stored in
Observations.xls, was analyzed using SAS programs.

1. Determination of maximum germination was performed by succession of two
SAS programs: max and first obs.sas used Observations.xls as input and pro-
duced max percentages.xls as output. That file was used as input to merge

maxmin.sas, which produced the file maxmin germshoots.xls.
2. Germination proportions were analyzed using program genmod.sas, with

the file maxmin germshoots.xls as input and two files as output: maxshoots

diffs.xls and maxshoots lsmeans.xls.
3. Preprocessing of data necessary for determination of base and optimal tem-

peratures for germination was achieved in two sub-steps. Observations.xls
was used as input to sample numbers for DAPest.sas resulting in file DAPest

sample numbers.xls, and was subsequently used as input to DAPest.sas which
produced file DAPestData.xls. Also, Observations.xls was used as input to
graphing to print.sas, which produced five bitmaps.

4. Base temperature (TB) for germination was determined by two separate
methods, but only one of the methods was suitable for determining optimal
temperatures (TO).
(a) TB by regression analysis — reg.sas was run 4 times with DAPestData.xls

as input and producing an Excel file each time. Those four files were
subsequently merged by merge datasets.sas into a single Excel file. That file
was analyzed with proc mixed.sas producing two output files TbG50mns.xls
and TbG50mndiffs.xls.

(b) TB and TO by 2-phase linear regression, broken model — the following
analysis was repeated 13 times, for each kind of seed. DAPestData.xls

was used as input to pho341.sas, producing an intermediate file. That file
served as input to pho342.sas, producing another intermediate file which
was used as input to broken3.sas. The latter produced two Excel files:
SeedID (limits).xls and SeedID (limits2).xls.

4.2 Analysis of the Structural Features

Analyzing scientific protocols, we frequently observe that a single protocol step
includes multiple tasks. Step 1 for determining maximum germination of seeds
includes two sub-steps, each consisting of the execution of a SAS program.
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The enumeration of steps does not always reflect the order of tasks. In step
4, step 4a for computing base temperature and step 4b for computing base and
optimal temperatures, can be executed in parallel, although they are stated in
sequential order in the example. Some steps introduce a loop, e.g., step 4b is
performed for every kind of seed. This is a particular kind of loop, that can be
expressed by an iteration over the “collection” of seeds.

We see that the main structure of the protocol is mostly linear (step 1 and
2), or parallel (step 4a and 4b) or introduces a loop (step 4b). We also ob-
serve that the description of the protocol mixes the design with implementation.
The implementation itself can be diverse. Most steps are implemented by using
applications, but sometimes manual interaction may be necessary.

4.3 Example Protocol Model

The protocol presented in Sect. 4.1 can be modeled with the definitions of Sect. 3
as follows. First, we define the set of type names C as {SeedData} and the set of
design task names T as {MaxGermination, Proportions, Preprocessing, BaseTemp,
BaseAndOptTemp}. We define the following protocol design tasks:

TD1 : (SeedData, MaxGermination,SeedData),
TD2 : (SeedData, Proportions,SeedData),
TD3 : (SeedData, Preprocessing,SeedData),
TD4 : (SeedData, BaseTemp, SeedData),
TD5 : (SeedData, BaseAndOptTemp,SeedData).

We define now protocol design D with input In(D) = SeedData and output
Out(D) = SeedData as D = D1 ⊕ D2, with D1 = TD1 � TD2, D2 = TD3 � D3,
D3 = TD4 ⊕D4 and D4 = TD5

13. Note that D1 corresponds to steps 1 and 2 in
our example, D2 to steps 3 and 4, D3 to step 4 and D4 to step 4b. Last but not
least, D represents the design of the whole protocol (left-hand side of Fig. 1).

Because the description presented in Sect. 4.1 is an actual implementation,
our protocol implementation follows it closely, with following simplifications.
Whenever multiple Excel files where generated, we assume they could have been
equally merged into one file with multiple tabs. If the multiple outputs have
different format names, additional converters are introduced. We plan to address
the issue of multiple outputs in the future when we define operator semantics.

We define the set of format names F as {Excel, Bitmap} and we simply use
the set of program names as A. The protocol implementation tasks are:

TI1 : (Excel, max and first obs.sas, Excel),
TI2 : (Excel, merge maxmin.sas, Excel),
TI3 : (Excel, genmod.sas, Excel),
TI4 : (Excel, sample numbers for DAPest.sas, Excel),
TI5 : (Excel, DAPest.sas, Excel),
TI6 : (Excel, graphing to print.sas, Bitmap),
TI6′ : (Bitmap, convert2excel.exe, Excel),
TI7 : (Excel, reg.sas, Excel),
TI8 : (Excel, merge datasets.sas, Excel),
TI9 : (Excel, proc mixed.sas, Excel),
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Fig. 1. Design (left) and implementation (right) of example presented in Sect. 4.1

TI10 : (Excel, pho341.sas, Excel),
TI11 : (Excel, pho342.sas, Excel),
TI12 : (Excel, broken3.sas, Excel).

We define now protocol implementation I with input In(I) = Excel and output
Out(I) = Excel as I = I1 ⊕ I2, with I1 = I3 � TI3, I2 = I4 � I5, I5 = I6 ⊕ I7,
I3 = TI1 � TI2, I4 = I8 ⊕ I9, I8 = TI4 � TI5, I9 = TI6 � TI6′ , I6 = I10 � I11,
I10 = TI7

4, I11 = TI8 � TI9, I7 = I1312, I12 = I13 � TI12 and I13 = TI10 � TI11. The
protocol implementation is illustrated in the right-hand side of Fig. 1.

Now we are ready to define the mapping between protocol design D and pro-
tocol implementation I. We define ϕC as a mapping on C with ϕC(SeedData) =
Excel. The protocol design mapping is represented in the picture by dashed lines.
Finally, the whole protocol is defined as (D, {ϕC , ϕT }, I).

5 ProtocolDB

ProtocolDB is composed of an Access database as the back-end repository on the
server-side. The server side components also include the Microsoft Internet Infor-
mation Server (Version 5) and the Apache Tomcat Web Server (Version 5.5.16)
to handle user requests. The user interface interacts with these sub-systems to
provide the necessary storage and retrieval functionalities. HTTP connectors
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and JDBC-ODBC connectivity functionality are used to communicate with the
database to perform the operations on the repository.

The schema is composed of five tables. The table registered users stores the
information related to the users of the system. The primary key for this table
is the attribute nickname. Once a scientist is registered, each entry or modifica-
tion of a protocol will be recorded with the scientist’s information. Information
pertaining to the protocol as a whole, including its name, scientific aim, date
and time of last edition are stored in protocol info. The attributes DateSaved,
TimeSaved and ProtocolNickname form the composite primary key for this re-
lation. Design steps of protocols are stored in the table Design Steps. The at-
tributes StepNumber, DateSaved, TimeSaved, and ProtocolNickname form the com-
posite primary key for this relation. Similarly, implementation steps are stored in
the table Implementation Steps. The structure of the protocol consisting of the
successor connector “�” and the split-merge connector “⊕” is recorded in table
connection between steps. The attributes from step, to step, ProtocolNickname,
DateSaved, and TimeSaved form the composite primary key for this relation.
The foreign key of each of the relation Design Steps, Implementation Steps, and
connection between steps is linked to the primary key (composite primary key)
of the protocol info relation to link the information corresponding to a partic-
ular protocol distributed among the different relations in the database.

6 Conclusion

The model for scientific protocols proposed in the paper aims at representing the
general structure of scientific protocols, with explicit distinction between design
and implementation. It allows for comparison of alternative implementations and
resources, an approach that is compatible with path-based guiding systems [16].
On-going and future work includes the extension of the model to allow the
storage of collected data sets, for support of cross protocol-data queries and
reasoning on data provenance.

This model is used to develop ProtocolDB, a repository of scientific protocols
where scientists can store, retrieve, compare, and re-use scientific protocols. The
system is currently under development and will be available shortly at:

http://bioinformatics.eas.asu.edu/protocoleDatabase.htm.
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Abstract. Providing elementary resources to research institutes, storing
a part of the world’s biodiversity and carrying out essential research, bio-
logical resource centers (BRCs) fulfil an important role in contemporary
life sciences. There are currently over 500 BRCs registered at the World
Data Center for Microorganisms. All of these institutes offer information
on their cultures independently and there is no efficient linkage between
the biological material and its related data held by information providers
such as Genbank, Swissprot and PubMed. As a result, researchers search-
ing for information on microbial strains or species frequently encounter
inconsistencies. This paper presents the StrainInfo.net bioportal for inte-
grating the information provided by BRCs and third party information
holders. It is shown how intelligent data integration is the best protec-
tion against information overkill and is a necessary precursor for more
advanced data mining to further exploit the assets of BRCs. To estab-
lish a solid service to the research community, the suggested integration
is accomplished following the knuckles-and-nodes approach. Initially im-
plemented as a web interface, the underlying system also provides possi-
bilities for setting up web services. The StrainInfo.net bioportal will be
made available at http://www.StrainInfo.net.

1 Introduction

Once a purely experimental and observational activity, hardly involving com-
plex data flows, biology nowadays is a highly data-dependent and computation
intensive science. With the coming of age of the Internet, the scientific commu-
nity attempts to improve access to the information it extracts from its research
efforts. However, with its terabits of ‘very dirty’ data and numerous subdomains
each using different terminologies and concepts, biology now faces the complex
problem of data integration. With huge amounts of data scattered over a mul-
titude of private and public databases, integration inevitably must cope with
problems like data duplication, inconsistent data, synchronisation and intellec-
tual property right issues. The relatively new field of bioinformatics uses concepts
and techniques stemming from several scientific areas such as computer science,
mathematics and statistics to tackle some of these hurdles. The StrainInfo.net
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bioportal offers a structured and integrated view on microbial resource infor-
mation. In this paper we will describe how complex information networks such
as the one provided by the StrainInfo.net bioportal can be used to detect and
resolve deeply hidden data inconsistencies, as well as to derive new informa-
tion relationships that directly result from the merger of disparate information
sources.

2 Integration Architecture

2.1 Biological Resource Centers

Biological Resource Centers (BRCs) play a major role in life sciences and biotech-
nological innovation. They provide researchers and companies with the specimen
they need for experimentation and R&D, and store these resources in agreement
with quality and biosafety regulations. Most of these BRCs maintain an online
catalogue facilitating access to the information on their assets. A single microbial
resource is referred to as a culture, a specific instance of the strain it belongs to.
Strains generally originate from microbial isolates that are cultured and spread
among different BRCs by subculturing [1].

Multiple BRCs thus each hold a different culture of the same strain. This
may bring along certain ambiguities, as the institutions use different naming
strategies, giving rise to different species names (synonyms) assigned to cultures
of the same biological material. Moreover, collections sometimes classify a single
strain in different taxonomic subgroups or give resembling names to cultures
of different strains. These properties obviously make efficient data integration
very hard. Although the CABRI project [2] provides an initial framework to
standardize the data exchange formats used, many hurdles still need to be taken:
synchronization between a federated system and its data providers, information
linkage between BRCs and third party information providers (sequence data,
published literature), optimizing domain semantics, improving data quality by
resolving inconsistencies and the completion of missing links.

2.2 Integration Strategies

In pursuit of knowledge, biologists constantly struggle with the massive amounts
and scattered nature of the data they use. Integrating biological data therefore
has always been one of the primary goals of bioinformatics. Several possible
integration strategies can be used, as described by L. Stein [3]. Link integration
resembles the fuzziness of the biological data it glues together. In Figure 1 a link
integration scheme for microbial resource information is visualized. Biologists
surfing the web reach related instances of biological data by clicking hyperlinks.
Although cooperation between data sources is preferable, it is not deemed a strict
necessity. There are however major disadvantages to this approach: i) There is
no reduction of redundancy. Multiple copies of the same data can persist in the
integration network and many mutual links need to be defined. ii) Missing links
and data inconsistencies are hard to solve due to the complexity of this network.
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Fig. 1. Link integration scheme for microbiological resource data. Information
providers (ATCC: the American Type Culture Collection, BCCM: the Belgian Co-
ordinated Collection of Micro-organisms, CABRI: Common Access to Biological Re-
sources and Information, CBS: Centraalbureau voor Schimmelculturen, CrossRef:
http://www.crossref.org , DDBJ: DNA Databank of Japan, DSMZ: German Collection
of Micro-organisms and Cell Cultures, EMBL: European Molecular Biology Laboratory,
GOLD: Genomes OnLine, Google, ISI Web of Science, JCM: Japan Collection of Micro-
organisms, Medline: http://medline.cos.com/, Mycobank: http://www.mycobank.org,
NCAIM: National Collection of Agricultural and Industrial Micro-organisms, NCBI:
the National Center for Biotechnology Information, OMIM: Online Mendelian
Inheritance in Man, PubMed: http://www.ncbi.nlm.nih.gov/books/bv.fcgi, Swis-
sProt: www.expasy.org/sprot/, Wikipedia: http://en.wikipedia.org, Wikispecies:
http://species.wikimedia.org) are linked in an unstructured and unregistered way. The
question mark symbolizes the occurrence of link rot, where information locations on
the web go bankrupt, creating voids in the linkage network.

Once an incorrect link is put in place, the network has a tendency to propagate
the error without the availability of a centralised method ensuring data integrity.
iii) When data providers change their internal system of accessing and naming
records, external links may no longer be valid thus making link level integration
very update dependent and vulnerable to ‘broken links’.

Another approach is data warehousing where data from multiple sources is
fetched, transformed into a common data model and stored into the warehouse.
Once the warehouse has been implemented, the original databases disappear
for warehouse viewers. The main difficulties with this integration option comes
with data synchronisation, standardisation and data fusion. When numerous
databases have to be integrated, the same number of updates has to be performed
on a regular basis and the warehouse designer has to be aware of any schema
changes made in the source databases.
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A hybrid approach combining the best of both link integration and data
warehousing, as proposed by L. Stein [3], is the knuckles-and-nodes integra-
tion method. The setup of this strategy is relatively straightforward: a number
of independent data providers are seen as highly specific and data-rich nodes.
These are connected in a 1-to-n way to a knuckle, acting as an integration ser-
vice by keeping track of updates and changes of its member nodes. It offers
a common view on separate data objects while hiding the underlying specific
technical details of the single nodes from its users. Emphasis lies on having the
knuckles as lightweight as possible by minimizing data duplication and restrict
local data content to the information needed for integration, quality control and
backward linkage between the knuckle and its nodes. To avoid duplication of
cross-references between objects, mutual links are maintained between knuck-
les, rather than between individual information nodes. This way, the network
dynamics can be maintained following a true divide and conquer strategy. The
next paragraph explains in more detail how the knuckles-and-nodes network of
the StrainInfo.net bioportal is implemented.

2.3 The StrainInfo.net Bioportal Architecture

The current structure of the StrainInfo.net bioportal is formed by four conceptual
knuckles as clusters of independent data sources (nodes) containing microbial re-
source information. These knuckles represent independent domain objects that
allow other knuckles and nodes to hook on. A visualization is given in Figure 2.
The newly compiled specimen knuckle forms the cornerstone of the bioportal and
integrates the online catalogues of the BRCs, offering an interface to the infor-
mation these centers provide on their strains. It uses globally unique identifiers
to distinguish between its basic object instances, microbial cultures, while hiding
the complexity of mutual relationships within the underlying BRC information
network. This culture identifier is made publicly visible as it allows unified inte-
gration with third party databases. An important task of this knuckle is to solve
ambiguities and inconsistencies in the synonymy of strain numbers [1]. It should
be noted that the compilation of the sequence, literature and taxonomy knuckle,
or any other knuckle representing a generalized information object in the micro-
bial information network essentially falls outside the scope of the StrainInfo.net
bioportal. However, the StrainInfo.net bioportal plays an important role in set-
ting up cross-references between the specimen knuckle and the other knuckles
established by third parties. The four knuckles and their mutual interactions are
currently captured by the web interface of the StrainInfo.net bioportal in five
‘views’. In the near future, a web service interface of the StrainInfo.net bioportal
will provide more detailed and flexible access to the knuckles and their mutual
interactions.

Through the synonyms view of the portal’s web interface, a user is able to
find all cultures for a given strain, including backward links to the corresponding
online catalogue records of the BRCs that hold these cultures. This view also
provides species information by making use of the specimen-taxonomy knuckle
interface. The map view reveals the geographical location of all BRCs that have a
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Fig. 2. Schematic design of the StrainInfo.net bioportal architecture. The specimen
knuckle (upper left) groups all of the microbial resource information sources and forms
the backbone of the bioportal. The StrainInfo.net bioportal maintains the interfaces
between three other knuckles in the data space. The sequence knuckle (upper right) is
a conceptualisation of sequence information. A literature knuckle (bottom left) forms
the entry point to publication data while a taxonomy knuckle (bottom right) represents
the taxonomic information available.

given strain in their holdings. The web interface to the specimen knuckle also in-
corporates code to graphically generate the strain history and presents it through
the history view. This facilitates quality control on the involved cultures and
can help dealing with legal issues on intellectual property rights. The interac-
tion between the specimen knuckle and the sequence knuckle is implemented in
the sequence view that provides links to the records of the sequences derived
from a given strain. Similarly, the literature view shows all available literature
information on a given strain.

The web interface of the StrainInfo.net bioportal thus forms a so-called one-
stop-shop for microbial culture information. Researchers no longer need to
browse numerous online BRC catalogues to retrieve complete information on
a specific strain. But the real strength of the StrainInfo.net bioportal lies in the
extensible interface it establishes between its specimen knuckle and other in-
formation knuckles. For data providers, the StrainInfo.net bioportal establishes
a unique information network checking data integrity as will be discussed be-
low. At the user side, researchers can find synonym cultures and the related
sequence, taxonomic and literature information is just a click away without wor-
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rying about the babel-like confusion that stems from the general practice of
assigning multiple identifiers to the same biological material. Furthermore, the
database underlying the StrainInfo.net bioportal provides maintenance and reg-
ular updates of this mutual information, while the web interface hides all of the
underlying machinery.

3 Exploiting the Enriched Semantics of Integrated
Microbial Information Networks

3.1 Integration at Work

Given the quantity of microbial data objects and their complex mutual links,
putting all the pieces of the microbial information puzzle in place by hand is fairly
impossible for human researchers. The StrainInfo.net bioportal aims at providing
the research community with the most complete and correct integrated view on
microbial information. The enriched semantics that follow from the integration
process of the bioportal will be illustrated in the following examples.

A first example of the integration possibilities the StrainInfo.net bioportal
offers is on the strain labelling of the specimen knuckle. As previously stated,
BRCs use different identifiers for the same biological material. Knowledge about
all these different identifiers is essential to perform searches in the different data-
bases containing downstream information on the biological material. Manually
fetching all the available synonyms of a strain would be a tremendous task,
requiring screen scraping the cross-reference network originating from the iden-
tifiers of other collections or the other collection numbers fields that some,
but not all, BRCs provide in their records.

Figure 3 graphically represents the catalogue cross-reference table for the
Pseudomonas stutzeri type strain as gathered by the web spider running in
the background of the StrainInfo.net bioportal. In this representation, the rows
represent the different data source records that provide synonymy information
on the identifiers assigned to the given strain. A black box in the table indicates
that the corresponding data source mentions the corresponding strain identifier
(self references are shown as gray boxes). For example the AS 1.1803 strain label
used by the Institute of Microbiology at the Chinese Academy for Sciences is only
referenced by the Japanese Collection of Microorganisms (JCM 5965) while other
strain labels like LMG 2333 or ATCC 17588 are referenced by a larger number of
data sources, thus having an increased visibility in the information network. This
disequilibrium makes some labels easy to retrieve by human queries while it lets
others tend to ‘get lost’ in the haystack of data. The StrainInfo.net bioportal
overcomes this dependency on representation and incorporates all the known
identifiers assigned to a strain when it receives one of its labels as a query input.

Besides integrating BRC data into the specimen knuckle, the StrainInfo.net
bioportal also forms an entry point that provides access to the knuckle-to-knuckle
network, that for example links bacterial sequence data to taxonomic informa-
tion. An illustration of this can be found when investigating the AJ011504 Gen-
bank record. The source organism field annotates this strain as Pseudomonas
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Fig. 3. Catalogue cross-reference table (CCRT) for synonym cultures as detected by
the search engine of the StrainInfo.net bioportal. The rows represent the different data
source records that provide synonymy information on the identifiers assigned to the
given strain. A black box in the table indicates that the corresponding data source
mentions the corresponding strain identifier (self references are shown as gray boxes).
There’s a clear duality between strain labels showing a low degree of cross-referencing
(e.g. AS 1.1803) and strain labels that are highly cross-referenced (e.g. LMG 2333,
ATCC 17588).

sp., being an undefined species of the genus Pseudomonas and the strain field
refers to the cultured labelled as BKME-9. However, this is a synonym of other
identifiers as LMG 20220 and ATCC 700689, both taxonomically classified more
accurately as Pseudomonas abietaniphila by their corresponding BRCs. Remark
that the more accurate species identification has been applied in the AJ717416
record of the same sequence database, representing another sequences of the
same biological material referenced using an alternative label (CIP 106708). To
summarize the above inferences, Figure 4 shows how the knuckles-and-nodes ar-
chitecture of the StrainInfo.net bioportal can be used to clarify some of the links
in the data network. This way, the bioportal can indirectly provide the AJ011504
sequence with more accurate taxonomic information.

3.2 Distributed Intrusion Detection and Correction

When integrating multiple biological data sources, bioinformaticians must not
only take into account the technological and conceptual issues. Besides getting
the correct database drivers, writing the appropriate algorithms and designing
the most suitable object schemas, the human interference with and the domain
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Fig. 4. Using the rich information network established by the StrainInfo.net bioportal
to find the most accurate taxonomic annotation. The source organism field of the
AJ011504 Genbank record annotates this strain as Pseudomonas sp. and the strain

feature refers to the BKME-9 culture. However, this is a synonym of other identi-
fiers as LMG 20220 and ATCC 700689, both taxonomically classified more accurately
as Pseudomonas abietaniphila by their corresponding BRCs. Moreover, the source

organism field of another sequence (AJ717416) from the same biological material, de-
ducted from the synonym CIP 106708 label, also indicates that the sequence comes
from a specimen that is taxonomically identified as Pseudomonas abietaniphila.

semantics behind the data must not be neglected. References between pieces of
the biological knowledge are partially set by human researchers who unavoidably
make unintended mistakes. As a result of this, errors might occur anywhere down
the data stream. An efficient integration strategy must incorporate methods to
find and – if possible – correct these inconsistencies.

Figure 5 shows an example of erroneous data originating from a somewhat
hidden human error. The 16S rRNA sequence record with Genbank accession
number X16895 references the strain number ATCC 12964. The associated BRC
record declares this culture taxonomically as Streptococcus pyogenes. The Gen-
bank file as well as the EMBL record, however, indicate that the species corre-
sponding to this sequence is Vibrio anguillarum. From a taxonomic viewpoint
S. pyogenes and V. anguillarum are clearly incompatible taxa.

The StrainInfo.net bioportal can solve this inconsistency, using its rich net-
work of knuckle-to-knuckle interfaces. This is illustrated in Figure 6. By fetching
the literature references of the sequence record through the sequence-literature
knuckle interface, a publication can be found in which ATCC 19264 is men-
tioned instead of ATCC 12964. While scanning the taxonomy-specimen knuckle
relationships, the same ATCC 19264 culture is identified as a type strain of
V. anguillarum. Obviously, a simple orthographic error swapping two numbers
in the strain identifier is responsible for the erroneous linking. This probably
has happened during deposition of the X16895 sequence record in the public
sequence database.

Detection of such inconsistencies can easily be automated by the bioportal.
Semantic rules may be put forward and applied to the knuckle-to-knuckle net-
work, providing a system by which the data space can be constantly monitored
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Fig. 5. Using the StrainInfo.net bioportal network to detect data inconsistencies. The
Genbank 16S rRNA sequence X16895 is referenced by the ATCC 12964 culture record.
This BRC record declares the culture taxonomically as Streptococcus pyogenes. The
sequence information provided by the public sequence databases, however, indicate that
the species corresponding to this sequence is Vibrio anguillarum. From a taxonomic
viewpoint S. pyogenes and V. anguillarum are completely incompatible taxa.

Fig. 6. The StrainInfo.net bioportal can be used for more than the detection of errors.
By making use of alternative connections in the rich information network, one could find
the possible source of the error. In the ATCC 12964 example, taking a detour over the
literature-specimen knuckle interface leads to the ATCC 19264 record, also assigned as
V. anguillarum. Obviously, a typographic mistake between these two culture identifiers
is the most plausible error source and probably happened on deposition of the X16895
sequence.

against unintended errors. Such rules could demand that the value of any at-
tribute of an object is the same regardless of the fact that it was reached by
path x or by path y. Although manual validation will be unavoidable, one may
expect that the process of quality control might be largely automated in the
near future.

4 Future Work

The current version of the StrainInfo.net bioportal implements a classical web
interface. This is not the endpoint of the project. In order to fully support the
bioinformatics community [4], plans exist to implement a secondary interface
layer of web services supporting more flexible computer agent interaction. This
strategy of separate web services offering their functionality through XML mes-
sages and Simple Object Access Protocol (SOAP) is highly praised due to its
component-based structure and independent nature [5]. As a consequence, even
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when the internal procedures of a service change, as long as the interface re-
mains the same, web service users do not need to modify their applications. The
bioMOBY [6] and Taverna [7] projects are well-known examples of such web
services systems.

The StrainInfo.net bioportal can provide services towards the BRCs it in-
tegrates data from, whereas third party information providers can also benefit
from the StrainInfo.net bioportal. For instance, a major specific goal of the bio-
portal is to establish a linkage system between strains and corresponding genetic
sequence information [8]. Currently, mutual linkage between culture collection
records and sequence information suffers from a number of problems. For in-
stance, when depositing into the EMBL Data Library [9,10], strain information
should be stored in the isolate or strain feature. However, depositors are not
prohibited to omit or store this information in other fields. An example can
be found in the CS302340 EMBL entry where the strain name is given in the
organism name field instead of the strain feature.

Furthermore, since there are no strict naming rules, strain identifiers not fol-
lowing the acronym-space-alphanumeric identifier convention are also hard to
filter out of the flat files of the sequence database by parsing for strain informa-
tion. Besides these shortcomings, allowing the same biological material to have
multiple labels raises the issue of ‘ID disparity’ where one strain has multiple
IDs in different databases, duplicate IDs in the same database and erroneous IDs
everywhere. Moreover, all of these errors tend to propagate very easily to several
related databases. As biological resources are essential tools for biological re-
search, a more efficient linking of strain information to sequence databases could
improve access to micro-organisms of certified quality and be beneficial to the
sequence databases by updating their records based on the sequence-specimen
knuckle interface of the StrainInfo.net bioportal. Therefore, the bioportal will
attempt to set up a solid cross-reference scheme in cooperation with the major
sequence databases.

Examples of other data providers that may possible hook themselves upon the
StrainInfo.net bioportal are the recent Integrated Microbial Genomes system [11]
and the KEGG pathway database [12].

5 Conclusions

The StrainInfo.net bioportal envisions to overcome some of the problems related
to the integration of basic information on biological resources. Besides dealing
with the heterogeneous nature of data provided by hundreds of BRCs worldwide,
the StrainInfo.net bioportal wants to accept the challenge of integrating the
dynamically growing amount of downstream information on these organisms in
a single bioportal. Though the specimen knuckle forms the solid rock base of
the project, the StrainInfo.net bioportal wants to play a pronounced role in a
mutual linkage scheme between strain information and third party knowledge
repositories. At first, the services of the bioportal will be available through a
web interface, but plans are at hand for the development of community support
by web services.
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Agility has thus become the new guiding principle for enterprises. This requires
flexible organizational structures and business processes, as well as flexible sup-
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knowledge regarding the interoperability of their information systems.
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Abstract. The Trading Agent Competition (TAC) is an international forum 
which promotes high-quality research regarding the trading agent problem. One 
of the TAC competitive scenarios is Supply Chain Management (SCM) where 
six agents compete by buying components, assembling PCs from these 
components and selling the manufactured PCs to customers. The idea of TAC 
SCM is the development of agent-based architectures that implement wide-
applicable business strategies which efficiently manage cross-enterprise 
processes. In this paper, we analyze the TAC SCM environment and describe 
the main features of the CrocodileAgent, our entry in the TAC SCM 
Competition. 

1   Introduction 

The initial architecture of the Web was geared towards delivering information 
visually to humans. We are currently witnessing a transformation in the architecture 
of the Internet which is becoming reposed on goal directed applications that 
intelligibly and adaptively coordinate information exchanges and actions1. 
Consequently, the Internet is transforming into an enabler of the digital economy. The 
digital economy, by proliferation of the use of the Internet, provides a new level and 
form of connectivity among multiple heterogeneous ideas and actors, giving rise to a 
vast new range of business combinations [1]. Additionally, by utilizing the technology 
of intelligent software agents, the digital economy automates business transactions.  

Everyday business transactions generate an enormous quantity of data which often 
contains a lot of information about business activities that often goes unnoticed. A 
systematic approach to the available data (proper data preparation and storage) can 
assure well-timed and well-placed high-quality information. An integrated enterprise 
information system is an imperative infrastructure precondition for high-quality 
information. The role of such a system is to unite all company parts and functions into 
a single entity whose duty is to completely satisfy all the company’s information 
needs. This system consists of an adequate database (a data warehouse) and business 
applications. Business applications are nowadays usually divided into three parts - 
ERP (Enterprise Resource Planning), SCM (Supply Chain Management) and CRM 
(Customer Resource Management). EAI (Enterprise Application Integration) is a 
                                                           
1 Source: IBM. 
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common term used for these applications integrated together. ERP is an operating 
information system which integrates and automates company business activities. 
Consequently, ERP is a supporting system for SCM and CRM such that it enables 
intra-enterprise collaboration. The SCM is an automated system consisting of 
processes and procedures that are in charge of interaction with company suppliers. 
The CRM is, on the other hand, an automated system consisting of processes and 
procedures that are in charge of interaction with company customers. Therefore, the 
SCM and the CRM are systems that enable inter-enterprise collaboration. 

In today’s economy, supply chains are still based on static long-term relationships 
between trading partners. These relationships are the main obstacle in realising 
dynamic supply chains where the market is the driving force. Dynamic supply chain 
management improves the competitiveness of companies since it has a direct impact 
on their capability of adjusting to the changing market demands quickly and 
efficiently [2]. Since the annual worldwide supply chain transactions are counted in 
trillions of dollars, even the slightest possibility of improvement cannot be neglected.2 

The purpose of the TAC SCM (Trading Agent Competition Supply Chain 
Management) game is to explore how to maximize the profit in the stochastic 
environment of volatile market conditions. Thus, it is important to develop an agent 
capable of reacting quickly to changes taking place during the game. Furthermore, it 
is critical to implement predictive mechanisms which enable an agent’s proactive 
behaviour. Although the name of the game is TAC SCM, it does not only deal with 
problems of systems that are nowadays known as the SCM systems. Namely, it 
requires participants to investigate autonomous solutions for managing complete EAI 
systems. The idea is to build a robust, highly-adaptable and easily-configurable 
mechanism for efficiently dealing with all EAI facets, from material procurement and 
inventory management to goods production and shipment [3]. Additionally, TAC 
SCM tournaments provide an opportunity to analyze effects common in real-world 
business transacting, such as the bullwhip effect, and its relationship with company 
profits [4]. Furthermore, the tournament can help in developing methods for 
identifying the current economic regime and forecasting market changes [5]. 

In this paper, we analyze the TAC SCM environment and describe the main 
features of the CrocodileAgent, an intelligent agent we developed to participate in the 
TAC SCM Competition. The paper is organized as follows. Section 2 describes the 
basic rules of the TAC SCM game. Section 3 describes the CrocodileAgent’s 
architecture, functionalities and its performance in the TAC SCM 2006 Competition. 
Section 4 proposes directions for future work and concludes the paper. 

2   The TAC SCM Game 

The connection between AI (Artificial Intelligence) and economics has received a lot 
of attention recently [6]. The TAC SCM game is also based on that connection. The 
Trading Agent Competition (TAC, www.sics.se/tac) is an international forum that 

                                                           
2  Here we primarily observe markets from the price point of view, what is valid for TAC SCM 

environment. If we want to analyze the real world markets, aspects such as product quality 
and trust should also be taken into account. 
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promotes high-quality research on the trading agent problem. TAC has two 
competitive scenarios. The older one is called the TAC Classic scenario where eight 
agents compete by assembling travel packages for customers with different 
preferences for their trip. The other one is the TAC SCM game [7] that started in 
2003. After four annual TAC SCM tournaments, intra-tournament market efficiency 
significantly increased [4]. 

In the TAC SCM game [8] scenario, each of six agents included in the game has its 
own PC (Personal Computer) manufacturing company. During the 220 TAC SCM 
days (one virtual day lasts 15 seconds), agents compete in two different markets 
(Figure 1). In the B2B e-market agents compete in buying PC components necessary 
to produce PCs. Participants in that market are the agents and eight suppliers. Each 
supplier produces four types of components (CPUs, motherboards, memories and 
hard drives) with different performance measures. Each agent has its own PC 
assembling factory with limited capacity. In each factory, 16 different types of PCs 
can be manufactured. The PCs are divided into three market segments: low range, mid 
range and high range (different ranges are characterized with different customer 
demand levels). In the B2C e-market, agents try to sell all the PCs they produced to 
customers and, at the same time, earn as much money as possible. The winner is the 
TAC SCM agent with the most money in its bank account at the end of the game. 

Fig. 1. The relationship between the TAC SCM system and a real company EAI system 

The architecture of the TAC SCM system is shown in Figure 2. In order to 
participate in the game, an agent has to connect to the game server. The TAC SCM 
game server has several functionalities. Namely, it simulates suppliers (PC 
component manufacturers), customers (PC buyers) and the bank. The game server 
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also controls agents’ factories and warehouses. Each TAC SCM agent has a bank 
account and receives a daily report regarding its current bank balance. At the 
beginning of the game, the agent has no money and must hence loan money from the 
bank. For every day that the agent is in debt, the bank charges the agent interest while 
for every day that its bank account is positive, the bank pays interest to the agent. 

 

Fig. 2. The architecture of the TAC SCM system 

3   The CrocodileAgent 

3.1   Intelligent Software Agents as Enablers of the Digital Economy 

An intelligent software agent is a program which acts on behalf of its owner while 
conducting complex information and communication actions over the Web. Figure 3 
shows the relations between the main features of intelligent software agents [9, 10]. 

The features of the technology of intelligent software agents make them perfectly 
applicable in modern enterprise systems and electronic markets (e-markets). In the 
past, both the markets and choices available were much smaller then today, so the 
volatility of supply and demand functions was much more inert. Under such market 
conditions, companies did not need to make important decisions daily but they rather 
based business transactions on long-term partnerships. The accelerated economic 
globalization trend in the past decade is leading us closer to the existence of just one 
market - the global one. Consequently, the functions of supply and demand are 
becoming more and more dynamic and the possibilities of choice have risen to 
amazing levels. This is a reason why companies today have great difficulties in 
enhancing the efficiency of their current business processes. Companies are instantly 
forced to make lots of important decisions while continuously trying to maximize 
their profits. Keeping in mind the great volatility that characterizes the complex set of  
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market conditions and the vast quantity of available information, a possible solution 
for improving business efficiency is the automation of business processes and 
excluding humans from making decisions (where this is possible). Humans simply do 
not posses the cognitive ability to process such an enormous quantity of information 
(and to make adequate decisions) in the few moments during which the relevant 
information does not change. A very logical solution to this problem lies in the 
technology of intelligent software agents – i.e. computer programs with the ability to 
completely autonomously manage a set of tasks. 

Fig. 3. A model of intelligent software agent 

3.2   The CrocodileAgent’s Architecture 

The CrocodileAgent [11, 12] is an intelligent agent developed at the Department of 
Telecommunications, Faculty of Electrical Engineering and Computing in Zagreb, 
Croatia. The CrocodileAgent's architecture (presented in Figure 4) is based on the 
IKB model [13], a three layered agent-based framework for designing strategies in 
electronic trading markets. 

The first layer is the Information Layer (IL) which contains data gathered from the 
ongoing game. This data can be divided into two parts: data gathered from the market 
which is available to all agents and the private data about the agent's actions in the 
game. The IL also contains data about past games. Due to a limited capacity, the IL 
can not contain all the information available about the game. The information that is 
stored into the IL is determined by the Information Filter (IF). 

The second layer is the Knowledge Layer (KL) which represents the knowledge 
acquired from the data stored in the IL. The KL determines and modifies the settings 
of the IF. Knowledge contained in the KL can be divided into knowledge of the 
agent's state and the market's state. 

The third layer is the Behavioural Layer (BL) which is a decision-making 
component that determines the agent's strategic behaviour. The BL uses knowledge 
from the KL to make important decisions regarding component purchases, the 
production schedule, PC sales and shipment. 
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Fig. 4. The CrocodileAgent’s architecture 

3.3   The CrocodileAgent’s Mechanisms for Managing Cross-Enterprise 
Processes 

Enterprise Resource Planning (ERP). Initially the CrocodileAgent produced PCs 
only after receiving customer orders, but later we added the possibility of producing 
PCs even if nobody ordered them. Since the TAC SCM game is stochastic in nature, 
customer demand varies during the game. If the agent does not produce PCs and the 
PC demand is low, a large part of the agent’s factory capacities remain unutilized. If 
the agent produces PC stocks during a period of low PC demand, its factory will be 
utilized and the agent will be prepared for a period of high PC demand. This tactic has 
its weaknesses since the TAC SCM agent cannot know for sure what the future 
demand will be. Hence, the agent might produce the stock of PCs that cannot be sold 
for a longer period of time. The CrocodileAgent lowers this risk by introducing 
quantity limits which represent the maximum number of PCs which can be available 
in stock, for every PC type separately. Quantity limits are adjusted depending on the 
predicted level of future demand. 

Every day the list of active orders is sorted chronologically according to the 
delivery dates and then an algorithm for PC production and shipment to customers is 
executed. The algorithm runs as follows: 
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• The agent checks if there are enough PCs in the warehouse to fulfill the order 
 If so, they are reserved and added to the delivery schedule.  
 Otherwise, the agent checks if there are enough components to produce 
the requested PCs 

 If so, the components are reserved and the agent tries to add them 
to the production schedule. The production demand will be 
successfully fulfilled only if there is enough free factory capacity 
available for the next day. 

After analyzing all the active orders, the CrocodileAgent checks the production 
schedule for the next day. If there is free capacity available, the agent uses it for 
creating the allowed level of PC stocks. 

Supply Chain Management (SCM). The CrocodileAgent grounds its procurement 
strategy on short-term purchasing of smaller quantities of PC components. Using such 
a strategy prevents the agent from paying large amounts of money to stock PC 
components in their warehouse. 

RFQs (Requests for Quotes) are sent to all the suppliers that produce the needed 
component. The agent’s accepts only the cheaper offer, which causes a temporary 
degradation of the agent’s reputation in the eyes of the supplier whose offer was not 
accepted. However, since the requested quantities are not high, the agent’s reputation 
quickly recovers. The agent accepts partial offers in case the chosen supplier cannot 
deliver the requested quantity on time. This way, the agent gets a smaller amount of 
components than planed, but on time. In that case the quantities and reserve prices3 
are modified for more aggressive purchasing of that component in the next few days. 

Some of the parameters used in component purchase are: 

Nmin – the minimal quantity of components required to be in storage; 
Nmax – the maximal quantity of components allowed in storage; 
Nord – the maximal amount of components that can be ordered in one day; 
Nres – the quantity of a component reserved for PC production for the next day; 
Ninv – the number of components currently stored in the warehouse. 

At the beginning of each day, the agent calculates the component quantity ordered, 
but not delivered, up to that moment for each component separately. The 
CrocodileAgent’s ordered quantities of components are multiplied with a distance 
factor. The distance factor is a value between 0 and 1; the factor shrinks from 1 to 0 as 
the delivery date grows. When the delivery date reaches 30 days (from the current 
day) the distance factor becomes 0. The parameter obtained by performing this 
calculation is referred to as the evaluatedQuantity. Similarly, we calculate the 
evaluatedLongTermQuantity which represents the quantity of all the ordered 
components that have a delivery date higher than 30 days. 

For each component, the agent checks to determine if the following condition is 
fulfilled:  

Ninv + evaluatedQuantity > Nmax . (1) 

If condition (1) is fulfilled, the agent does not order this component, but counts the 
number of days in a row that the component is not ordered. If the agent does not order 
                                                           
3 Reserve price is the maximum price that the agent is willing to pay for the component. 
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components for five days in a row and if the evaluatedLongTermQuantity is under its 
upper limit in spite of condition (1), the agent makes long-term orders to ensure cheap 
components later in the game. If condition (1) is not fulfilled, the following condition 
is considered: 

Ninv + Nres > Nmin . (2) 

If condition (2) is fulfilled, the agent sends three short-term RFQs with the purpose 
of maintaining the present level of components in the warehouse. In case condition 
(2) is not fulfilled, the agent also sends three short-term RFQs but with the purpose of 
getting the number of components in the warehouse above Nmin as soon as possible. 
Regardless of condition (2), the agent sends two long-term RFQs to ensure long-term 
occupancy of the warehouse. It is important to point out that these are only the main 
characteristics of the algorithm. Additionally, there are special mechanisms which 
calculate the reserve prices and exact quantities that need to be ordered. A description 
of two of these mechanisms follows: 

• The lowComponentAlarm marks the very low quantity of a certain 
component in the warehouse. It allows short-term procurement of this 
component where the agent pays a higher price than usual. Since different 
components have different prices, the reserve price for them also differs, e.g. if 
the lowComponentAlarm is set, the maximal reserve price for processors 
(which are the most expensive PC component) is 115% of their nominal price 
and for other components it is 130% of their nominal price.  

• The demandPurchaseQuantityFactor is modified according to customer 
demand. If the demand rises rapidly, the agent uses more components to 
produce more PCs, so the parameter is increased to ensure that the agent does 
not run out of components as a result of increased PC demand. 

Customer Relationship Management (CRM). This aspect of the TAC SCM agent is 
responsible for sending offers to customers as replies to their RFQs. One agent, due to 
its limited factory capacity, is not able to produce PCs for all the RFQs issued in one 
day. Moreover, six TAC SCM agents compete for every RFQ and just the one with 
the lowest bid price will win the order. Therefore, the CrocodileAgent must carefully 
choose to which RFQs to reply and what prices to offer [14, 15]. 

Each day the CrocodileAgent first calculates the production cost of every PC type 
by summing the average purchase prices of each component incorporated in that PC. 
If some component type is not used in PC production for several days in a row, this 
usually means that it was purchased at a high price which is no longer concurrent on 
the market. As a result, the agent puts a discount on it. This way the agent prevents a 
further blockade of selling PCs which contain the expensive component. The discount 
grows as the period of component inactivity is longer. 

Furthermore, the CrocodileAgent daily calculates its minimal profit per offer. Its 
profit margin depends on the overall level of customer demand (greater demand 
yields a larger profit margin), the factory capacity reserved for active orders (if 
most of the factory capacity in the next few days is reserved, the profit margin 
increases) and the due date listed in the RFQ (the sooner is the due date, the higher 
the profit). 
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After sorting the RFQs in descending order for every PC type separately according 
to reserve prices customers are willing to pay, the agent starts to send offers if two 
conditions are fulfilled: 

• There are enough unreserved components (or already produced and stocked 
unreserved PCs) in the warehouse for producing the PCs requested in currently 
processed RFQ. The CrocodileAgent reserves components (or already 
produced PCs if they exist) for every offer it sends. Actually, it does not 
reserve the complete quantity, but that quantity multiplied by the targeted offer 
acceptance rate (explained later in Figure 5). 

• The price obtained by summing agent’s PC production cost and agent’s profit 
margin is lower than the customer’s reserve PC price. 

This algorithm comes in two versions: handleCustomerRFQsNormal and 
handleCustomerRFQsHighDemand. The version that is active on a certain day is 
determined depending on the number of production cycles needed to produce  
all the active orders and the algorithm that was used the day before. The basic 
difference between these two algorithms is the method of determining the offer  
prices for the PCs. The most frequently used algorithm during the game is 
handleCustomerRFQsNormal that determines the offer price by applying the model 
described later in Figure 5. The algorithm handleCustomerRFQsHighDemand is a 
“greedy” algorithm since the offer prices for the PCs are always just slightly under the 
customer’s reserve price. It is used when there is a very high customer demand for 
PCs since, in those cases, agents usually do not send offers for all the RFQs received. 
After analyzing the RFQs that did not get any offers, we noticed that some of them 
were very profitable. As a result, we decided to send offers for them but with high 
offer prices. This algorithm is also used at times when the agent’s factory does not 
have much free capacity in the next few days. This happens when the agent receives a 
lot of orders. By sending offers with very high offer prices, the agent will not receive 
many orders. This prevents the situation in which the agent cannot deliver all the 
ordered PCs, and at the same time, a high profit is achieved with the few orders the 
agent wins.  

Both versions of the selling algorithm implement a mechanism used to prevent late 
deliveries and keep the agent from paying penalties. Each day, the agent monitors its 
obligations to customers by calculating the number of factory cycles needed to fulfill 
its existing orders for each delivery date. After analyzing these numbers, the 
CrocodileAgent calculates the closest possible delivery date for the new orders and 
does not reply to RFQs with earlier due dates. This way the agent is prevented from 
sending offers that cannot be delivered by the requested delivery date. 

Initially, the CrocodileAgent reserved components when it sent offers to customers 
and only considered making new offers if it had enough unreserved components to 
produce the requested PCs. Since the agent does not receive orders for all the offers it 
sends, some of the components stay unused for a long time. This problem was solved 
by introducing a prediction mechanism which calculates the price interval for assuring 
the desired offer acceptance rate. The TAC SCM agent knows the minimal and 
maximal price of every PC type from transactions on the previous day. The 
CrocodileAgent uses this information and by applying linear regression it determines 
the targeted price interval (described in Figure 5). 
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Fig. 5. A model for determination of offered prices 

3.4   TAC SCM 2006 Competition  

The CrocodileAgent participated in TAC SCM Competitions in years 2004, 2005 and 
2006. It reached the semi-finals once and was twice eliminated in the quarter-finals.  

The 2006 TAC SCM Competition (there were 23 teams competing, representing 
universities from all around the world) was divided into three parts: the qualifying 
round held from April 3rd – 11th, the seeding rounds held from April 24th – May 2nd 
and the final round held from May 9th – 11th. The CrocodileAgent’s final score after 
the qualifying round was 8.275M which was enough to place the agent in 11th place. 
Our TAC SCM agent ended the seeding rounds at 11th place with an average score of 
6.332M. The CrocodileAgent took 4th place in the quarter-finals with an average score 
of 8.470M and ended its participation in 2006 TAC SCM Competition. 

4   Conclusions and Future Work 

In this paper we presented the TAC SCM Competition and described the main 
features of the CrocodileAgent, our entry in that competition. The idea of TAC SCM 
is the development of agent-based architectures that implement wide-applicable 
business strategies which efficiently manage cross-enterprise processes. Therefore, 
the TAC SCM Competition is used as a benchmark for various solutions to this 
problem. We analyzed the TAC SCM environment and explained why agent-based 
systems are very applicable for electronic trading and automation of business 
processes. In addition, we highlighted some characteristic problems in the automation 
of cross-enterprise processes and proposed possible solutions that were implemented 
in our agent. 

For the TAC SCM 2007 Competition we plan to upgrade the predictive 
mechanisms by using machine learning techniques (i.e. decision trees) and increase 
the CrocodileAgent’s reactivity with a fuzzy logic approach [16]. 
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Abstract. The direct banking business is characterized by integrated 
distribution channel politics and holistic sales approaches combined with multi-
channel-management. Direct banks in Europe and especially in Germany are 
currently facing increasing market competition. The crucial factors for growth 
are product innovation, cost control and the flexibility to react individually to 
each customer in a rapidly changing business environment. In order to compete, 
direct banks are forced to undergo a drastic transformation of business 
processes as well as organizational and managerial structures. The application 
of new concepts in building information systems is therefore necessary in order 
to further support business needs and allow for the management and adaptation 
of systems that are dependent on the fast changing market requirements. This 
paper shows how the information technology (IT) landscape of one of the five 
leading direct banks in Germany could be optimized by means of a service-
based orientation. The case outlined in this paper focuses on the customer 
service domain. The main goal is to concurrently reduce costs by automating 
business processes and to increase the quality of customer services. A reference 
model for these customer service processes is then introduced. Based on this 
model, this paper describes a business component-oriented system architecture 
according to identified business components, and their corresponding services.  

1   Introduction 

Foreign banks entering the German banking market and the development of new 
customer specific products are putting pressure on the whole market. This fact, as 
well as the increased transparency due to the high distribution rate of Internet access 
in Germany, has led to a structural change of the entire banking market. Decreasing 
customer loyalty and simultaneously decreasing margins characterize the new market 
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situation. Affiliated and smaller banks in particular are not able to handle their cost 
structure. Hence, a trend towards more centralization and the reduction of the affiliate 
banking business can be observed. Since 1995 the number of credit institutes 
registered in Germany decreased by more than 30%. The number of affiliated banks 
decreased by almost the same percentage [1]. Against this trend, however, the market 
for direct banking is increasing. An important cornerstone of this success can be 
attributed to an underlying cost consciousness [2]. Due to these facts, the market for 
direct banking will attract more competitors and cost reduction; flexibility and high 
technical standards will be required to meet the challenges presented by this situation. 
In order to cope with these challenges, a drastic transformation of the business 
processes as well as organization and managerial structures are necessary. 
Additionally, the deployment of information and communication technology (ICT) as 
well as the reengineering of the available information systems becomes inevitable, 
supporting and automating not only of the inter- but also the intra-enterprise business 
processes. The use of business components for the (re) design and (re) engineering of 
information system provides considerable benefits since they “directly model and 
implement the business logic, rules and constraints that are typical, recurrent and 
comprehensive notions characterizing a domain or business area” [3, p. 5]. 

The idea of building individual software systems by combining pre-fabricated 
software components from different vendors to construct unique applications was 
introduced for the first time by McIlroy in 1968 [4]. The software components of an 
information system that support directly the activities in an enterprise are usually 
called business components. A business component provides a set of services out of a 
given business domain through well-defined interfaces and hides its implementation 
[5]. The principle of modular design that underlies component-based software 
systems is equally important for the discussion of the technological as well as the 
economic advantages of component-based software systems. The compositional plug-
and-play-like reuse of components might enable software component markets, where 
different components can be individually combined according to the customers' need. 
The general advantage of such systems is widely discussed in literature, c.f. [6-10]. 
Modular systems have been described as the result of a functional decomposition 
[11], and the conception of modular systems has been thoroughly analyzed by system 
theory.  

Fundamental for this notion of modular systems is an overall domain-engineering 
concept in order to gain a perfection of component orientation. For domain 
engineering [12, p. 19-59, 13, p. 159-169], different domain engineering processes are 
well-known and in use, among others [14-16]. The methods mentioned contribute to 
different aspects of domain engineering theory; for example, in identifying prominent 
or distinctive features of a class of systems or in defining characteristics of 
maintainability and understandability of a family of systems. A domain engineering 
method which, throughout all stages of development, addresses the domain in which 
the business component is used, is the Business Component Modeling (BCM) Process 
introduced by [17]. Due to being explicitly developed for the context of business 
components, BCM considers additional prerequisites such as reusability, 
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marketability and self-containment, which are required for different domains. This 
paper contributes to the validation of the BCM process and specifically to the 
validation of the BCI-3D method by applying them to the domain of direct banking 
customer services.  

The outline of the rest of the paper is as follows. In section 765 the BCM process 
will be briefly explained. Since the identification of business components is still a 
crucial factor, the Business Component Identification (BCI) method [18] and its 
further development (BCI-3D) [19] is also shortly described. The BCI-3D method is 
used for the identification of reusable and marketable business components for the 
direct banking customer services domain. A detailed description of the customer 
service domain can be found in section 0. The biggest challenge concerning a 
specification of the requirements for service oriented IT architectures is an overall and 
detailed analysis of the considered business domain. The result of this domain 
analysis is either a defined reference model or a business domain specific domain 
model or a mix of both. In all cases, reference models as well as domain models have 
to be derived from the business processes of that specific domain and build the basis 
for the design of component oriented models and the development of the 
corresponding component-oriented application systems, as described in section 0. 
Since this paper contributes to the validation of the BCM process and specifically to 
the validation of the BCI-3D method, the evaluation results and conclusions are given 
in section 0. 

2   Business Component Modeling Process and the Business 
Component Identification Method 

A precondition to component-based development of application systems by using 
business components is a stable component model. In order to obtain stable business 
component models, a well-defined identification process is necessary. The basis for 
the identification of reusable, marketable and self-contained business components is 
an appropriate and high quality business domain model. Such a model not only serves 
to satisfy the requirements for a single application system but rather for a family of 
systems – and therefore for a certain domain. In order to achieve this, we used the 
Business Component Modeling (BCM) process [17, 18] as shown in Fig. 1.  
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Fig. 1. Business Component Modeling Process [17] 

The Business Component Modeling Process can be divided into two major parts, 
the Component Based Domain Analysis and the Component Based Domain Design. 
Rectangles denote sub-phases of the process, and ellipses contain the resulting 
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diagrams and models of each sub-phase [17]. In this paper we concentrate on the 
Domain Scope and the Business Components Identification sub phases and will not 
describe the Refinement and Standard Specification sub-phase. For a detailed 
description of the whole process we refer to [17]. In the Domain Scope sub-phase, a 
model of the respective domain has to be derived. Therefore the domain of interest is 
identified, characterized and business processes with their functional tasks are 
defined. In addition, data is collected to analyze the information objects and their 
relationships. Possible sources of domain information include existing systems in the 
domain, domain experts, handbooks, requirements on future systems, market studies, 
and so on. As a result of the first sub-phase a functional-decomposition diagram and a 
domain based data model are generated. Several methodologies and languages can be 
used to derive the domain model as e.g., DEMO (Design & Engineering Methodology 
for Organizations) [20-22], ARIS [23], UML (Unified Modeling Language).  

The business domain models are fundamental for the next sub-phase in the BCM 
process, namely the Business Components Identification phase. Since the 
identification of business components is strongly dependent on the quality of the 
underlying business model, the use of an adequate methodology is absolutely 
necessary. In order to optimize the process of identifying high quality, reusable and 
marketable business components the Three Dimensional Business Components 
Identification Method (BCI-3D) has been introduced by Albani et al. [19]. BCI-3D is 
an extension of the Business Components Identification (BCI) method [18], which 
has been applied in several case studies such as [24, 25], and which has been 
improved while considering the evaluation results of the case studies mentioned.  

In BCI-3D one can distinguish between three types of relationships necessary for 
the identification of business components; the relationship between single process 
steps, the relationship between information objects and the relationship between 
process steps and information objects. A relationship type distinguishes between 
subtypes expressing the significance of a relationship. For example, the relationship 
between single process steps expresses – based on their cardinality constraints – how 
often a process step is executed within a process and therefore how close two process 
steps are related to each other in that business domain. The relationship between 
information objects defines how loosely or tightly the information objects are 
coupled. In addition, the relationship between process steps and information objects 
defines whether a corresponding information object is used or created while executing 
the respective process step. All types of relationship are of great relevance in order to 
define which information object and process steps belong to which component. The 
relationships are modeled in the BCI-3D method using a weighted graph. The nodes 
represent either information objects or process steps and the edges characterize the 
relationships between the nodes. Weights are used to define the different types and 
subtypes of relationships and build the basis for assigning nodes and information 
objects to components. In order to optimize its display, the graph is visualized in a 
three-dimensional representation having the process steps and information objects 
arranged in circles and without showing the corresponding weights (see Fig. 5). By 
satisfying defined metrics such as minimal communication between and maximal 
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compactness within business components, the BCI-3D method groups process steps 
and their corresponding information objects with the aim of obtaining an abstract 
component model in a top-down way. The constraint of providing optimal grouping 
while minimizing communication means that an optimization problem needs to be 
solved with a genetic algorithm. The algorithm starts with a predefined solution and 
improves it by incremental iteration [19]. The starting solution is generated using a 
greedy graph-partitioning algorithm [26]. For improving the initial solution, the 
Kernighan and Lin graph-partitioning algorithm [27] has been implemented. The 
result of applying the BCI -3D method to a defined domain results in a business 
component model, describing their relationships and provided and/or required 
services.  

To illustrate the domain scope and component identification sub-phases with their 
resulting diagrams and models, the BCM process is applied to the domain of direct 
banking customer services described in the next sections. 

3   The Domain of Direct Banking Customer Service  

A sustainable economic growth of direct banks in the German banking sector 
particularly depends on efficient cost structures as well as cost-effective and quality-
conscious customer service processes. Compared to traditional banks, the direct 
banking sector in Germany is characterized by high rates of customer growth. Due to 
this fact, new challenges regarding business processes and IT systems arise. The risk 
of growing internal costs due to inefficiencies of the implemented service processes 
and service tasks has to be managed at an early stage. Consequently, the business 
domain service, and particularly the domain customer services, is in the focus of 
interest of a direct bank. The business processes in the mentioned business domains 
are heavily dependent on guidelines and directives. In the example case, these 
directives are defined and modeled by a company-wide process department. Fig. 4 
illustrates an example directive. A directive describes the business tasks, the 
corresponding responsible organizational units (cost center) and the related resources 
in a graphical based form. To each of these business process steps, guidelines focuses 
on legal restrictions, check criteria or documentation needs. The implementation and 
daily handling of these guidelines and directives are periodically audited and 
evaluated in an internal review. The sum of all guidelines and directives can be seen 
as a complete reference model for the domain direct banking customer service. The 
reference model of one of the leading direct banks in Germany has been used to 
analyze the domain of customer service. 

The actual handling of the customer services is mostly characterized by manual 
business processes. Information is either entered directly in the supporting IT system 
or integrated via the web front-end of the customer portal. The main problems are 
system inflexibility concerning the automation of functionality and integration of new 
business requirements in the IT system on the one hand and difficulties concerning 
the full integration of the system landscape, especially the information exchange with 
the mother bank on the other hand. Due to this fact there are cost and time intensive 
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inefficiencies in the customer processes as well as supplementary costs of the error 
handling of the information integration in the system landscape. 

In order to model the business functionality of the example domain, functional 
decomposition diagrams, as used in the ARIS methodology by [23], have been used 
for describing business tasks and business activities. A functional decomposition 
diagram splits the main tasks of a business process in four areas: Task area, 
Function area, Sub-function area and Elementary function area. A more detailed 
splitting of business process tasks is not efficient regarding a general management 
view. Fig. 2 illustrates for the customer service domain the task area Service in a 
functional decomposition diagram. Due to space limitations, we do not provide the 
process models which visualize the execution order of the single business tasks and 
activities. 

 

Fig. 2. Functional decomposition diagram for customer services at a direct bank 

The task area Services provides several functions such as Customer Services, 
Administration Services and Helpdesk Services. In Fig. 2 only the Customer Services 
function and an extract of its sub-functions are listed. The complete range of sub-
functions within the customer services function can be restricted to 27. In the present 
case, ’relevant’ sub-functions were limited to tasks considered in the daily 
contribution margin calculation. This limitation facilitates the focus on the most 
commonly used and most expensive tasks and it considers more than 90 % of the 
whole business activities in the mentioned domain. To get a better understanding of 
customer services in the direct banking sector, selected sub-functions (highlighted 
grey in Fig. 2) are described. In this context, the description of tasks is always in the 
form ‘verb - subject – adverb’ in order to standardize their description and to avoid 
ambiguity of the modeling notation. 

The sub-function Customer address change / Master data change provides tasks 
like “change name” or “change customer address” for example in case of marriage, 
divorce or removal. For all these tasks, the differentiation of the communication 
channel used is important, for example concerning business intelligence requirements, 
such as calculating the customer service process costs (contribution margin) and 
controlling the requirements of the different communication channels in the future. A 
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precondition to change the customer master data via mobile device, Internet or 
telephone is a valid customer legitimization. Therefore, that sub-function also 
describes typical direct banking tasks like legitimization of persons by means of the 
PostIdent proceeding. The German PostIdent proceeding is the standard person 
legitimization proceeding accomplished by the Deutsche Post AG.  

The next logical step after creation and legitimization of a customer is the account 
opening. Therefore, the corresponding sub-function Account opening provides tasks 
such as “check residential status of customer” in case of an abroad customer address 
for dispatch. If the customer wants to trade options or financial futures, a clarification 
of trading risks has to be collected and a risk group has to be calculated. The 
differentiation of the used communication channels in this sub-function is also an 
important step. 

The last steps in the customer lifecycle are the customer inheritance business task, 
listed as sub-function Inheritance management in the functional decomposition 
diagram. The first task is the request of an official inheritance confirmation. 
Afterwards, the bank has to check and delete standing orders for exactly defined cases 
and criteria. If the customer has a maestro or credit card, these cards have to be 
locked, and the credit card service provider has to be informed. Additionally, the tax 
authorities have to be informed about the account balance of the last day before the 
inheritance. In case of clarified inheritance, the last task is the disclosure of the 
customer accounts.  

The last sub-function we describe is Returned consignment. As described above, 
each of the illustrated sub-functions listed in figure 2 includes several tasks, which are 
listed in the functional decomposition diagram by means of elementary functions. 
Due to space limitations we only list and describe the elementary functions of the 
Returned consignment sub-function in more detail. 

At first, a returned consignment has to be checked and classified. In special cases 
like PIN numbers or TAN lists, the returned consignment has to be destroyed 
immediately. In all other cases, it has to be verified if the address of the returned 
consignment matches the most recent customer address for dispatch in the service 
system (check customer address in own system). If the customer address is 
corresponding and no lock reason is set in the system (check lock reason returned 
consignment), the cover of the new correspondence is marked with “2”, and it is then 
sent to the same customer address for dispatch. If this correspondence returns a 
second time, the customer address for dispatch is compared to the customer tax 
address in the host system. In case of a difference between these two customer 
addresses, the returned consignment is sent a third time to the customer address of 
tax. At the same time, the customer address for dispatch is deleted in the existing 
system. In case of a third returned consignment, the customer account is locked with 
the lock reason returned consignment, and the returned consignment is collected in 
the customer records. If no customer record exists, a new one is to be created. The 
next task is to check the customer’s resident status. If the resident status is “non-
resident”, the internal audit is to be informed. If the resident status is “resident”, an 
address match is made with forward orders of the Deutsche Post AG. If there is still 
no new customer address identified, an address research is started. Therefore, the 
mortality database is scanned. If new information about the customer address cannot 
be found, the so-called EMA requests are scanned. An EMA request is a request from 
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other companies like shippers who had similar problems with this customer. If there is 
no address match in the EMA files, a new EMA entry is made. After 6 months, the 
customer account is checked for discharge. Therefore, a supervision charge is 
accounted. If a custody account also exists, it will be disposed at the same time. 
Finally, the account balance is written off with respect to the defined detailed 
instructions. The customer account is deleted. Finally, all the documents, protocols 
and official forms have to be archived. 

 

 

Fig. 3. Functional decomposition diagram of the returned consignment sub-function 

A functional decomposition diagram (see Fig. 3) shows all the necessary business 
tasks with their sub tasks, but does not refer to any information objects, such as 
customer address, which are used or created while executing those functions. 
Furthermore there is no chronological order between different tasks. Therefore, the 
relation between single tasks and information objects has to be modeled in an 
alternative manner as shown, for example, in Fig. 4. 

As mentioned in section 0, there are several methods concerning the modeling of 
business processes. In the actual case the considered direct bank uses directives and 
guidelines for the definition of the main tasks, their orders and their dependences. Fig. 
4 illustrates such a directive. The graphical modeling is done in the Adonis tool and 
the provided notation possibilities. Each of these directives and guidelines are 
provided verbally. The guidelines determine check criteria, supervision periods and 
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documentation necessities in detail. Every directive additionally indicates the 
triggering events. In the example under consideration, the triggering event is the 
physical entry of a returned consignment. The above mentioned destroy returned 
consignment task in case of PIN numbers or TAN lists is not clearly mentioned in the 
directive, but in the corresponding guidelines. However, the directives give hints 
about the relation between tasks, depending on the business environment. All 
available business process models are provided in the local intranet network and show 
the flag ‘valid’ or ‘invalid’. As consequence it can be assured, that all important 
business processes are companywide communicated and known. 

Having defined all business tasks and the corresponding information objects, the 
relationships between business tasks, between information objects, and between 
business tasks and information objects need to be defined in order to use them in the 
business components identification method. For the purpose of domain analysis, the 
two task relations standard and optional were defined. A standard relationship 
between tasks arises from the business process structure. In Fig. 4 the arrows reflect 
this relationship. The stringent following of each arrow with regard to the different 
tracking possibilities describes a standard relationship apart. The starting point of all 
standard relationships is always the triggering event. Not taking into account the final 
process course all standard relationships end at the directive-ending node. The second 
relationship type between different tasks is the optional relationship. In this context, 
an optional relationship refers to a possible relation between two tasks, clearly 
depending on the predetermined guidelines. For instance the creation of minutes 
during a customer conference call is not always mandatory.  

 

 

Fig. 4. Business process directive: handling of returned consignment 

The authors decided to distinguish between a standard and an optional relationship 
to have the possibility of different weightings during the business component 
identification. With these relationships already defined, the communication effort of 
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the identified business components is minimized due to the above-mentioned 
algorithms of the BCI-3D method.  

In addition to the relationships between tasks, the relationships between task and 
information objects have to be considered. As already stated, a task can create 
information objects (outgoing information object) or use (incoming) information 
objects. For example, a customer correspondence can only be sent if the customer 
address for dispatch is known. To execute the task Sent customer correspondence the 
incoming information objects customer address for dispatch, stamp, envelope and 
prepared customer correspondence are required. 

Finally, the relationships between information objects have to be provided for 
efficient business component identification. Three different types of relationships 
are defined in this case: related-to, part-of and state-of. In general, a related-to 
relationship is defined between entities like customer and contract. A customer has 
at least one or more contracts whereas a contract is attributed exactly to one 
customer. The relationship part-of signals that an information object is part of 
another information object. For example, the information objects customer 
addresses for dispatch and customer tax address are part of the information object 
customer master address data. Finally the relationship state-of signals a change in 
the condition of an information object. For instance, a customer contract runs 
through the conditions customer request and offered contract before becoming the 
status customer contract. 

All the mentioned relationships belong to the set of relationships provided and 
recommended by the BCI-3D method. In order to gain all relevant information for 
modeling the supporting information system by means of business components, ten 
representative customer service processes were modeled in the described proceeding, 
including business tasks, information objects and all their relationships as mentioned 
above. All the considered services processes are highlighted in Fig. 3. Applying the 
BCI-3D to the services mentioned resulted in a business component model as 
illustrated in section 0. 

4   Business Component Model of Customer Service Processes 

The modeling of the above mentioned customer service processes leads to 288 
different information objects and 159 business process steps (BPS). Concerning the 
information objects it was not distinguished between paper based and digital 
information objects. In order to use the business component identification method for 
identifying reusable and marketable business components, all relationships need to be 
weighted. The reason therefore is to define how strong objects (process step or 
information objects) are related in order to ensure their grouping within one and the 
same business component. With this approach, individual business process structures 
of the direct bank case are analyzed in detail. The weights result from feedback 
received while using the BCI-3D method and from the detailed analysis of the actual 
business domain. In the actual case, the weighted relationships were defined as 
follows:  
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a. Weights for relationships between information objects: 
i. related-to:  100 

ii. part-of:  1000 
iii. state-of: 1000 

b. Weights for relationships between business tasks: 
i. standard:  1000 

ii. optional: 100 
c. Weights for relationships between business tasks and information 

objects: 
i. create:  1000 

ii. use:  100 

As a result, the main focus of the business component identification will be on 
minimal communication efforts between different standard tasks, ensuring loosely 
coupling of business components, and on tight cohesion, ensuring optimal grouping of 
related business functionality. In addition, each information object, which is created 
by a specific business task, is placed within the same business component as the 
business tasks itself. Fig. 5 illustrates the identified component model. 

Altogether, 21 business components were identified. Fig. 5 illustrates the single 
component “service component” on the left side and the complete component model 
on the right side. All BPS are placed ‘on the ground’ of the component model, 
whereas the information objects are situated above, ‘on top’ of the component model. 
The mentioned relationships between BPS and information objects are represented by 
connectors. It can be seen, that the main communication of the single component is 
inside the component. The complete component model on the right side strengthens 
this statement. The communication efforts between the single components are 
minimized. 

 

 

Fig. 5. Component model for customer services 

The main components identified are: archive component, service component and 
master data component. The biggest component on the right side obviously shows 
more external rather than internal communication. This indicates that the 
information objects of this component are created by business tasks located in other 
components. This observation could be seen as a contradiction of the main focus, 
which is less communication between the business components within the 
aforementioned relationships. However, a closer examination of the functionality 
provided by this business component (i.e. the archive component), provides us with 
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a clearer understanding of this interaction. This is to say, when protocols, forms and 
customer requests are demanded, they are stored and offered as service in the 
archive component. That way, the identified communication structure is efficient. 
Information objects, which are needed for executing a task within a component, are 
created in the service component, not in the archiving component. The other two 
sizeable components provide the main data concerning customer master data or the 
account master data with the main tasks fitting customer creation and account 
opening. 

With the structure of this component model, the characteristics of the customer 
services domain become obvious. There are independent customer requests for 
services. In general, a customer requests banking products and services step by step. 
According to this perspective, the identified business components generally contain 
one service with all the relevant tasks to fulfill each of these steps. Furthermore, 
where possible these components are defined as discreet and independent. Fig. 6 
illustrates an extract of the component model for the customer process customer 
attracts customer, following the UML 2.0 notation [28] presenting the components 
with their required and provided services. 

In reality, the customer service process customer attracts customer is mainly 
manually implemented. As a result, this process provides a lot of effort and produces 
costs and errors. Based on the domain analysis, the BCI-3D tool suggests four 
components for handling this process. The business component customer attracts 
customer provides all tasks for recording the service process. To check the correctness 
of a request to this component, the service get sales prospect information is necessary 
to import all related sales prospect information about the prospective customer and 
the new customer. If the request fits the business rules, the service offer confirmation 
customer attracts customer is provided in the component model. At the same time, a 
letter of thanks to the attracting customer is prepared. Therefore, the actual customer 
address for dispatch is provided in the component model by means of the service get 
actual customer address.  

The second business component deals with customer requests to change the 
customer gift, which will be sent to new customers. Therefore the actual shipping list 
of the customer gift has to be requested in the component model via get shipping list 
presents. If the customer gift is not yet foreseen in the actual shipping list, a change of 
the customer gift is still possible and a confirmation of the new gift is provided in the 
component model by the service offer confirmation customer attracts customer. At 
the same time, this component provides the general service of checking a customer 
gift in the actual shipping list via offer present not in actual shipping list. 

This service is necessary to fulfill the tasks of the third component. This 
component prepares customer claims. With the mentioned service of the second 
component, it is possible to check if an unsent customer gift is foreseen in the actual 
shipping list. The business process determines the validity of a shipping list up-to one 
week. Therefore, the following shipping list should also be checked. The shipping list 
is demanded by the forth component via get shipping list present. If the customer gift 
is not included in any shipping list, the service offer error present is provided in the 
component model to business component 1 to restart the recoding process. If there is a 
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Fig. 6. Component model – business components customer attracts customer 

problem with the quality of the customer present, the service offer error handling 
service provider sends the necessary information directly to the service provider. 

The forth business component presents the main interface to the service provider. 
This component maintains the shipping lists. If a customer present is chosen in any of 
the other components, this information is included via the service get confirmation 
customer attracts customer. Consequently, this component also offers the actual 
shipping lists to the component model via offer shipping list presents. Each week the 
customer gifts are demanded by the service provider via the service offer interface 
service provider. If a customer wishes to get a bonus instead of a gift, this component 
also prepares the accounting of the bonus. Therefore, the actual customer account 
number has to be demanded in the component model via get account number. 

The extract of the business components customer attracts customer gives an initial 
insight into automating business processes. All tasks except the customer claim can be 
implemented and automated, at least for customer requests via the Internet. The 
identified components provide not only services to fulfill the customer service 
process, but these services easily can be reused by other components in other business 
domains. With such an IT-architecture, a focus on the important customer request – 
the claiming requests – is possible without losing quality for the other task. In 
contrast, the automation of the mentioned tasks provides faulty insertion and 
correction in the actual systems. A customer can check immediately and 
independently whether a change of his gift is still possible. Additionally he could 
track the proceeding of this service process. 
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5   Evaluation and Conclusions  

The initial purpose for writing this paper was a six-month project at one of the five 
leading direct banks in Germany. The challenge was to reduce costs by automating 
data warehouse processes and to increase the quality of customer services at the same 
time. Therefore the domain customer services needed to be analyzed in detail. In 
order to use a methodological approach, the business components modeling process 
(BCM) was applied parallel to the normal project work, focusing mainly on the first 
two sub-phases, the domain scope and the business component identification. The 
methodology was used for 10 of the mentioned 27 customer services with the 
objective of developing a service-oriented approach for an alternative implementation 
of the supporting IT-landscape.  

Advantages of the use of the BCM methodology 
Applying the domain scope sub-phase to the example domain meant to analyze all 
business tasks and the relevant information objects in detail, allowing a more precise 
definition of the process costs. New service processes, which led to further margin 
calculation costs, were identified. Additionally, an overall service process 
documentation was created which led to a deep acceptance and support of the general 
proceeding of the BCM methodology in the business unit. 

With the business components identification method, based on the resulted domain 
models, an automated approach was provided for the identification of business 
components. The metrics defined in this paper – being minimal communication 
between and maximum compactness of business components – are the basic metrics 
for the component-based development of supporting information systems. Based on 
the well-defined business task dependencies, business functions could be clustered 
within business components. The identified components have a potential of reuse due 
to the provided services. In consequence, redundant activities in the business process 
as well as technical redundancy in the data warehouse functionalities were identified. 
This fact led to direct cost reductions in the services processes and to indirect cost 
reductions concerning a reduced error rate and reduced maintaining costs in the data 
warehouse.  

Furthermore, a huge potential, especially for the market of direct banks, arises on 
the basis of process automation. Thereby a concentration on core competencies can be 
achieved without loosing quality in the existing customer services. In the example 
service process customer attracts customer 80% of the process costs ocurred for 
activities with automating potential, only 20% for activities concerning the customer 
claim. The result of the BCI methodology is therefore used to calculate the benefit of 
a service oriented architecture on the base of the customer service processes due to 
process automation potential. In consequence, an individual business case for the 
implementation of a service-oriented architecture can be calculated based on a 
methodical approach. In case of a positive business case, the identified component 
model represents the complete conception at the same time. 

Difficulties by the usage of the BCM methodology 
Since the identification of business components is strongly dependent on the quality 
of the underlying business domain models, a strong focus was set on modeling the 
example domain. During that phase, difficulties occurred due to the way of modeling, 
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especially with regard to the allocation of information objects. In most cases, the 
information objects could only be gained from the guidelines that were delivered with 
the specific processes. Therefore, depending on individual policies one process-guide 
could be described more precisely than another. Due to these reasons, a consistent 
level of abstraction for modeling meaningful business processes was not given. By 
contrast, the relationships between the functions were documented adequately within 
the project case. Accordingly, when analyzing the component model, some 
components contain only highly abstract information objects, as for example scoring 
product that represents the score value of an individual product. Polishing these 
information objects, for example to include scoring per product, would improve the 
correlation of these highly aggregated information objects.  

The examination of ten customer services showed, that guidelines and directives 
are not sufficient to exploit the complete power of the BCM method. In consequence, 
use of the BCI-3D tool only makes sense to a certain level of abstraction. 
Additionally, by analyzing more than only ten service processes even better reusable 
business components would result.  

Hints for further developments for the BCI tool 
Concerning direct banking requirements, security aspects on data have to be 
considered. Actually it is not possible to integrate new, sector specific dimensions like 
data security to the BCI-3D method. But these aspects influence in an important way 
the identification of business components. If a role concept could be considered 
during the component identification a big manual task of post processing could be 
avoided.  

Another actual weakness of the BCI-3D tool implementing the BCI-3D method is 
the lack of interfaces for example concerning data dictionary or metadata tools. In 
most direct banks, the data models are maintained. If the reuse of individual direct 
bank data domains would be possible, the quality of the identified business 
components would be higher. Another interesting point is the integration of automatic 
business logic checks via the data load in BCI-3D. If the tool would provide a meta 
model to rebuild business dependencies, logical errors in the domain analysis could be 
detected.  

Problems regarding the use of the BCI-3D tool arise from filling the flat files that 
constitute the basis for the optimization method, which results in enormous manual 
work while mapping the information gained in the domain model to the representation 
of the BCI-3D tool. Certainly, the most comfortable way of optimizing that step 
would be the integration of the tools for modeling the business domain and the BCI-
3D tool.  
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Abstract. The Internet has become the major platform for future inter-
organizational knowledge-based applications. There is a need for knowledge 
modeling and processing techniques to perform event management and rule 
processing in such a distributed environment. We present an Event-Trigger-
Rule (ETR) model, which differs from the conventional ECA rule model in that 
events and rules can be defined and managed independently by different 
people/organizations at different sites. Triggers are specifications that link 
distributed events with potentially complex structures of distributed rules to 
capture semantically rich and useful knowledge. Triggers can also be specified 
by different people/organizations in a distributed environment. Based on the 
ETR model, we have implemented an ETR Server that can be installed at 
multiple sites over the Internet. The ETR Server provides platform inde-
pendence, extensibility, processing of event histories and rule structures, 
dynamic rule change at run-time, and Web-based GUI tools. The ETR Model 
and the implemented ETR Server can support various inter-organizational 
collaborative knowledge-based applications such as a Web-based negotiation 
system, supply chains, dynamic workflow management system, Knowledge 
Networks, and transnational information system.  

1   Introduction 

The Internet has become the major platform for future inter-organizational 
knowledge-based applications.  Such applications will also need to become active, as 
more machine processing rather than human interactions are required on the Internet.  
Therefore, these inter-organizational knowledge-based applications need knowledge 
modeling and processing techniques to perform event management and rule 
processing in a distributed environment. By using rules, a high level specification of 
knowledge can be used to enhance the system with active capabilities. In an active 
system, rules are automatically executed when a particular event of interest occurs 
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and some data condition is satisfied. The rule system can automatically carry out 
security and integrity constraint checking, business regulation/policy enforcement, 
alerting, automatic backup and recovery, etc. to eliminate error prone and tedious 
tasks that required human interventions in passive systems. 

Rules used in current knowledge-based systems are specified in a variety of forms. 
One form of rule specifications, which is very commonly used in active database 
systems, is the Event-Condition-Action (ECA) rule specification. An ECA rule 
consists of three parts: the event, condition and action part. The semantics of an ECA 
rule is that when an event occurs, the condition is checked. If the condition evaluates 
to true, the action is executed. Otherwise, the action is not executed. In an ECA-rule-
based system, the E, C and A specifications form a single rule and is usually managed 
and processed by a centralized system.   

In this paper, we present an Event-Trigger-Rule (ETR) model, which differs from 
the conventional ECA rule model in that events and rules can be defined and managed 
independently by different people/organizations at different sites. Triggers are 
specifications that link distributed events with potentially complex structures of 
distributed rules to capture semantically rich and useful knowledge. They again can 
be specified by different people/organizations in a distributed environment. Based on 
the ETR model, we have implemented an ETR Server that can be installed at multiple 
sites over the Internet. The ETR Model and implemented ETR Server enables various 
inter-organizational knowledge-based applications such as a Web-based Negotiation 
Server[1], a supply chain scenario[2], a dynamic workflow management system[3], a 
Knowledge Network  infrastructure[4], and a transnational information system [5]. 
We provide a detail description of our ETR Model and ETR Server implementation 
and suggest that our ETR Model and ETR Server can be used as a basic modeling tool 
and infrastructure for various advanced inter-organizational systems. 

The organization of the paper is as follows. Section 2 discusses the related 
research. Section 3 gives a detail explanation of our ETR model and section 4 gives 
an overview of our ETR Server implementation. Section 5 provides some examples of 
using the ETR Model and ETR Server for inter-organizational systems that we have 
developed. And section 6 finally gives the conclusion.  

2   Related Research 

The concept of rules was originally introduced in the research areas of artificial 
intelligence and expert systems.  One popular form of rule specification, the Event-
Condition-Action (ECA) rule, has been used in the database management area to 
create a new category of databases, namely, active databases [6].  As we pointed out 
in the introduction section, these rules are used in centralized active database systems. 
Our Event-Trigger-Rule model, although shares some components of rule 
specification with the ECA model, is designed for distributed knowledge sharing and 
application development and has several added features.   

WebRules [7] is a framework to use rules to integrate servers on the Internet. The 
WebRules server has a set of built-in events that can notify remote systems, and has a 
library of system calls that can be used in a rule to connect Web servers. However, it 
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does not include advanced concepts required for knowledge sharing such as event and 
rule publishing or event filtering.  

Several content-based event notification architectures have been recently proposed 
to provide an abstraction of the communication infrastructure on the Internet. These 
architectures focus on providing a scalable architecture for event delivery, as well as a 
mechanism to selectively subscribe to information. Siena [8], Kyrex [9] and CORBA 
Notification Service [10] are such proposed event architectures. In [11], the authors 
outline the concepts of event description, subscription, and notification. One can 
subscribe either to a single event or an event pattern. The latter is similar to the event 
structure (or composite event) supported by our ETR Server [4]. A key feature of [12] 
is the composition of high-level events from low-level ones.  

3   Event-Trigger-Rule Model 

The ETR model provides the basic modeling constructs such as classes, objects, 
attributes/properties and methods just like most existing object models. Additionally, 
it provides three knowledge modeling constructs: event, rule and trigger. These are 
shown in Figure 1.  

 

Fig. 1. The ETR (Event-Trigger-Rule) Model 
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Events model the occurrences of interest, and rules contain specific knowledge 
conditions and actions. Triggers provide a way to model the complex relationships 
between the events and rules in a very flexible way. The details of each of these 
knowledge components are explained below. 

3.1   Event 

An event is an occurrence of anything of interest to people or software systems. It can 
be the reading or updating of a data field or record, or a failure signal issued by the 
software that controls a disk, or the signal of a timer, etc.  Events can be grossly 
categorized into three types: method-associated events, explicitly posted events, and 
timer events.  

Method-associated events. When a specific method executes, the event associated 
with the method is raised. The raising of an event can be done either before the 
method, after the method, or at the commit time of a transaction, which contains the 
method execution. These different times of the raising of events with respect to the 
method execution time are called coupling modes. The three coupling modes just 
illustrated are called before, after, and on-commit. These three coupling modes are 
synchronous. When a synchronous event is posted, the execution of the event posting 
method/program is suspended until a response is returned from the rule processor. If 
an event is posted asynchronously, the event posting method/program does not wait 
for the response but continues its execution. The decoupled mode (the fourth mode) 
allows an event to be posted asynchronously.   

Explicitly posted events. An explicitly posted event can be raised independent of any 
method execution. That is, the event is not tied to any specific method and can be 
raised in the body of any desired method via a ‘PostSynchEvent’ or 
'PostAsynchEvent' call. An explicitly posted event can be posted synchronously or 
asynchronously.  

Timer events. A timer event is an event that is related to some predefined time of 
interest. It is raised when the predefined time of interest has come. The timer event is 
asynchronous by nature.  

Figure 2 shows an example for specifying a method-associated event 
'update_quantity_event'. The 'update_quantity_event’ will be posted before the 
activation of the ‘UpdateQuantity’ method of the ‘InventoryManager’ class. The 
event will carry the quantity and item parameters given to the UpdateQuantity 
method.  

 
IN                                  InventoryManager 
EVENT                         update_quantity_event ( String item, int quantity) 
TYPE                            METHOD 
COUPLING_MODE    BEFORE 
OPERATION               UpdateQuantity ( String item, int quantity) 

 

Fig. 2.  Specification of a method-associated event : update_quantity_event 
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3.2   Rule 

A rule is a high-level declarative specification of a granule of executable code that is 
related to an event or events. A rule is composed of a condition, action, and alternate 
action clause. When an event is posted, the rules associated with the event are 
triggered for processing. When a rule is triggered, the condition clause of the rule is 
first evaluated. If the condition is true, the statements in the action clause are 
executed. Otherwise, the statements in the alternate action clause are executed.  A rule 
has an interface that specifies what parameters are used in the rule body (i.e. 
condition, action, alternate action). The actual values of these parameters are provided 
by the event at run time. The syntax of a rule is shown in Figure 3.  

 
RULE                     rule_name (parameter list) 
[RETURNS            return_type ] 
[DESCRIPTION    description_text]  
[TYPE                    DYNAMIC/STATIC]  
[STATE                 ACTIVE/SUSPENDED]    
[RULEVAR           rule variable declarations]   
[CONDITION        guarded expression] 
[ACTION               operation block] 
[ALTACTION       operation block] 
[EXCEPTION        exception & exception handler block] 

 

Fig. 3. Syntax of the rule language 

 
In the rule syntax, clauses that are surrounded by brackets are optional. A rule can 

return a value whose type is indicated by the RETURNS clause. The TYPE clause 
indicates whether or not the rule is allowed to be modified after the initial definition. 
A DYNAMIC rule indicates that the rule may be changed at run-time, whereas a 
STATIC rule means that the rule is less likely changed. This information is used for 
optimizing the performance of the rule by generating proper forms of rule codes. The 
STATE clause indicates whether the rule will be initially active or suspended after 
definition. The RULEVAR clause has the declaration of the variables that are used in 
the rule body. There are four types of rule variables: temporary type, persistent type, 
existing type, and customizable type. The temporary type is used like a local variable 
in the rule and the persistent type will persist values of the variable. The existing type 
enables referencing of remote server objects and the customizable type enables values 
to be customized for different execution contexts. The CONDITION clause is 
composed of a guarded expression. A guarded expression has two parts: a guard part 
and a condition expression part. The guard part is composed of a sequence of 
expressions. If any expression in the guard evaluates to false, the rule is skipped. 
Otherwise, the condition expression part is evaluated. The guard part is provided to 
screen out cases where the rule must be skipped such as error situations or invalid 
data values, etc. Depending on the result of the condition expression evaluation, the 
ACTION clause or the ALTACTION clause is executed. ACTION and ALTACTION 
clauses are composed of statements to be executed such as method calls or assignment 
statements, statements that post events, etc. During the execution of a rule, an 
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exception may occur and this is handled by the EXCEPTION clause where the 
exception type is paired with an exception handler. 

An example of a simple rule specification is shown in Figure 4. The rule monitors 
the change of the “quantity” value. The rule only monitors the item ‘Part225’ and will 
only proceed if the quantity decreases. This is specified via a guarded expression in 
the CONDITION. If the available quantity of the item in stock decreases more than 
500, the item needs to be ordered from the retailer at an amount of 110% of the 
quantity change. Otherwise, it only orders the amount that decreased.  The 
RULEVAR supports various types of variables that can make the rule body much 
simpler. The 'existing' keyword in the RULEVAR indicates that the variable 'retailer' 
is to be bound with an existing Retailer object in the distributed environment. The 
Retailer object should have the ID of RETAILER1223.  

 
RULE                    check_quantity_change (int quantity_change, String item) 
DESCRIPTION   if the quantity is decreased by more than 500, order item from 

Retailer  by 110% of quantity change  
RULEVAR           existing Retailer  retailer("RETAILER1223"); 
                               int  order_amount; 
CONDITION        [item=‘Part225’ & quantity_change < 0]  

quantity_change < -500   
ACTION               order_amount = 1.1 * (-quantity_change); 

retailer.Order(order_amount, item); 
ALTACTION       order_amount = -quantity_change; 

retailer.Order(order_amount, item); 
 

Fig. 4.  Example rule 

3.3   Trigger 

Now that the events and rules are specified, the trigger which relates the events and 
rules can be specified. A trigger basically specifies which events can trigger which 
rules. It also can support composite events and does the parameter mapping between 
the event parameters and rule parameters.  Another important function of the trigger is 
the capability to specify the various rule execution sequences. A trigger has the syntax 
shown below in Figure 5. 

 
TRIGGER                    trigger name ( trigger parameters ) 
TRIGGEREVENT       events connected by OR     
 [EVENTHISTORY     event expression] 
 RULESTRUC             structure of rules  
 [RETURNS                 return_type : rule_in_rulestruct] 

 

Fig. 5. Syntax of trigger 

 
The trigger has five clauses. The clauses that are surrounded by brackets are optional. 

The TRIGGER clause specifies the name of a trigger and the trigger parameters. The 
trigger parameters are used to bridge between the event parameters and the rule 
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parameters. The TRIGGEREVENT clause lists the events that can trigger the set of 
rules in the RULESTRUC clause. Several events can be OR-ed (i.e., connected with a 
disjunctive operator), which means that the occurrence of any one of the events can 
trigger the rules. The EVENTHISTORY supports checking of past event occurrences 
that can form composite events. The RULESTRUC clause specifies the set of rules to 
be executed and also in what order the rules should be executed. Any rule execution 
sequence is typically composed of three kinds of elements. These elements are 
sequential rule execution, parallel rule execution, and synchronization points. The 
RETURNS clause is optional, and is used when the trigger needs to return a value in the 
case when a synchronous event has triggered the rules. The return type as well as the 
specific rule that should provide the return value is specified in this clause.  

Figure 6 shows a complex trigger that contains an expression within the 
TRIGGEREVENT clause and EVENTHISTORY clause. The EVENTHISTORY 
checks if there has been an occurrence of event E4 happening before event E5. The 
RULESTRUC clause contains several rules to be executed in a linear fashion. The 
parameter mappings from event parameters to trigger parameters, and again trigger 
parameters to rule parameters are shown.  

 
           TRIGGER               sample_trigger ( int v1, int v2, classX v3 ) 
           TRIGGEREVENT  E1( int v1, int v2, classY t1, classX v3 ) OR   
                                           E2( int v2, classX v3, int v1 ) 
           EVENTHISTORY  E4 > E5 
           RULESTRUC         R1(v1,v2)  > R2(v3,v1) > R3(v1,v2,v3) 
 

Fig. 6. Example complex trigger 

4   ETR Server Design and Implementation 

We have implemented an ETR Server that can process the triggers and rules upon 
receiving an event. Figure 7 illustrates the architecture of the ETR Server. The ETR 
Server has an extensible interface which can support various communication 
infrastructures such as RMI, CORBA, Vitria Communicator and a Call Level Interface 
(CLI) to be used by the administrator of the ETR Server. The Rule Object Manager is 
the entry point to the core ETR Server. There exist two hash tables: event hash table and 
the trigger hash table. The event hash table stores the event to trigger hashing 
information. By hashing with the event name, the corresponding trigger can be 
identified. The trigger hash table stores the mapping from the trigger to its triggering 
events. The Rule Scheduler can perform the scheduling of multiple rules. The rules are 
executed by threads. The Event History Processor evaluates the event history part of a 
trigger. The Rule Group Coordinator manages the rule group information. 

The ETR Server has the following features. 

• Rule Scheduling: The scheduling algorithm uses several data structures that 
mainly store information about the predecessors and successors of each rule and 
the event parameter mappings to the rules. The scheduling algorithm is as follows. 
Whenever a rule is finished, each of its successor rules are checked and can be 
started if the predecessor rule completion requirements are met.  
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• Event history processing: Event history processing is performed by the Event 
History Processor (EHP).  The EHP is integrated with the ETR Server to evaluate 
complex event histories very efficiently. The complex event histories are 
represented as event graphs and are stored within the EHP. When the ETR Server 
receives an event, the EHP will update its event graph to pre-compute the result of 
the event history expression. This result is immediately provided when asked for.  
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Fig. 7. Architecture of the ETR Server 

 
• Dynamic rule change: The ETR Server supports dynamic rule change where rule 

instances running in the previously defined form can continuously be executed 
while instances of the newly modified rule can be created and executed.  

• Rule Variables: The rule variables in the rule are translated into special segments 
of Java code. The temporary rule variables are translated into ordinary Java 
variables. The persistent rule variables are translated into a data retrieving and 
storing command from the persistent store. The existing rule variables are 
translated into segments of code that are relevant to the type of distributed object 
infrastructures commands. The customizable rule variable allows the rule to be 
customized based on several different people or organization’s needs. Each person 
or organization will specify the desired value for the customizable rule variable, 
and the values are stored into a hash table dedicated to the customizable rule 
variables.  When the rule is being executed, the person or the organization that 
invoked the rule is identified and the value can be pulled out of the hash table. 

• Rule group: Rules are grouped and can be activated or deactivated as a group. The 
rule groups are managed by a Rule Group Manager within the ETR Server. The 
Rule Group Manager stores information about which rule is included in which rule 
group. It also stores information about which group is currently active or 
suspended. 
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5   ETR Technology in Collaborative Inter-organizational Systems 

We have applied the ETR Technology to various applications and suggest that it is 
suitable as a basic infrastructure for building inter-organizational systems. The 
following subsections give an idea on how the ETR Server can be used for 
applications such as a Negotiation Server for automated negotiation and Knowledge 
Networks for distributed knowledge sharing. 

5.1   Automated Negotiation System 

Automated negotiation is an essential function in the support of collaborative e-
business over the Internet. We have developed an Automated Negotiation System to 
perform automated negotiation based on the rules stored in an ETR Server[1]. Figure 
8 shows the architecture of the Negotiation System. During the build-time, the Policy 
Maker and the Negotiation Expert of a business enterprise specify their business 
goals, policies, strategies, decision-action rules by using the GUIs provided by a 
Knowledge Acquisition Processor. Some other negotiation knowledge, such as mini-
world information, is imported to a Knowledge Repository by using the APIs 
provided by a Knowledge Manager. Negotiation policy rules, strategic rules, and 
decision-action rules are stored in the Rule Base of the ETR Server. 
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Fig. 8. System Architecture of Automated Negotiation System 

 
After the build-time activities for each transaction are completed, activities for 

each session begin. A Negotiation Server is ready to generate negotiation messages or 
process incoming messages. It consults with the ETR Server to make a decision at 
each transition of the negotiation protocol.  The ETR Server makes the decision based 
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on the selected decision-action rules, and sends the decision back to the Negotiation 
Server. Once the decision is made available, the Negotiation Server generates an 
appropriate negotiation message and sends it to the counterpart’s Negotiation Server 
through the communication infrastructure. The process continues until either a mutual 
agreement is reached or one side unilaterally terminates the transaction. 

5.2   Knowledge Networks 

As the Web has emerged as the new infrastructure for the future, adding knowledge 
into the Web servers becomes necessary. The knowledge can make the Web servers 
more active, collaborative, and intelligent. This leads to the idea of incorporating the 
ETR Server into a package that is an add-on to the current Web servers. The ETR 
Server can execute the knowledge rules that are installed by various users on the 
Internet. These knowledge rules are interconnected by events that are posted among 
the Web servers. This infrastructure, called the Knowledge Network [4], allows the 
publishers and subscribers of events to contribute their knowledge into the Web. 
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Fig. 9. Architecture of a Knowledge Network 

The customizable rule variable allows people to customize rules that are provided 
by remote Web servers. Event histories and rule structures within the triggers also 
allow the complex modeling of such relationships that can occur on the Internet. A 
Knowledge Profile Manager (KPM), which is a Web-based GUI tool that includes 
event, trigger, and rule editing facilities, was developed to input these knowledge 
elements into the ETR Server. 
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Figure 9 shows the architecture of a knowledge network. In such a knowledge 
network, several knowledge Web servers (KWS’s) are interconnected through the 
Internet. Each KWS contains an Event Server, an ETR Server, and a Knowledge 
Profile Manager.  

In the scenario illustrated by Figure 9, user1 publishes knowledge on a KWS and 
user2 and user3 are subscribers of the knowledge on other KWS’s. Publishers of 
knowledge may publish events and associated rules on their Web pages. Event filters, 
which enable subscribers to specify conditions on events and selectively receive event 
notifications, are also provided. The KPM provides a GUI to perform these 
operations. User1 has published two events E1 and E2, and two rules R1 and R2. 
Subscribers of knowledge may visit the publisher’s Web page and undergo a 
registration process to subscribe to the events and also specify filters on the events, 
and also select published rules to be tied to the event. User2 has subscribed to event 
E1 and E2. Also, E1 has been linked to rule R1, and E2 has been linked to R2. On the 
KWS of user2, E1 is linked to rule R3, and E2 is linked to rule R4. User3 has also 
subscribed to event E1 and E2, and these events are both linked to a complex trigger 
T5 and again linked to rules R5 and R6 through the trigger. 

After this setup stage, events generated on the publisher’s site are filtered and 
notified to subscribers of the events. The rules related to this event are then executed 
on both the publisher’s site and subscriber’s site by the ETR Server.  

6   Conclusion 

Our ETR model supports modeling of inter-organizational systems by providing 
strong modeling capabilities that differ from conventional distributed system 
modeling approaches. First, the event specification can effectively support loosely 
coupled distributed organizations by supporting various types of events including 
both synchronous and asynchronous events and also allow the delivery of data by 
providing an arbitrary number of different types of parameters. Second, rules can 
represent business logic or automatic actions and contain several types of rule 
variables such as customizable rule variables and existing rule variables to support 
processing in a distributed environment. Third, in our ETR model, events and rules 
can be separately defined, modified and added and triggers provide a flexible way of 
linking events to event history and structures of rules.  

The ETR Server has been implemented and can be used for inter-organizational 
systems such as a Web-based Negotiation Server, a supply chain scenario, a dynamic 
workflow management system, a Knowledge Network infrastructure, and a 
transnational information system. 

A future research issue would be to provide a mechanism to validate rules that are 
distributed among organizations in order to avoid situations such as cyclic rule 
executions or security breaches. 
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Abstract. Location Based services (LBS) is a recent concept that in-
tegrates a mobile device’s location with other information in order to
provide added value to a user. Although Location Based Services pro-
vide users with much comfortable information, there are some complex
issues. One of the most important issue is managing and sharing hetero-
geneous and numerous data in decentralized environments. The problem
makes interoperability among LBS middleware, LBS contents providers,
and LBS applications difficult. In this paper, we propose Semantic LBS
Model as one of the solution to resolve the problem. Semantic LBS Model
is a LBS middleware model that includes a data model for LBS POI infor-
mation and its processing mechanism based on Semantic Web technolo-
gies. Semantic LBS Model provide rich expressiveness, interoperability,
flexibility, and advanced POI retrieval services by associating POI De-
scription Language (POIDL) ontology with heterogeneous domain spe-
cific ontologies.

1 Introduction

Recently, a lot of researches on the services for supporting the ubiquitous com-
puting are undergoing in the various areas with the growing interest on ubiq-
uitous computing. Context-Sensitive Computing is one of the key technologies
supporting the ubiquitous computing which requires the information suitable for
the user’s context, even in the restricted environment like mobile devices. Lo-
cation Based Services especially provide the context sensitive information based
on the user’s location. Location Based services (LBS) is a recent concept that
integrates a mobile device’s location with other information in order to provide
added value to a user [11,13].

Although Location Based Services provide users with much comfortable in-
formation, there are some complex issues. One of the most important issue is
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managing and sharing heterogeneous and numerous data in decentralized envi-
ronments. To resolve the problem, several efforts and studies have been made
on improving efficiency of data management and establishing standards for in-
formation sharing in various operating environments each other [2,3,7].

In this paper we would like to propose Semantic Web approach to enhance
interoperability through sharing LBS information. Semantic Web [1] is a technol-
ogy to add well-defined meaning to information on the Web to enable computer
as well as people to understand meaning of the documents easily. For our ap-
proach, we propose a Semantic LBS Model that is a LBS middleware model that
includes a data model for LBS POI information and its processing mechanism
based on Semantic Web technologies. We especially specify POI Description
Language (POIDL) ontology that is a ontology-based description language. It
can provide interoperability among LBS middleware, LBS contents providers,
and LBS applications by allowing POI providers to describe their contents over
domain specific ontologies.

In section2, we introduce related work on LBS middleware for interoperability.
In section 3, overview of Semantic LBS Model is described. In section 4, the
description of LBS ontologies is given. In Section 5, we describe Semantic LBS
middleware. Discussion and conclusion is given in Section 6.

2 Related Work

Location Based Services require integration of various technologies and stan-
dards. In order to make Location Based Services work, the industry had to
overcome several challenges of both a technological and economic nature over
the past years. Technologically, realizing LBS can be described by a three-tier
communication model [13], including a positioning layer, a middleware layer,
and an application layer.

A middleware layer can significantly reduce the complexity of service integra-
tion because it is connected to the network and an operator’s service environment
once and then mitigates and controls all location services added in the future.
Moreover, a middleware layer can help LBS applications provide added value re-
lated to user’s location from heterogeneous data. As a result, it saves operators
and third-party application providers time and cost for integrating application.
Although most of the commercial LBS platforms have been implemented based
on DBMS-based middleware, some approaches to efficiently manage heteroge-
neous data have been researched [2,3,7].

Although there have been a lot of studies on LBS middleware, LBS middle-
ware has several challenges. First, providing users with added value to mere
location information is a complex task, and the basic requirements of the vari-
ety LBS applications are numerous [11]. Second, it is difficult to manage LBS
contents as a general data management in order to provide users with dynamic
information frequently changed [12]. Next, it is difficult to share LBS information
because the location-based services are operated in different processing methods,
appropriative data exchange protocol, and various platforms [8].
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3 Semantic LBS Model

Semantic LBS is a platform that provides novel location-based services that
provide not only LBS core services but also more enhanced POI(Point of Interest)
retrieval service. A POI is a place, product, or service with a fixed position,
typically identified by name rather than by address and characterized by type.
A distinguishing feature of Semantic LBS is to retrieve the POIs with domain
specific information by providing automatical interaction mechanism based on
ontologies.

Figure 1 shows the conceptual service model of Semantic LBS organized for
the following three novel services. First, Semantic LBS provide the enhanced
LBS Directory Service [10] that retrieves not only the POIs based on user’s lo-
cation but also their domain specific information. It is difficult for current LBS
to retrieve domain specific information because current LBS support searching
only information stored as predefined data model. However, because Semantic
LBS includes ontology-based data model that allow domain specific informa-
tion to be specified, it is possible to retrieve domain specific information based
on user’s complex requirements. Second, Semantic LBS is able to retrieve real-
time updated information. In the Semantic LBS, contents providers publish the
contents for each POI, and each POI is stored in decentralized system. The Se-
mantic LBS provides the mechanism that enable agent to retrieve the contents
stored in decentralized system and update information in POI repositories for
LBS Directory Service [10].

Fig. 1. The conceptual service model of the Semantic LBS

The novel services of Semantic LBS are provided based on Semantic LBS
Model. Semantic LBS Model is a LBS middleware model that includes a data
model for LBS POI information and its processing mechanism based on Semantic
Web technologies. For the data model, we specify two fundamental LBS ontolo-
gies for describing POI information: POIDL ontology and LBSTaxonomy ontol-
ogy. POIDL is a OWL-based description language that allow POI providers to
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describe their contents over domain specific ontologies. LBSTaxonomy is an on-
tology constructed as hierarchical taxonomy of POI types, and it is used to index
instances described by the POIDL as POI types. POIs are actually described by
the LBS ontologies, various domain specific ontologies, and association between
them. Based on the data model, Semantic LBS Model provide some queries to
retrieve and update POIs and their heterogeneous domain specific information.

4 Modeling Ontologies for LBS POIs

This section presents ontologies for describing LBS POIs (Points of Interest), and
details some of the key classes and properties. LBS ontologies is composed of
three kinds of ontologies: POIDL ontology, LBSTaxonomy ontology, and domain
ontologies each with their unique XML namespace.

POIDL ontology is most fundamental ontology in order to specify POIs, and it
provides sufficient expressivness which can specify not only general information
provided in current LBS model but also domain specific information. LBSTax-
onomy ontology is an ontology which hierarchically classifies LBS POIs by types
of services. It includes only necessary information for retrieving POIs based on
classification and location. Domain ontologies are ontologies to specify domain
specific information, and are used so that each contents provider specifies perti-
nent POI information conforming with its characteristics.

4.1 POIDL Ontology

POIDL is an ontology-based POI(Point of Interest) specification language that
allows LBS contents providers to describe their information over domain specific
ontologies. In addition, POIDL allow the information for query used to search
and update domain specific information to be specified. This mechanism enable
LBS to provide POI information changed frequently. POIDL ontology includes
three classes: POI class, Content class, and ContentQuery class.

POI class is used to describe general information about a POI and its domain-
dependent information. Figure 2 is an example of describing a POI using POI
class. Instances of POI class specify POI information using five properties as
follows.

– poidl:name. This specifies a name of the POI that is specified in the instance
of the POI class to identify the POI. In Figure 2, this property specifies that
the instance describe the POI that has name of ’HotelA’.

– poidl:isIncludeIn. : This property specifies a type of the POI instance. This
associates the POI instance with a class of LBSTaxonomy ontology described
in Section 4.2. The LBSTaxonomy ontology is an ontology that specifies
hierarchical classification of POI types. In Figure 2, this property specifies
that the type of the POI instance is ’Hotel’.

– poidl:hasContent. This property is used to associate an instance of the Con-
tent class that specifies domain specific information about the POI, and a
POI can have more than one contents. In Figure 2, this property associates
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Fig. 2. An example instance of POI class

two contents, ’Grade HotelA’ and ”EmptRoom HotelA”, that are instances
of Content class.

– The four location properties - poidl:rectLeft, poidl:rectRight, poidli:rectTop,
and poidl:rectBottom describe the boundary of a POI. Location can be de-
scribed by various form, but we suppose that location is represented by
rectangular coordinates used in geographical map. In order to indicate ge-
ographical location through various coordinates systems and address, we
can specify an ontology for location and associate an instance of location
ontology.

Content class is used to describe a domain specific information for a POI,
and an instance of the Content class specifies type and value of the POI. The
Content class provides rich expressiveness and flexibility because instances of
the class specify domain specific information through referring domain specific
ontologies and its instances. Also the Content class associates an instance of
the ContentQuery class that specifies a query for retrieving current value in its
domain. Figure 3 is two example instances of the Content class, which describe
grade of ’HotelA’ and the number of empty room of ’HotelA’ respectively. the
grade is static information, while the number of empty room is a dynamic infor-
mation that changes frequently. The three properties for describing an instance
of the Content class is as follows.

– poidl:typeofcontent. This property specifies a type of domain specific infor-
mation and associates a class of the domain specific ontology of the POI.
In Figure 3, this property describe that an instance of the Content class,
’Grade HotelA’ specifies the grade of ’HotelA’.

– poidl:valueofconent. This specifies a value of domain specific information of
the POI. In example of Figure 3, This property specifies that the grade of
’HotelA’ is ’Grade 1’. And we can know that the number of empty rooms has
to be retrieved because it is dynamic information that changes frequently.

– poidl:query. This associates an instance of ConentQuery class for querying
domain specific information of the POI. For example, in order to retrieve



Semantic LBS: Ontological Approach for Enhancing Interoperability in LBS 797

Fig. 3. An example instance of Content class

Fig. 4. An example instance of ContentQuery class

the number of empty rooms for ’HotelA’, an instance of ContentQuery class,
’Query EmptyRoom HotelA’, can be referred.

The ContentQuery class is used to describe a query for retrieving domain
specific information from its domain. This class enable domain specific informa-
tion to be retrieved and automatically updated. The query language to retrieve
information from RDF documents such as RDQL is represented as triple, same
as RDF. The ContentQuery class specifies a triple for a query - subject, pred-
icate, and object. Figure 4 is an example instance of the ContentQuery class.
The three properties for describing an instance of the ContentQuery class is as
follows.

– poidl:subject. This property describes a subject of triple for query.
– poidl:predicate. This describes a predicate of triple for query.
– poidl:object. This property describes an object of triple for query.

4.2 LBSTaxonomy Ontology

The LBSTaxomomy ontology is used to guide the taxonomy of POI entities in
the LBS domain. An instance of the LBSTaxonomy ontology specifies the infor-
mation about the POI used in Directory Service of Semantic LBS. An instance
of the LBSTaxonomy ontology includes the basic information of the POI such as
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Fig. 5. An Example instance of LBSTaxonomy ontology

name, and location information to efficiently retrieve POIs as taxonomy. It also
specifies the information to refer the instance of the POIDL ontology that spec-
ifies domain specific information of the POI and association information used
to specify general retrieval patterns of user. In this work, the LBSTaxonomy
ontology refers to the hierarchical classification code defined by National Geo-
graphic Information Institute (NGI) in Republic of Korea, and we extend it. For
example, Hotel class is a subclass of ServiceFacility class, and ServiceFacility is a
subclass of Structure. Figure 5 shows an example instance of the LBSTaxonomy.
LBSTaxonomy ontology includes seven properties as follows.

– tax:details. This property associates an instance of the POI class in POIDL
ontology. This property provide connectivity with detailed information for
POIs.

– tax:name. This describes identification of a POI. The object of this property
is same as the object of ’name’ property of POIDL ontology. For example,
the ’HotelA’ in Figure 5 indicates the identification of a POI.

– The four location properties - tax:rectLeft, tax:rectRight, tax:rectTop, and
tax:rectBottom describe the boundary of a POI. The object of this property
is same as the object of location properties of POIDL ontology.

LBSTaxonomy ontology is specified to be basically used in Semantic LBS
Model, but applications can specify application-specific ontologies as their pur-
poses and features.

4.3 Domain Specific Ontology

The domain specific ontologies define concepts for each domain and relation-
ship between them. The domain specific ontologies can be defined by contents
provides or the Standard Organizations. Because LBS contents is different as
their domain, the domain specific ontologies help domain specific information to
be represented more exactly. The domain specific ontologies is referred by the
instances of POIDL ontology to specify the domain specific information.
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5 Semantic LBS Directory Service with LBS Ontologies

We approach the enhancement of LBS Directory Service by building the middle-
ware that provides retrieval services for Semantic LBS data model as shown in
Figure 6. Semantic LBS Model provides not only general POI retrieval queries
but also some advanced queries based on expressiveness and interoperability of
Semantic LBS data model. Semantic LBS Model enhances general queries of the
Directory Service. The Directory Service of location-based services provides a
search capacity for one or more Points of Interest (POI), and it provides sev-
eral kinds of queries as range of retrieving POIs. Semantic LBS Model enable
to retrieve POIs and their domain specific information with more complex con-
ditions, while current LBS Models provide a simple search capacity that can
retrieve POIs based on only location. The Semantic LBS Model also provides
a contents query that retrieves more detailed and domain specific information
about a POI. The query enable to acquire dynamic information changed fre-
quently and automatically update POI directories.

Fig. 6. The architecture of Semantic LBS Middleware

The query modules in Figure 6 are implemented using Jena, Joseki and RDQL
templates. Jena API is a Java application programming interface that creates
and manipulates RDF documents, and Joseki is a Java client and a server that
implements the Jena network API over HTTP [4,9]. We can semantically search
the instances of RDF documents through RDQL, a Qurey Language for RDF,
which is Jena’s query language [4].

Figure 7 shows a simple application of Semantic LBS, Hotel Finder. The ap-
plication provides hotel information including domain specific information such
as room type, meal type, and price (Figure 7 (b). It also provides the map
service that utilize Mobile GIS module developed in our previous work (Figure
7 (c)) [5,6].
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Fig. 7. An example application of Semantic LBS

6 Discussion and Conclusion

Mobile users expect that Location Based Services provide more specific informa-
tion exactly. Therefore, LBS middleware models have to provide domain specific
information even if LBS data is heterogeneous and numerous. Semantic LBS
Model is a LBS middleware model that includes a data model for LBS POI in-
formation and its processing mechanism based on Semantic Web technologies.
For the data model, we specified two fundamental LBS ontologies for describ-
ing POI information: POIDL ontology and LBSTaxonomy ontology. POIDL is a
OWL-based description language that allow POI providers to describe their con-
tents over domain specific ontologies. LBSTaxonomy is an ontology constructed
as hierarchical taxonomy of POI types, and it is used to index instances described
by the POIDL as POI types. POIs are actually described by the LBS ontolo-
gies and heterogeneous domain specific ontologies. Based on the data model,
Semantic LBS Model provide some queries to retrieve and update POIs and
their domain specific information. Main contributions of our approach include:

– Expressiveness of POIs: Semantic LBS Model provides sufficient expressive-
ness. The POIDL in Semantic LBS Model provide more expressive and more
flexible description mechanism for POI information that enable domain spe-
cific information to be described.

– Interoperability: Semantic LBS model supports interoperability through in-
formation sharing in decentralized environments. Semantic LBS Model uses
HTTP that is standard data exchange protocol of Web and shares LBS in-
formation through URI and ontologies.

– Benefits of POI retrieval: LBS Model provides not only basic queries for
retrieving POIs but also some advanced mechanism that retrieves POI in-
formation: retrieving domain specific information even if the information
changes frequently, and automatically updating domain specific information
of POIs for LBS directory service. The ontology-based data model enable
Semantic LBS to provide the advanced functions.
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– Flexibility: Semantic LBS allow the domain specific ontologies to extend
without modifying the middleware and applications. Moreover, because
POIDL specifies templates for retrieving domain specific information of each
POI, Semantic LBS is able to appends POI information easily.
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Abstract. Inter-organizational business cooperations can be described
from different viewpoints each fulfilling a specific purpose. Since all view-
points describe the same system they must not contradict each other,
thus, must be consistent. Consistency can be checked based on common
semantic concepts of the different viewpoints. This is sufficient for equal
concepts, while weakly related concepts, e.g. related to runtime behavior
of viewpoints, have to be considered explicitly. In this paper we identify
dynamic consistency issues correlated to the runtime behavior between
value and coordination viewpoints on behalf of an example. In partic-
ular, an issue class on occurrence estimations of execution options and
an issue class on granularity differences in modelling are identified and
illustrated.

1 Introduction

Modelling inter-organizational business cooperations constitutes a crucial task
that can be done from different viewpoints. Each viewpoint emphasizes an im-
portant aspect of the cooperation. In this paper two viewpoints are dealt with.

The value viewpoint gives an indication on the profitability of the cooper-
ation. The value model describing this viewpoint models which objects of eco-
nomic value are exchanged between parties. Furthermore, estimations, e.g. on the
number of occurrences of an object of value, are modelled. The value model en-
ables talking about the commercial interests of the different business actors and
abstracts from processes and object flow, i.e., it models what objects of value are
exchanged but not how this exchange is realized. The coordination viewpoint, in
turn, represents the interactions and interdependencies between the cooperating
parties in terms of exchanged messages. The model describing the coordination
viewpoint represents how the actors in the model cooperate, i.e., it represents
the coordination of the exchanges. Together, the two viewpoints describe what is
exchanged of value between the parties and how these exchanges can be realized.

Multi-viewpoint descriptions of complex systems must maintain consistency
across viewpoints. To ensure both models indeed describe the same cooperation,
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they have to be checked for consistency, i.e., we have to validate that the over-
lapping system specification contained in both viewpoints is not contradicting.

Our work will build on the approach presented in [1]. So far, this approach
has solely considered consistency checking of static aspects, i.e., during design
time, and does not consider the runtime behavior of a model. Therefore, certain
aspects of a model, e.g. estimations made in the value model, are not considered.
However, these estimations should still be consistent with the dynamic aspects of
the coordination model. In this paper we refer to consistency of the static aspects
as static consistency and consistency of the dynamic aspects will be referred to
as dynamic consistency.

To illustrate relevant issues, we use a running example in which we abstract
from details for the sake of simplicity. This example consists of a health insurance
company which provides one-year insurance to its customers based on monthly
paid premiums. Insured customers can claim refunds for treatments they paid
themselves. Furthermore, the insurance company gets money from CVZ for every
paid refund to the customer. CVZ is a Dutch organization distributing tax money
from the government to the insurance companies. CVZ gets funding on an annual
basis in exchange for a proof of proper distribution of tax money.

The paper is structured as follows: Section 2 and Section 3 explain in detail
value and coordination modelling. After that consistency aspects are discussed
in Section 4. Section 5 identifies research issues in dynamic consistency checking
between the value and coordination models. In Section 6 we discuss related work.
We end this paper with a summary and outlook in Section 7.

2 Value Model

For inter-organizational design the value viewpoint is especially important be-
cause all actors involved are profit-and-loss responsible. The expected revenue
for every actor is calculated through a method of cost-benefit analysis (like e.g.
Net Present Value (NPV) [2], Return on Investment [3] and Real Options Analy-
sis [4]). In this paper we use e3-value [5] because of its graphical representation.
However, the issues raised in this paper apply to value models in general. e3-value
uses NPV for cost-benefit analysis.

We informally describe the semantics of basic e3-value concepts [5], based on
Figure 1. It depicts our sample business case as explained in the introduction as
an e3-value model. The example depicts four actors and eight value transfers.
For example, one value object, premium, is transferred from the customer to
the insurance company. Another value object, the insurance itself, is transferred
from the insurance company to the customer. These two transfers are in Figure 1
annotated with an ‘F’. A combination of value transfers in one transaction is
referred to as a value exchange. In e3-value a distinction is made between different
kinds of value objects. A value object is either a product, service, money or
consumer experience. In this example the premium is a value object of the money
type and the insurance provided by the insurance company can be considered
as a service.
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The consumer need is “having a health insurance for one year”. This is rep-
resented by placing the start stimulus at the customer. Now, the set of value
objects that needs to be transferred to fulfill the consumer need, consists of
all value transfers connected through the dependency path in the model. Every
month there are two possible sets of value transfers that can fulfill the consumer
need. Either the customer claims restitution for treatments he paid for himself
and he pays the monthly premium, or he only pays the monthly premium. When
the customer claims a restitution, the insurance company claims compensation
from CVZ. CVZ, in turn, gets its funding from the government. The health in-
surance company has multiple customers, represented as a market segment in
the figure.

Fig. 1. e3-value model, business case

In Figure 1, the twelve monthly payments for fulfilling one consumer need
are realized by adding an explosion element, annotated with ‘A’ in the figure,
associated with ratio 1 : 12. The choice between the two options for fulfilling
the consumer need is represented as an OR-split in the figure. After an OR-
split only one of the dependency paths is chosen. When the customer has not
received treatments that month, the path annotated with ‘C’ is chosen. The
two resulting value transfers constitute the first set of transfers that can fulfill
the consumer need. If the customer did receive treatment that month, the path
annotated with ‘D’ is chosen. This path splits through an AND-split, represent-
ing a parallel occurrence of two or more dependency paths. In an AND-join
all entering dependency paths share the continuation of the dependency path.
Now, both value exchanges in the model between the insurance company and the
customer occur. To enable more than one restitution claim per month another
explosion element, annotated with ‘B’, is added. The insurance company claims
restitution from CVZ. These value transfers together, are the second set of value
transfers. The dependency path starting within CVZ represents the third set of
value transfers. In Section 5.4 the reason for intermitting the dependency path
is explained.

In the profitability sheets, associated with the graphical representation of the
value model, the estimations are denoted. The market segment is quantified by
estimating the number of customers and the ratio on the explosion elements and
OR-split is set. For every monetary value transfer the quantification is denoted in
the profitability sheets. Now, the expected revenue for every actor in the model
can be calculated.
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3 Coordination Model

In a cooperation the messages between actors are exchanged in a particular
order which is not represented in the value model. The set of ordered tasks and
message exchanges is referred to as the execution sequence. The coordination
model is important to determine conceptual problems of the cooperation at an
early stage. Coordination model examples are e.g. Finite State Automata (FSA),
Petri Nets [6], Workflow Nets and flowcharts.

In this paper we use Petri Nets [7] to represent coordination models because of
its graphical representation, formal semantics and the variety of available tools.
Although we use Petri Nets in this paper, the issues illustrated are modelling
technique independent. In Figure 2 the sample business case as described in the
introduction is represented as a coordination model in terms of a Petri Net.
First, the basic concepts of a Petri Net are introduced after which the business
case is explained in more detail.

The static part of the Petri Net consists of places (indicated as circles) and
transitions (indicated as rectangles) which are connected with each other through
arcs. Places represent message exchanges and transitions represent tasks. Fur-
thermore, the dynamic part of the Petri Net enables simulation of executions
in the model. A place can hold zero or more tokens. A distribution of tokens
over places represents the state of a Petri Net. A transition is called enabled,
i.e., it may fire, if each place connected to the transition with an incoming arc,
holds at least one token. When a transition fires a token is removed from each
of these places and a token is put in every place connected with the transition
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Fig. 2. Coordination model in terms of a Petri Net
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through an outgoing arc. A Petri Net and a distribution of tokens over places is
also referred to as an instance of a coordination model.

The message exchanges are modelled as places on the border between two
actors. After a token is put at the start place the first initiator transition is
enabled. If the transition fires, it enables initiator transitions for every actor.
The customer has two parallel execution sequences. The first ensures the mes-
sage exchange of the payment of the premium to the insurance company. The
second sequence depicts the message exchanges of asking for a restitution to
the insurance company and of receiving the restitution payment from the in-
surance company. A recursive process, annotated with ‘1’ in Figure 2, is used
to allow claiming more than one restitution per month. After the customer has
paid all monthly premiums and received all restitution payments from the in-
surance company, he sends a complete message to the insurance company. For
every request of restitution by the customer, the insurance company sends a
payment to the customer as well as a request for restitution to CVZ. After the
insurance company received all payments from CVZ and has performed all pay-
ments to the customer, it sends a complete message to CVZ. CVZ receives, after
sending a message with proof of proper distribution, funding for a year by the
government. In parallel, CVZ receives messages from the insurance company for
restitutions and pays the restitutions to the insurance company. After the insur-
ance company exchanges the complete message and CVZ has received funding
from the government, a token is available in every place needed for enabling the
end transition to terminate the process.

4 Consistency Between Value and Coordination Models

The value model and coordination model sketched in the previous sections de-
scribe the same system from different viewpoints. To ensure that both models
indeed are related to the same system, we have to check whether these two view-
points are consistent with each other. In [1] an intuitive definition of consistency
between a value and a coordination model has been defined.

A value and coordination model are considered to be consistent if:

1. for every set of value transfers in the value model (dependency path in e3-
value), there exists an execution sequence in the coordination model such
that exactly the product/money value transfers contained in the set are
exchanged in the execution sequence, and

2. for every execution sequence in the coordination model, there exists a set
of value transfers in the value model (dependency path in e3-value) such
that the message exchanges contained in the execution sequence represent
product/money value transfers exchanged in the set of value transfers.

Note that the definition focusses on product and money value transfers, since
experience and service value transfers are not instantiating an explicit message
exchange. A message exchange represents a product value transfer, if the sender
and receiver of the message exchange equals the provider and the recipient of
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a value. With regard to the example in Section 2 the insurance value transfer
is a service, thus, can not be correlated with a message exchange. The money
value transfer premium in the value model is provided by the customer and
received by the insurance company. A corresponding message exchange sent by
the customer and received by the insurance company is also contained in the
coordination model.

The consistency definition mentioned so far ignores the dynamics of the mod-
elled system, resulting in estimations in the value model and observed behavior
in the coordination model.

5 Research Issues

In this section we demonstrate the need for dynamic consistency checking by
identifying major consistency issues that occur during runtime and could not
be identified during design time. We identify two classes of issues that concern
mismatches between value and coordination model.

The first class concerns a mismatch between the estimations made in the
profitability analysis and the execution semantics of the coordination model.
This class represents the mismatch between the estimated number of occurrences
and choices between sets of transfers in the value model and actual occurrences
and choices of message exchanges in the coordination model. The second class
deals with the mismatch of different levels of granularity. Model boundaries
can vary among models with different purposes although describing the same
system. Furthermore, within a model different levels of granularity can occur.
This class covers mismatches of granularity differences between actors and value
transfers in the value model itself as well as between the value and coordination
model. Next, the issues are illustrated by the use of our example.

5.1 Issue 1: Number of Occurrences of a Value Transfer

For the fulfillment of one consumer need, a specific value transfer might occur
several times. This number of occurrences may be fixed or it can be an estimated
average of occurrences of value transfers over periods of time and actors. When
estimating the profitability of the cooperation in the value model, the number of
expected occurrences of each value transfer compared to a single consumer need
as well as the value of each transfer is estimated.

As an example, in e3-value the ratio between the consumer need and a value
transfer as well as the ratio between two value transfers is represented by an
explosion or implosion element. Regarding our example, the consumer need will
be fulfilled if the premium is paid twelve consecutive months. In the value model,
Figure 3(a), this is modelled by adding an explosion element with ratio 1 : 12.
We denote this ratio as a fixed ratio because it is the same with every customer
and every case. Furthermore, a customer uses its insurance by asking one or
more restitutions. This is again modelled as an explosion element with, in this
example, an associated ratio of 1 : 1, 5. We denote this type of ratio as an average
ratio.
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The coordination model must contain a correspondence to the number of oc-
currences of value transfers as expressed in the value model. In the coordination
model a value transfer with a fixed ratio is represented by forcing a fixed number
of message exchanges to occur. In the case of an average ratio, a construction
for enabling repetitions of tasks is used.

Using a Petri Net-based coordination model, the fixed ratio of monthly pay-
ments can be realized by adding an initiator transition for the customer. The
initiator transition inserts twelve tokens for further processing of premiums and
restitutions, represented in the upper part of Figure 3(b). Furthermore, to allow
claiming more than one restitution per month a recursive process, annotated
with ‘1’ in Figure 2, is used. In the coordination model there is no ratio repre-
sented between the monthly paid premium and the amount of restitutions as it
is done in the profitability analysis of the value model, highlighted in the lower
part of Figure 3(b).

In case of having fixed ratios consistency can be assured when designing the
models while having average ratios is an example of the first class of issues.

(a) Value part

1

Initiator

12

End

......

p1

(b) Coordination part

Fig. 3. Illustration of Issue 1

5.2 Issue 2: Choices in Sets of Value Transfers

If a consumer need can be fulfilled in multiple ways by carrying out different
sets of value transfers, each of these sets is represented in the value model.
Further, every set is associated with an expected percentage of consumer needs
that will be fulfilled by using that specific set. In the example (see Figure 1),
the consumer need can be fulfilled by either using the possibility of restitution
during a monthly period or by not using this possibility. The ratio between these
options is estimated by the insurance company based on all its customers and
their restitution requests in previous years. This is again modelled in Figure 4(a)
where the estimated ratio is modelled as 1 : 3.

In the coordination model the different ways of fulfilling a consumer need are
represented as decisions between tasks. In our Petri Net (see Figure 2), for ex-
ample, the decision point of requesting a restitution is place p1 (see mark ‘1’). In
Figure 4(b), this part of the Petri Net is again depicted where the ratio between
arc a1 and a2 is not represented. Now the mismatch is that the profitability
analysis of the value model is based on an average over a specific period of time
while during runtime of the coordination model either restitutions occur or not.
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(a) Value part

End

......

p1

a1
a2

(b) Coordination part

Fig. 4. Illustration of Issue 2

(a) Value part

Customer Insurance
Company

(b) Coordination part

Fig. 5. Illustration of Issue 3

The average value can only be determined after the coordination process has
been executed several times.

Checking estimated ratios on choices in sets of value transfers with runtime
instances of the coordination model, belongs to the first class of issues.

5.3 Issue 3: Granularity Difference Between Actors

As another issue, calculation methods in value modelling use estimations on the
number of occurrences of value transfers based on groups of actors. However, in
the coordination model every actor is modelled separately. Thus, the estimated
number of occurrences of value transfers based on an actor group in the value
model cannot be directly related to the real time number of occurrences of
message exchanges per actor in the coordination model.

In the value model, for example, the insurance company interacts with several
customers rather than a single actor. However, the coordination model represents
the interaction between the insurance company and a single customer. Thus,
the two models have different levels of granularity of actors. This is an issue for
dynamic consistency checking because the average of restitutions in the value
model can only be compared with the average value calculated over several
instances associated to different actors of a coordination model.

A schematic example of this issue is given in Figure 5. The coordination model
captures only a fraction of the market segment represented in the value model,
i.e., one customer.

5.4 Issue 4: Granularity Difference Between Value Transfers

Recall that the purpose of a model determines which information is represented
in a model. If, due to the boundaries of the model, one value transfer represents
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(a) Real life situation

(b) Modelled situation

Fig. 6. Value model, Issue 4

Government

Start

Initiator

Insurance
Company

CVZ

Fig. 7. Coordination model, Issue 4

the transfer of a value object concerning a market segment while another transfer
represents the transfer of a value object concerning one specific actor of that
market segment, a granularity difference between these value transfers occurs.
Since a value transfer is atomic and therefore can not be partly executed, the
relation between both value transfers cannot be straightforwardly calculated.

For example, for paying restitutions to all insurance companies, CVZ gets a
fixed amount of funding from the government. This is a value transfer concerning
the market segment of insurance companies. The purpose of the value model is
to estimate the revenue of one specific actor of the market segment insurance
companies. Therefore, only a fraction of the value transfer between the govern-
ment and CVZ is relevant for our modelling purpose. This results in a different
level of granularity between the value transfers between CVZ and the govern-
ment, concerning the market segment, and the value transfers between CVZ and
the particular insurance company. Therefore, the two interfaces of CVZ cannot
be related through a dependency path and thus the dependency path is broken
within actor CVZ as depicted in Figures 6 and 7.

In the coordination model this granularity difference is not present because
every actor is modelled separately. Thus, there is a mismatch between the gran-
ularity in the value model affecting consistency with the coordination model.

Recall that the definition of static consistency is based upon matching the
execution paths in the coordination model and the dependency paths in the
value model (cf. Section 4). The separation of the dependency paths creates
two independent paths which must be related to a single execution path in the
coordination model. In the profitability analysis, however, there is a relation
between both dependency paths. Thus, the estimations made in the profitability
analysis on the relation of the dependency paths have to be checked after runtime
of the coordination model.

6 Related Work

Consistency between different viewpoints is an important issue addressed often in
literature. In particular, there exist different ways of defining consistency within
a single viewpoint as well as between different viewpoints. For instance in the
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workflow community different notions of consistency mainly based on deadlock-
freeness have been defined on all kinds of workflow models, like e.g. Workflow
Nets, guarded Finite State Automata, Coloured Place/Transition Nets, or stat-
echarts. Further there exist proposals to extend consistency between different
models of the same viewpoint again focusing on deadlock-freeness like e.g. [8,9,10]
for the different models.

Consistency between different viewpoints has been addressed on different lev-
els of abstraction. An analysis on the conceptual level has been provided in [11]
where the value and coordination viewpoints are compared based on the se-
mantic concepts used in the different viewpoints. A human intuitive consistency
definition has been proposed in [12] which gives an understanding on what con-
sistency means without explaining how to check it. This intuitive definition has
been operationalized in [1]. However, this consistency definition does not consider
dynamic consistency.

Besides the above mentioned approaches on checking consistency between
viewpoints, there exist constructive approaches guaranteeing consistency of the
model derived from another model. For example in [13] an approach is proposed
to use an intermediate model as a bridge between a business model and a process
model. [14] propose a chaining method to derive from a business model a cor-
responding process model. The approach is based on associating different value
transfer to off-the-shelf process patterns and combining these patterns. All these
constructive approaches focus on static consistency and do not address the issues
raised in this paper.

7 Summary and Outlook

In this paper we illustrate issues related to dynamic consistency checking be-
tween value and coordination models by the use of concrete examples. More
specifically, we identify two classes of major consistency issues. Furthermore, we
illustrated the need for a dynamic consistency definition, since current consis-
tency definitions, e.g. as defined in [1], cannot check consistency between two
models for all aspects, i.e., dynamic as well as static aspects. The contribution of
this paper is the identification and structuring of these issues. We continue this
research by investigating a dynamic consistency definition to resolve the issues
raised in this paper.

The authors thank Roel Wieringa and Jaap Gordijn for participating in dis-
cussions and giving their comments on earlier versions of this paper.
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Abstract. This paper introduces “PROMONT”, a project management ontol-
ogy. PROMONT models project management specifications from a number of 
sources, most notably the upcoming DIN 69901 model for the exchange of pro-
ject data. As a reference ontology it helps to build a common understanding of 
project related terms and methods thus facilitating the management of projects 
conducted in dynamic virtual environments. It is especially well suited for 
cross-enterprise project related business processes such as integration manage-
ment, communication and controlling. A distributed project scenario is used to 
illustrate how a project plan is broken down for individual partners, and how 
activities are coordinated in a heterogeneous group. 

1   Introduction 

Project management is of vital importance in any organization. Whether it is product 
development, re-organization, mergers or marketing activities – most innovative en-
deavors are carried out as a project. Projects have limited duration, are conducted by a 
specially assigned organization and tackle a new task, thus dealing with a certain de-
gree of uncertainty and risk. To meet these special requirements and risks, numerous 
methods for project management have been devised and successfully employed. Con-
temporary project management software systems (PMS) implement these methods 
and facilitate project planning, execution and control in daily business. Surprisingly, 
however, there is no common international data standard for the structure and ex-
change of project data in a broad use. Microsoft Office Project’s Schema has estab-
lished itself as a “de facto” standard for some of the basic project management con-
cerns, but it lacks a number of features such as support of risk or change management, 
integration with other systems or document management. Other project management 
solutions lack in similar features. These deficits are sometimes made up by other  
solutions such as portals, project file servers and administrative processes, creating 
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additional overhead but still failing to provide a simple integrated overview and con-
trol of a project. 

To address these issues in a single integrated standard, a group of German re-
searchers and PM software vendors formed a workgroup under the umbrella of the 
German Association of Project Management (GPM) and drafted a set of documents 
that are currently reviewed by a number of domain experts. The result will be issued 
to the German Institute for Standardization (DIN e. V., [14]) in order to become a 
German national standard in 2007. The standard will not only contain a project man-
agement data model [1], but also comprises process descriptions, project management 
methods and basic definitions in the form of a glossary. International dissemination 
and advancement of the standard’s definitions will be fostered by a non-profit interest 
group founded by the workgroup members. 

Given the fact that the challenge of creating a common data standard is accom-
plished by the upcoming DIN standard and in order to provide a formal specification 
of its glossary, descriptions and processes, the authors of this paper introduce 
PROMONT, a project management ontology. Our aim in this paper is to discuss how 
daily work in a virtual project environment [11] benefits from semantic enhancement 
of standards in the project management domain.  

2   Standards, Related Work and PROMONT 

Project management is one of the key factors in successful projects (i.e. projects that 
attain their goal within their planned boundaries). Since projects tend to get more and 
more complex, project management is crucial. Without comprehensive project  
management efforts, most projects today would fail. But what exactly is project man-
agement? 

2.1   Project Management Standards 

The most prevalent project management document is the Project Management Body 
of Knowledge (PMBOK) provided by the Project Management Institute [18]. It 
states that “Project Management is the application of knowledge, skills tools, and 
techniques to project activities to meet project requirements.” It identifies a com-
prehensive set of project management definitions which are “good practice” and 
“generally recognized” ([12], [6]). They are organized into five generic process 
groups and nine project management knowledge areas (shown in Table 1), which 
determine the scope of what is generally understood to be project management. An-
other well-known initiative is the International Project Management Association 
(IPMA) [19] focusing on the training and certification of project managers. Its stan-
dards are set forth in the International Competency Baseline (ICB) [10] These two 
standards set the scope of project management definitions, so any endeavour to 
standardize project management data must bear them in mind and we will use the 
PMBOK knowledge areas to determine the applicability of project management 
data models related to our approach. 
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Table 1. Project management process groups and knowledge areas as defined by the PMBOK 
[12]. 

Process Groups Knowledge Areas 
1. Initiating Process Group 
2. Planning Process Group 
3. Executing Process Group 
4. Monitoring and Controlling Process 

Group 
5. Closing Process Group 

1. Project Integration Management.  
2. Project Scope Management,  
3. Project Time Management,  
4. Project Cost Management,  
5. Project Quality Management,  
6. Project Human Resource Manage-

ment,  
7. Project Communications Manage-

ment,  
8. Project Risk Management, and  
9. Project Procurement Management. 

2.2   Related Work 

Today one can find several initatives that aim at collecting project management 
knowledge in some kind of standardized data model which can be used to implement 
project management software and to exchange project data. In order to perform pro-
ject management activities people use different methodologies according to their 
needs and standards. Instead of creating a project plan manually, companies use pro-
ject management software that supports most important tasks that appear in project 
management processes. Those software solutions emerged in the 1980’s and have un-
folded their full potential in the last decade. 

Office Project is one of the most often used solutions available today (see [15] and 
[9]). Although it is not based on an official standard, it can surely be considered as a 
de-facto standard because of its market position. However, Microsoft Office Project 
does not have an open structure but uses a proprietary data model which is not defined 
by an independent body. Furthermore, it only focuses on a small subset of what is 
typically understood as project management in general. So, for example, the Micro-
soft Office Project’s XML schema (MSPDI, Microsoft Project Data Interchange) only 
addresses three out of the nine knowledge areas, namely scope management, time 
management and cost management. The remaining areas are not supported or only in 
small parts. It is therefore not sufficient to use it as the only reference when designing 
new project management software.  

To provide an open standard for the exchange of project management data, 
PMXML has been designed by Pacific Edge Software in the year 2000 (see [3]). It 
has been revised in 2002 and implemented by a few project management systems 
(Pacific Edge and Primavera), but has failed to achieve wider acceptance so far ([13]). 

The most recent endeavor to create an open standardized data model for project 
data exchange is the DIN workgroup mentioned earlier. The standard has been devel-
oped by a consortium of eleven companies developing project management software 
and will probably be published with the next revision of DIN 69901. The first version 
of this standard was published in the early 1970s and has been revised several times 
since then [5]. By providing a data model, extended process descriptions and an out-
line of basic project management methods, the new version of DIN 69901 goes far 



816 S. Abels et al. 

beyond its earlier versions and explicitly considers PMXML and is compatible with 
MSPDI.  

The data model intended to be part of the new DIN 69901 [1] aims at supporting a 
wide range of project information that is needed in project management scenarios. For 
example, in extension of MSPDI it also considers: 

• Change Management 
• Document Management 
• Quality and Risk Management 
• Procurement Management 
• Human Resource Management 

2.3   Ontology Based Approach 

All of the above approaches are based on textual descriptions or UML-models, but 
lack formal definitions on how data is to be interpreted by project partners. This is 
crucial when it comes to integration and communication management, the most diffi-
cult and yet most important of the nine knowledge areas defined by the PMBOK. 
Hence the authors propose an ontology-based approach as an extension of the DIN 
69901 data model – PROMONT. By covering all issues from the DIN 69901 data 
model plus additional semantic information it is a comprehensive data structure able 
to handle all requirements that: 

1. Are covered by project management software (software relevance), 
2. Are necessary to exchange project information among various heterogeneous in-

formation systems (data exchange relevance), 
3. Are necessary to fulfill common project management requirements (project man-

agement relevance). 
4. Are necessary for heterogeneous organizations and systems to successfully work 

together (interoperability relevance). 

When looking at existing research results that are similar to our efforts, the “Pro-
ject Metrics Ontology” [16] and an ontology derived from the IT-CODE project [17] 
need to be mentioned. 

• Project Metrics Ontology (PMO): This ontology was originally developed by BBN 
Technologies / Verizon in 2002 and is not meant to cover all typical project man-
agement issues. Instead of this, it focuses on providing an ontology that represents 
metrics for a specific project. This allows for example to perform performance 
measurements of specific projects or sub-projects.  

• IT-CODE ontology: An ontology was defined to describe the project team of a 
building project within the IC-CODE project itself [17]. This ontology focuses 
on providing typical project management classes such as “Task”, “Actor”, “Pro-
ject” or “Activity”. It contains 32 different classes and an additional set of 26 
properties.  

The PMO is a rather simple and short ontology containing only two classes and 
five properties. It is therefore not suitable for many project management tasks but it  
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can help to offer a reference when specifying project metrics. The second ontology  
covers a much broader scope compared to the PMO ontology but it focuses on build-
ing projects only and is not capable of representing all major, important concepts in 
the DIN specification which are needed for distributed project coordination. For ex-
ample, it lacks risk management or milestone-concepts.  

The features of PMO and IT-CODE do not fulfill all knowledge areas of the 
PMBOK, however they were taken into consideration in the definition of 
PROMONT. 

3   Definition of a Project Management Ontology 

While a standardized data model is good for the exchange of project data between 
PM-Software, it can also help to build a common understanding of terms and defini-
tions in the field of project management, thus fostering interoperability not only for 
the exchange of data but also on a business process and organizational level. The 
DIN-data model is well suited for the implementation of PM-Software, since the 
UML-definitions can easily be used as a system reference. But, for the purpose of rep-
resenting project management knowledge and project controlling, a project manage-
ment ontology is a valuable extension for the representation of project management 
data since it is semantically more powerful than a data model with explanatory text. 
As a “formal, explicit specification of a common conceptualization” [7] an ontology 
provides means for expressively stating axioms and specifications of the concepts and 
relations in a certain field of expertise. Ontologies are both human and machine read-
able, abstracting from implementation technologies, data structures, system architec-
tures, or applications (e. g. [2]). The core elements of the proposed project manage-
ment ontology are described in the following sections.  

3.1   Core Concepts of PROMONT 

PROMONT formalizes the typical elements used for project structuring (such as task, 
milestone, resource or checklist). This formalization supports computer-aided project 
planning and evaluation to improve management decisions in a control circuit for pro-
ject management.  

The first step is to create a concept hierarchy which puts terms from the field of 
project management into a “sub concept-of” relationship, thus semantically refining 
the expressions. For example, the set of activities is defined as a subset of tasks, the 
crucial criterion being the assignment of a specific resource to a task. So any task with 
an assigned resource is also an activity that can be planned accordingly. These formal 
semantic rules narrow down the meaning of terms enhancing the expressiveness of 
the ontology [4]. 

Table 2 gives an overview of the core concepts of PROMONT. The semantics of 
each term are also defined. This excerpt from the taxonomy together with a few ge-
neric concepts forms the core of PROMONT. It can be expanded with domain- or 
method-specific terms to reflect a formal framework for project management and con-
trolling ([See also [8]). 
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Table 2. Core concepts of PROMONT 

 

Concept Definition 
Initiative Any intention or endeavor, super ordinate concept for project, task 

and process. 
Project A project is a structured approach to deliver a certain result. It con-

sists of an amount of time, budget and resource restrictions and con-
ditions and is usually divided into a set of tasks. 

Task Project-specific initiative. May be divided into sub-tasks. May be 
implemented by the application of a process. 

Activity Task that has been assigned to a specific resource. The assignment 
determines duration and costs of task execution. 

Phase Subdivision of Project timing with specific objective. Often ends 
with a gate. 

Resource Consumable or not-consumable good or entity. Resources are neces-
sary to execute an initiative. 

Employee Person working for an organizational unit. Subset of Resource. 
Machine A non-consumable, non-human Resource. 
Calendar A timetable showing the availability and workload of a resource dur-

ing a period. Also used for a project overview calendar. 
Skill Property and potential of a resource to satisfy a requirement for a 

task. 
Event Occurrence of an action at a specific point in time. Has zero duration 

and may trigger tasks. 
Milestone Event with significant meaning for project status. 
Gate Milestone ending a phase. Usually associated with a formal review 

task. 
Risk Possible source of shortcomings or failure in the project. Might be 

sanctioned. 

Objective Desired outcome of an Initiative. Can be a physical product, a service 
or a document. 

Result Actual outcome of an Initiative. Can be a physical product, a service 
or a document. 

3.2   Core Relations of PROMONT 

Relationships between the above concepts are categorized and discussed in Table 3. 
The categorization builds on the fact that, just like concepts, relations can be arranged 
into a “is derived from” hierarchy. A derived relation refines the semantics of its more 
general super-relation, but still can be interpreted by an algorithm that does not know 
the specific derived relation. 

3.3   Advantages of Ontology-Based Project Management 

Having an ontology as a common, technology-independent, yet machine-readable ex-
change format for project management data will reduce the amount of interfaces and  
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Table 3. PROMONT relation categories and examples 
 

category Definition/example derivations 
attends Shows, that the subject instance attends to the target 

instance. For example, a worker is responsible for a 
certain machine. Usually requires with a certain abil-
ity of the subject. 

assigned to, 
responsible 
for 

depends on Shows the logical dependency of the target instance 
from the subject instance. Works usually depending 
on status, for example makes the start of a certain 
activity dependant on the conclusion of another. In-
verse relations are implies and supplies. 

needs com-
pletion of, 
hasPredeces-
sor  

implies Models the logical consequence of the target in-
stance from the start instance. The use of a resource 
implies certain costs, for example. Often inverse re-
lation to depend on. 

costs, trig-
gers, needs 

part of The subject instance is a member, content or a com-
ponent of the target instance. A human resource, for 
example, is a member of an organizational unit. 

works for, is 
subtask, 
works for 
project  

supplies The subject instance offers a property of ability for 
the target instance, e. g. a Human Resource supplies 
his knowledge of engineering to a task. Inverse rela-
tion to depend on. 

has ability, 
satisfied by  

startsWith Relation between initiatives and events to illustrate 
that an event triggers an initative 

- 

endsWith Relation between initiatives and events to illustrate 
that an event is triggered by an initative. 

- 

 
 

mapping tables between different project management systems implementing the DIN 
69901 or any other proprietary data model. The formal semantic model provided by 
PROMONT brings project data from sigmatic level to a semantic net which not only 
helps to exchange pieces of information but also provides their exact meaning. Estab-
lished as a semantic net, PROMONT can be easily extended to cover a project’s con-
text by merging with a domain specific ontology. Apart from easy data handling and 
expandability, the added semantic expressiveness of one integrated model is a major 
advantage of PROMONT. By applying first order logic and inference mechanisms, 
knowledge can be extracted from ontology instances, thus allowing better project con-
trol and improved decisions in the field of application as shown in the following  
example. 

4   Communication and Integration Management Using 
PROMONT in a Virtual Project Environment 

As stated above, communication and integration management are the knowledge  
areas of project management that would benefit the most from an “ontologization” of 
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PM-data models. In this section we show two examples how communication may be 
improved and the integration process controlled with the help pf PROMONT. 

Communication is a key success factor in any project, even more so in a virtual pro-
ject community that can for example be found in cross-enterprise projects. PROMONT 
summarizes all important terms of project management and their exact semantic mean-
ing. It provides project participants with a complete vocabulary to resolve ambiguous 
issues in the interpretation of project plans and elements. For example, most project 
participants define a milestone as an event with significant impact on the project status, 
often reached with the completion of a task or a sub-goal. Some PM-Tools however 
depict milestones as special tasks with a duration of zero or even identify them with a 
milestone flag. A commonplace example is shown in Table 4. where a task is identified 
as a milestone in MSPDI-format with the <Milestone>-tag. Using an XSL-
Transformation it is converted into two separate concepts of PROMONT: a task asso-
ciated with a milestone, thus resolving any possible ambiguity. 

Table 4. Excerpt from two project plans in MSPDI and OWL-format. A task shown as a 
milestone in the former is converted into a task and a milestone in the latter. 

<Task> 
 <UID>2</UID>  
 <ID>2</ID>  
 <Name>Review</Name>  
 <Duration>PT40H0M0S</Duration>  
 <Milestone>1</Milestone>  
   
 <EarlyStart date=”2006-07-07” /> 
 <EarlyFinish date=”2006-07-07” /> 
 <LateStart date=”2006-07-07” />  
 <LateFinish date=”2006-07-13” />  
</Task> 

<Task rdf:ID="Task_16537"> 
 <rdfs:label>Review</rdfs:label> 
 <rdfs:comment>Evaluation of project 
  progress and recent results. 
 </rdfs:comment> 
</Task> 
<Milestone rdf:ID="Milestone_28837"> 
 <rdfs:label>Milestone</rdfs:label> 
 <rdfs:comment>Marks successful  
  completion of this projectphase. 
 </rdfs:comment> 
 <reachedIfFinished 
  rdf:resource="#Task_16537" /> 
</Milestone> 

Similarly, PROMONT is able to enrich the semantics of the model in even more so-
phisticated terms by stating rules such as: 

• No resource can be assigned a daily workload of more than 24 hours. 
• Subprojects and tasks must start and end within the boundaries of their superstruc-

ture. 
• The hierarchy of program, project, sub-project, work packages, tasks and subtasks 

shall be respected. 

When using the ontology in the background, a potential software application will 
gain from the semantics encoded. For example, it will then be sufficient to create a 
new initiative, i.e. instantiating the most general concept available, and then run a rea-
soning algorithm (such as Pellet [20] or Racer [21]) to determine the exact type of the 
object at any given point in time. These options facilitate communications because 
they give clear interpretations of data otherwise not available. 

Closely related to communication management is the task of integration management 
with its three core processes project planning, execution and control. Different project 
plans, management methods and data formats need to be integrated into one general 
project plan. The execution of this plan needs to be closely monitored and results need 
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to be formally reviewed and released, to make sure all partial results fit to each other 
and the overall project goal is accomplished. The scenario as depicted in Fig. 1 illus-
trates how concepts and relations of PROMONT help to solve integration tasks.  

 
Fig. 1. A project plan logically structured by Events. Individual Tasks can be planned with  
local PM-Systems. 

In this scenario, three project partners have to develop a Software system consist-
ing of a database and a GUI. The overall project plan as designed by project partner B 
consists of the tasks “Interface Definition”, “Database Development”, “GUI Devel-
opment” and “Integration” where the two development tasks are carried out by spe-
cialists (A, C).The Project plan defines subtasks with individual partial results (the 
document “interface definition” and the products “Database” and “GUI”) that in total 
shall lead to the desired output. PROMONT models these with the concepts “Objec-
tive” and “Result”, both with Document, Service or Product as sub-concepts. They al-
low specifying a set of desired or actual outcomes for any Initiative. This facilitates 
the analysis and integration of project results and helps to identify deviations once a 
project result has been delivered. 

Another new and important concept provided by PROMONT is “Event” with the 
Relations “startsWith” and “endsWith”. They connect Initiatives to Events, a fact 
usually not explicitly stated in project plans. PROMONT uses Events for two pur-
poses: 

1. Events and their more specific sub-concepts Milestone and Gate can be used as 
cross-organizational reference points for the project status, without having to know 
in detail the initiatives and tasks that lead to the event or are triggered by it. 

2. An Event can be used to trigger an automated process which implements a Task. 
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The Event-concept helps to analyze and integrate project tasks since events can be 
communicated as “bearings” to any project partner. As long as he delivers the defined 
results within these coordinates, he is free to structure his sub-project as he wishes. In 
the example scenario, the existence of the “interface definition” via “has result” trig-
gers the event by “endsWith”. From this point onwards, the two individual project 
plans of A and C can be carried out without the need to share detailed information of 
their work. As soon as the two Objectives “DB” and “GUI” are fulfilled by fitting re-
sults, the next event can trigger the task “Integration”.  

5   Conclusion and Further Research 

In this paper, we have introduced PROMONT, an approach of defining a project 
management ontology that is based on the ideas of the upcoming DIN 69901 norm. 
PROMONT does not mean to replace the DIN approach, but it summarizes all major 
project management standards and tools in one integrated reference model. It offers 
extending definitions of project management issues aimed at supporting interoperabil-
ity of project management systems, processes and organizations. In particular, 
PROMONT offers a formal approach to define relationships and conditions between 
different terms that are used in project management. Thus it is well suited for Com-
munication and Integration Management the most crucial issues in distributed virtual 
projects. An example has been given to illustrate how events are used to structure a 
project into independent sub-projects coordinated via Events. It also shows how indi-
vidual objectives can be defined, communicated and compared with actual results. 

The future course of research will consist of the following steps: 

1. Completion of PROMONT to cover full content of the DIN 69901-data model 
2. Evaluate project management methods and processes to show how they comple-

ment with PROMONT 
3. Implement a prototype system using PROMONT in a real project environment, us-

ing existing PM-tools as data sources to verify interoperability 

To follow the steps outlined, PROMONT is currently being used in the 
PERMETER project aimed at measuring the performance of development projects. 
PROMONT is available for download on the PERMETER-website (www. 
permeter.de). First results can be expected in October 2006. Afterwards, we will start 
with a detailed evaluation of our ontology. We intend to demonstrate how to “con-
vert” a real-world project into the PROMONT ontology and we will demonstrate the 
benefits that can be reached with PROMONT. Furthermore, we will compare differ-
ent metrics in order to measure the practical applicability of PROMONT.  

The Event concept helps to analyze and integrate project plans from various part-
ners, the Objective/Result-concepts provide detailed possibilities to define required 
outputs and compare them with individual results. This will show its advantages espe-
cially once PROMONT is semantically integrated with other domain ontologies (e. g. 
for mechanical or software engineering) because then outcomes and results can be de-
scribed in even more detail. Thus, PROMONT allows a much greater degree of inter-
operability both between PM-Systems and with other application systems in the pro-
ject domain. 
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Abstract. This paper discusses the importance of software process improvement 
in a virtual environment where several organizations are cooperatively involved in 
the development of a software product, each one using its own development 
process. The main focus of the paper is a methodology, called Process and Project 
Alignment Methodology, to improve the development process of a single 
organization based on projects knowledge. However, the authors believe that the 
same fundaments can be applied in a virtual organization and discuss the 
extension of the presented methodology to a virtual organizational context.  

1   Introduction 

New and emerging market conditions are the core engines driving organizations in 
focusing on their competences and to cooperate with others under networks called 
Virtual Organization (VO), where each member has its own organizational culture 
and, in the context of software development, each one has its specific development 
process. Therefore, it is necessary to create a common specification to represent 
different processes for each organization. After this unified process representation, it 
is possible to define VOs development processes. To do so, does not mean to 
represent in a model every detail of all organizational processes involved in the VO. 
Instead, the organizations that participate in the interactions only have to describe 
interface issues. Software development process details which are internal to an 
organization should not be represented at this level but must be properly encapsulated. 
However, the involved context requires each organization to have an approach to 
process management before dealing with VOs development processes.  

For now, our focus is to create a methodology to define and improve an 
organizational development process. Since project management is the discipline that 
controls and monitors deviations from the original project plan and also manages all 
process disciplines, project management is the right way to detect changes in the 
project that can lead to process improvement. Considering the relationship between 
the process and the project, new software process improvement (SPI) approaches 
have to consider process and project alignment and iterative SPI performed by project 
teams. Currently, there seems to be a lack of support on how SPI approaches 
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addresses the problematic about how development processes are effectively applied 
and improved using knowledge from software projects. Another challenge is how to 
control and validate important project changes that must be integrated in the process. 
In this paper we propose a SPI methodology based on process and project alignment 
that enables improvements on organizational processes. We also discuss and propose 
a solution that enables interactions between a virtual project and projects locally 
executed in different organizations. This methodology is supported by two meta-
models that allow project definition based on a software process. We propose to 
extend these meta-models by allowing publishing and subscribing to events, and by 
enabling the definition of points in the project where events should be sent or 
received.  

This paper is organized in the following sections. Section 2 presents a literature 
overview about alternative approaches to project management, process management 
and SPI. In the context of VO, we will present a brief description about VO projects 
related with process and project management. Section 3 discusses the problematic 
about SPI, process and project management. Section 4 describes the proposed 
methodology to support iterative SPI based on process and project alignment. In this 
section, we also discuss mechanisms to extend meta-models of the proposed 
methodology to support SPI in VOs. Finally, Section 5 presents conclusions, 
limitations of the methodology and future work. 

2   Related Work 

Process and project management is discussed by Budlong, Szulewski and Ganska [1], 
Climitile and Visaggio [2] and Chan and Chung [3]. But, only the AHEAD approach 
[4] has a fundamental feature: its support for process improvement. However this SPI 
solution isn’t implemented in a project management context. 

Considering that process and project alignment conduce to SPI activities, we 
present two SPI approaches discussed in the literature. Traditional SPI methods and 
approaches are based on final project retrospectives [5]. In these methods, there is a 
long time span between the problem identification and the validation of the new 
process. On the other hand, agile SPI approaches have a different perspective. 
According to agile principles [6], the project has reflections meetings in regular 
intervals. Cockburn proposes a reflection workshop technique [7], Dingsøyr and 
Hanssen have a workshop technique called postmortem review [8], whereas Salo and 
Abrahamsson discuss a Post Iteration Workshop (PIW) method [9].  

Therefore, all these approaches have no solutions to provide project management 
based on a process description and also iterative SPI. The main challenge in iterative 
SPI is to have project changes in real time, so project management must include fast 
feedback from each member of the project team.  

Since this paper subject is about SPI in VOs, we present a short review about 
interactions between processes in VOs. Various forms of process interactions types 
are defined in literature, which we briefly summarize: capacity sharing, chained 
execution, subcontracting, (extended) case transfer, loosely coupled, public to private 
approach [10]. The problem of process management in VOs also had been addressed  
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by approaches using the notation of agreements and contracts, like the WISE [11] and 
CrossFlow [12] projects. However, these approaches do not present any concrete 
process management model. A detailed and interesting approach to process 
management in VOs has been proposed in the context of CMI project [13]. In the 
meantime, the problematic about effective use of the development process in virtual 
projects persists.  

The core foundation of this paper is on how VOs manage their processes and keep 
projects aligned with that processes. So we describe two projects related to process 
and project management: (1) Intelligent Services and Tools for Concurrent 
Engineering (ISTforCE) and (2) Global Engineering and Manufacturing in Enterprise 
Networks (GLOBEMEN). ISTforCE is a European framework project, with the 
objective of designing a Web-based services platform through which engineers at a 
given design or consulting company will access the services on the Internet and 
collaborate in real time. It aims at creating infrastructure on which real construction 
companies and virtual teams of construction companies can rent and customize 
services on a project by project basis, and where providers of engineering services can 
market their products. In the ISTforCE, the authors stated that an Internet desktop 
system for engineers should have the following five requirements: it should be (1) 
open enough to integrate with other service or tools, (2) customizable to persons, (3) 
customizable to projects, (4) scalable, and (5) extendable [14]. Another project is the 
GLOBEMEN project, which aims to create IT infrastructures and related tools to 
support globally distributed product life cycle management, project and 
manufacturing management in the VO. The project focus is on VO information 
exchange and control on three core business processes of manufacturing industries: 
(1) interaction with customers and users including global product life cycle 
management, (2) optimization of the delivery chain through VO resource planning 
and (3) distributed concurrent engineering [15].  

3   Problem Description 

Project management, process management and SPI are interrelated disciplines that 
contribute to successful projects. So process management and SPI must be present 
during the entire execution of the project, even in the initial planning. Project 
planning is the most important phase in project management. The effort spent in 
identifying the proper needs and structure for organizing and managing a project 
could be minimized if the initial plan is process-based. Also important is the fact that 
project management monitors and controls activities from all the other process 
disciplines, so changes in these disciplines best practices will be detected throughout 
the project life cycle. SPI must be performed during project time and not only in 
dedicated evaluation periods. Projects are dynamic systems whose associated 
processes must always be under improvement. 

However, many organizations have their development processes described but they 
don’t effectively apply them in their projects. The defined process is not directly 
matched to their projects entities because organizations don’t use process knowledge 
in project management. 
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4   Process and Project Alignment Methodology 

Our research proposes a methodology that allows the definition, evaluation and 
improvement of an organization software development process. This proposal, called 
a Process and Project Alignment Methodology (PPAM), allows a general vision on 
the current state of an organization development process, as well as project alignment 
with the development process. Considering the theories and concepts described in the 
proposed methodology, we also discuss the mechanisms necessary to use PPAM in 
the context of VOs.  

PPAM is based in a modelling approach since process and project modelling are 
the techniques used to define and analyze the significant aspects of development 
processes and projects. The proposed architecture identifies and interrelates the 
concepts necessary to provide SPI based on process and project management issues. 
In this paper we just show the application of the meta-models used to define processes 
and projects, a more detailed description of the meta-models is presented in [16]. This 
paper focuses on software process improvement and on how these meta-models can 
be used to solve this problem. 

This section describes the components of PPAM essential to have process and 
project alignment. Process and project alignment formalization has four components: 
(1) process modelling enables an easy way to graphically construct a process; (2) 
project modelling (based on a process) provides the necessary coordination facilities 
for process and project alignment; (3) project control and monitoring enables 
observing changes in the project that are candidates to SPI. Process versioning 
enables creating process versions based on the proposed process improvement; and 
(4) process assessment allows the evaluation of the benefits due to process 
improvements. 

Considering VOs, we propose a novel approach to virtual process and projects. 
This is supported by the idea that a virtual process or virtual project can be considered 
as a cooperation of several existing process or projects of collaborative organizations. 
The approach is inspired by the Service Oriented Architecture. Accordingly, the 
proposed methodology can be used in VOs environments but under some 
transformations in the following subjects: (1) virtual process definition; (2) virtual 
project creation and (3) groups involved. We discuss these key points as we present 
the components of PPAM. 

4.1   Process Definition Component 

A process meta-model provides a set of generic concepts to describe any process. 
ProjectIT Process Meta-model (PIT-ProcessM) architecture defines the concepts that 
correspond to elementary process concepts, allowing process creation or modification 
[16]. Two complementary views show those static and dynamic process elements. In 
the static view are represented the concepts related to process disciplines, like 
products, activities and roles.  Meta-model dynamic view is about how a process life 
cycle is organized, e.g., phases and iterations. Additionally, all the process elements 
should be associated to a particular moment of a process life cycle.  
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At organizational level, the organization uses PIT-ProcessM to create his process. 
This step requires that the organization has knowledge about his practices based on 
historical data or from other process management initiatives.  

In the context of VOs, PIT-ProcessM has to be extended with an interface to send 
and receive events. The processes created as instances from PIT-ProcessM will have 
an interoperability layer that identifies the services provided by each organization. 
The virtual process must be specified considering the services provided by 
collaborative organizations. Each individual organization must define its own 
supporting development process and must agree with other organizations on 
approaches to interoperability. 

 

Fig. 1. VO Software Development Process 

Fig. 1 presents an overview of the architecture for virtual processes. Each 
organization presents its own process (P1, P2, P3 and P4). The interoperability layer 
of each organization presents an interface to its process. The VO development process 
(PVO) will be defined considering the base features provided in each organization 
interoperability layer. 

4.2   Project Definition Component 

The second component (project definition considering a base process model) is 
essential to begin the project and consists in the project plan definition. A project is 
instantiated from a process, where a process represents reusable process practices at 
an abstract level. But in real world projects, multiple projects share the same process 
and are differentiated based on their specific elements, e.g. persons and the resulting 
relationships. Considering these differences and the process and project alignment 
carried out in this phase, our approach includes a ProjectIT Project Meta-model (PIT-
ProjectM) to support this dependency [16].  

Each organization defines their projects in alignment with a base process. In VOs, 
the enactment of the virtual project requires that each organization define its project 
and activate its interoperability layer in order to send and receive events. Event 
notifications will be managed by a suitable event service that is capable of filtering 
and correlating events, and of dispatching them to the appropriate target project.  

The virtual project also needs a virtual team responsible by project activities and 
work products. A coordination organization must manage the virtual project. This 
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organization must create and delegate responsibilities for the virtual project control, 
monitoring and evaluation. Considering that virtual project change can improve the 
virtual process, some members of the participant organizations must perform the roles 
responsible by the SPI project. 

4.3   Project Coordination and Monitoring Component 

The third component consists in project coordination and monitoring. Updates and 
extensions to the initial project plan will be registered, always considering a base 
process model. Considering that some changes in the project best practices can 
improve the base process, we introduce a process versioning meta-model. The 
concept of process version has the advantage that the history of evolution of the 
processes is recorded. Since an effective process validation is only possible after a 
testing period, we must provide a mechanism to keep track of the changes carried out 
in the process’s best practices. Thus, it isn’t sufficient to maintain only the current 
version of a process. In this context, SPI subsumes two problems: (1) process 
modification and (2) ensuring that projects and base process remain consistent with 
each other. 

Versioning Process. As proposed by agile methods, SPI is an iterative initiative 
during the project lifetime. Our proposal includes a workshop, when a dedicated 
member (process group) detects changes in project best practices that are considered 
as candidate improvements to the process. The basic idea of the proposed 
methodology is not to update process in place, but to version them. When a new 
process is created, this is considered the creation of a first version (root version). New 
versions are derived from existing ones by applying one or more modification 
operations to the based process version. However, as we will see, versions are created 
in an incremental way. Therefore, we will use the concept of versions states as used 
by [17], three states are distinguished: transient, released and obsolete. When a root 
version is created, it is in transient state. In this state, a version can be updated or 
deleted. In order to prevent invalid processes, when a version is in state transient its 
not allowed to: (1) create descendent versions; (2) create projects based on that 
version and (4) reference the version by another version. Finally, when a version is 
accepted its state is changed to released. In a released state, the version can’t be 
deleted or updated, but all the other operations are allowed. When a released version 
has to be modified, his state is changed to transient, but only in special conditions (no 
descendents versions, no projects are based on it and is not referenced by other 
versions). If a version becomes unused is state is changed to obsolete and it is allowed 
to create new projects based on that version. An obsolete version can be deleted only: 
if has no descendents, has no derived projects and isn’t referenced by other versions. 
But first it has to change to transient state and then the version can be deleted. 

This section presents some details about extensions to PIT-ProcessM in order to 
support process versioning. Fig. 2 presents the main constructs of the extended meta-
model. A process includes a unique identifier (process name) and a process version 
tree. A process version defines a version number and it is either in state transient, 
released or obsolete. A process comprises one or more process versions that can be 
derived from another process version by applying one or more modification 
operations. The diagram illustrates the relationships between a process and his 
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versions. PIT-ProcessM was updated to include modification operations applied to a 
process in creating a new version. Original elements from PIT-ProcessM like Phase, 
Iteration, Discipline, Activity, Role and WorkProduct are replaced by its versions 
classes. Associations between original PIT-ProcessM concepts are now performed 
between their version elements. Thus, the original elements have an association to its 
correspondent version, since each element can be used in one or more process 
versions. 

Dynamic View

                  Static View
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Fig. 2. PIT-ProcessM Versioning 

In a virtual process, the versioning process will be performed in the same 
conditions as it was only one organization. However, the mechanisms used to 
introduce that changes can have two different sources: (1) changes in the virtual 
project practices or (2) changes in the processes of the participant organizations. In 
case of a change in the virtual project practice, the workshop proposed in PPAM has 
to be replaced by Internet technologies for supporting communication and 
collaboration (e-mail, audio or video calls, text chat, etc). But, if the new virtual 
process version is caused by changes in the services of involving organizations, the 
process group has to be responsible by the improvements in the virtual process. 

Project Iterations. The groups involved in SPI consist on the software development 
team, project manager and the process group. The SPI method performed by these 
groups is realized throughout all iterations of a project, but the improvements follow a 
pattern that is performed in the time of two iterations (fig. 3). The SPI actions 
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performed in these two iterations are: (1) detect improvements and create a new 
process version (transient state); (2) test and validate the temporary changes in the 
next iteration of the project. 

Process level 

Project level 

Detection of 
Project 

Changes 

Generation of 
Process 

Improvements 

Process  
Creation 

Project 
Definition 

Testing the 
process within 

the project 

Process 
Acceptence 

Validation of 
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{Released 

State} Process 
{Transient 

State} 

Process 
{Released 

State} 

Iteration m  Iteration m+1  

 Iteration 1  to m-1   Iteration m+2 to n  

 

Fig. 3. Process and project alignment 

In the first iteration, the project team must perform their daily work and detect 
situations that can lead to new practices in the project life cycle. The data collected 
includes positive and negative aspects found by the project team. The project manager 
has an important contribution in controlling the changes. At the end of this iteration, 
all candidate changes to improve the process are analyzed by the process group and, if 
necessary, a workshop is held to obtain more knowledge and present the improved 
process (new process version).  

In the second iteration, team members get some feedback about the new practices 
and make notes to inform the process group. All this work will be under control of the 
process group. The project manager has to observe if team members are following the 
new proposed process. At the end of this iteration, all groups evaluate the work 
performed and decide if the process version is accepted. In case of success, the new 
process version is confirmed and the SPI method starts again. In case of failure, some 
new changes and improvements have been detected. The transient version will be 
updated and the evaluation work performed in the second iteration is repeated. 

4.4   Process Improvement Assessment 

In the final phase (SPI assessment), progress is evaluated throughout all process life 
cycle, specifying a set of improvements that can determine the process improvement 
itself. In the end of the project, process improvements must be analyzed in a reflection 
meeting. The main goal is to analyze all the improvement opportunities identified in 
the project and validate all the SPI actions accepted in workshops. 
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SPI activities can be performed successfully in many organizations. However, 
process managers ask themselves important questions following those activities, such 
as: (1) How to evaluate when a new process version meets the organization’s goals?; 
(2) How to find if this is the appropriate development process?; (3) How will 
adjustments and changes affect the efficiency of the development process?; and (4) 
This new development process version will improve the performance of an 
organization? 

Nowadays, project managers often lack reliable feedback from benefits of 
improving their development processes. In a daily basis, project managers use project 
management tools available in the market with the purpose of measuring and 
assessing software projects. However and due the fast changing environment 
proposed in the PPAM, the most important objectives are related with the impact on 
improving a software development process. Feedback information on SPI enables 
organizations to have control on future applications of a software process. 

SPI assessment in practice can be viewed as the acquisition of data (key indicators) 
in a project where the new process version was applied, followed by data analysis and 
decisions about the further adoption of this development processes. Since project 
management is an important discipline in the proposed methodology, the key 
indicators must be those used by the project manager to analyse and evaluate a 
project. Normally, a project success is evaluated in terms of staff productivity, 
software quality, cycle time, and cost of the project. These features should be 
considered as key indicators to perform a SPI assessment. 

5   Conclusions and Future Work 

As organizations try to define their processes, they also recognize the need of 
continuous SPI. Even when the effort to improve them is done, organizations may fail 
at achieving the intended goals. Recognizing that the most critical problems occur 
during project activities, we strongly believe that process and project alignment can 
be a best-practice to get better project results and improve organizations software 
processes. 

In this paper, we described the PPAM architecture and principles. The approach 
presents an innovative proposal but also includes ideas of other research initiatives in 
agile processes. We believe that PPAM contributes to a real process and project 
alignment. We present two meta-models that can support that alignment. The 
methodology concepts are being integrated in a project management tool (ProjectIT-
Enterprise) of a research project (ProjectIT) from INESC-ID Information Systems 
Group [18]. In a VO domain, we discuss the extension of these meta-models to allow 
interactions between the virtual project and the projects executed locally in 
participating organizations.  

As future work, our intention is to use the developed tool in real projects, to test 
and proof the approach. While, at the same time, new features could be found and 
included in the methodology. Additionally, these experiences will allow detecting 
new practices in the domain of organizational psychology, necessary to apply PPAM 
with success.  
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Abstract. In the domain of business-to-business (B2B) collaboration, compa-
nies are pursuing the objective of electronically linking their business processes
for improving their supply chains. For creating such inter-organizational collab-
oration, intra- and inter-organizational knowledge workers (IKWs) function as
assisting experts. However, IKWs must not constantly ”reinvent the wheel” but
should instead be supported by a repository that contains knowledge about how
to design business processes. Thus, this paper proposes the support of IKWs by
a pattern repository for the effective and efficient design of inter-organizational
business processes. A pattern is conceptually formulated knowledge that is tech-
nology independent. By storing patterns in a uniform specification template of
a meta model, it is possible to perform systematic reasoning. Having informa-
tion readily available about the technology support of individual patterns, IKWs
can quickly analyse with which intersection of pattern sets it is possible to link
intra-organizational business processes.

1 Introduction

Companies that focus on their core competencies or miss know-how to perform certain
business activities source services from providers. In this context, a service consists of
a business process that is integrated into the in-house process of the consuming com-
pany. For example, a truck-producing company has suppliers of a water tank, an in-
surance company uses a third party to assess damage cases. A promising approach for
B2B is the coupling of workflow concepts with service-oriented business integration.
This emerging framework of dynamic inter-organizational business process manage-
ment (DIBPM) [15] offers a new model for addressing the need of organizations for
dynamically bringing together a service consumer and a service provider over web-
based infrastructures where the service is a business process. To do so, DIBPM merges
service-oriented business integration (SOBI) and workflow management concepts. The
setup of such B2B commerce is a client-server relationship where one party offers a
service that is integrated into the process of a consumer.

To establish intra- and inter-organizational business processes efficiently and effec-
tively in DIBPM, the utilization of patterns is recommendable. Corporations typically
comprise an information infrastructure consisting of a heterogenous system environ-
ment supporting their business processes. The situation turns even more complex when
the business processes of collaborating parties are linked. By checking which patterns
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the respective heterogenous system environments support, a common denominator of
collaboration is detected. Control-flow patterns [6,7,8] have been specified after in-
vestigating several intra-organizational workflow management systems. Furthermore,
patterns for intra-organizational data-flow and resource management [21,22] have been
discovered and specified. More recently so-called service-interaction patterns [9] have
been specified for the coordination of collaborating processes that are distributed in
different, combined web services.

In the domain of SOBI, web service composition languages (WSCL) have emerged
for supporting process specifications, e.g., BPEL, BPML [10,11] and so on. Such
languages compose services in a workflow, offering a complex service that carries
out activities. The referenced pattern specifications and emerged WSCLs show that
a rich amount of results exist that are relevant for DIBPM. For example, many e-
business related patterns are textually available online [3] for the perspectives business-,
integration-, composite-, custom design-, application- and runtime patterns. For inter-
and intra-organizational knowledge workers (IKWs) who are exposed to business,
technological, and conceptual complexity, such patterns promise a meaningful support
for effectively and efficiently establishing inter-organizational business processes with
the help of SOBI technology. IKWs organize the business processes in-house and es-
tablish business process links for B2B activities. They manage the heterogenous system
infrastructure that supports such business processes. However, the pattern specifications
of various perspectives that IKWs need to employ, differ and it has not been investigated
how they relate to each other across different perspectives.

Originating from the cognitive sciences, e.g., philosophy, psychology, the Language-
Action-Perspective (LAP) facilitate the construction of automated, coherent messaging
between information systems, as has been observed in many research works [13,16].
Briefly, LAP emphasizes what people do while communicating; how they create a com-
mon reality by means of language and how communication brings about a coordination
of their activities. The approach of LAP is applicable in business collaboration [12]
where inter-organizational transactions are intuitively modelled and carried out.

It is desirable to store all the pattern related data uniformly in one knowledge base
and make it accessible for IKWs with tool support. Looking at the pattern repositories
that are cited above, their content is always static and limited to either one or a couple
of perspectives. However, for IKWs it is desirable to have a repository available that is
interactive and dynamically growing in perspectives and content. The repository should
store knowledge about how patterns relate to each other within the same perspective and
across different perspectives. This paper fills the gap by proposing a pattern meta model
that allows dynamic growth in content by permitting the admission of new patterns that
may belong to newly introduced perspectives. Furthermore, a reference architecture is
presented for the development of tools that use the pattern meta model and that support
IKWs in employing patterns for the creation of intra- and inter-organizational business
processes.

The structure of this paper is as follows. First, Section 2 describes how IKWs are in-
volved in realizing inter-organizational business process collaboration. Next, Section 3
gives an overview of a pattern meta model that is used for uniformly storing and re-
lating patterns to each other. In Section 4, the lifecycle of a pattern is used to deduct
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requirements a pattern repository must fulfil that runs on top of the pattern meta model.
Section 5 presents related work and Section 6 concludes the paper.

2 Inter-organizational Business Process Collaboration

This section gives a definition of DIBPM and relates inherent perspectives to each other.
Furthermore, the nature of IKW involvement in DIBPM is made explicit. A definition
of DIBPM [15] is given as follows: A dynamic inter-organizational business process is
formed dynamically by the (automatic) integration of the subprocesses of the involved
organizations. Here dynamically means that during process enactment collaborator or-
ganizations are found by searching business process market places and the subprocesses
are integrated with the running process.

Important issues in connection with DIBPM are the definition and identification of
processes, the way compatible business partners find each other efficiently, the dy-
namic establishment of inter-organizational processes, and the setup and coupling of
inter-organizational processes for enactment. In Figure 1 different perspectives are de-
picted for creating an inter-organizational business process collaboration. To the left
and right two factory symbols represent the collaborating organizations that have their
internal legacy systems. Those legacy systems are linked with intra-organizational busi-
ness processes that combine several perspectives. In Figure 1 the intra-organizational
perspectives control-flow, resource, data-flow, and transaction are depicted. However, it
is possible that further perspectives are included or omitted.
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Fig. 1. Knowledge workers in inter-organizational collaboration

An additional perspective is contained in Figure 1 that crosses the boundaries of col-
laborating organizations, namely the eSourcing [17] perspective for which a catalogue
of patterns [2,19,20] is specified. In the context of DIBPM, eSourcing is a framework
for harmonizing on an external level the intra-organizational business processes of a
service consuming and one or many service providing organizations into a B2B supply-
chain collaboration. Important elements of eSourcing are the support of different visi-
bility levels of corporate process details for the collaborating counterpart and flexible
mechanisms for service monitoring and information exchange. For sake of brevity, [2]
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contains in detail online eSourcing interaction and construction patterns, eSourcing-
configuration examples, and corresponding documentation.

On top of Figure 1 two IKWs are depicted that each belong to a collaborating or-
ganization. Although the creation of eSourcing configurations should be carried out as
automated as possible, it is realistic that IKWs remain provisionally necessary for the
foreseeable future. For carrying out their work effectively and efficiently the support
of a knowledge base is sensible that contains perspective-specific patterns for intra-
and inter-organizational business process management. Thus, the next section presents
the main building blocks of a meta model that is suitable for patterns of arbitrary
perspectives.

3 The Pattern Meta Model

In the introduction of this paper several pattern sources of differing perspectives are ref-
erenced. The specifications of those patterns use templates with similar keywords. Many
pattern specifications use a template of keywords that deviates or where the keywords
are used differently. By harmonizing pattern-specification templates in a pattern meta
model, IKWs can comprehend better the differences, commonalities, relationships of
patterns. For sake of brevity, only the packages of the meta model are presented, while
in [18] all classes and their relationships of the pattern meta model are depicted and
explained.

3.1 Meta-model Packages

The left side of Figure 2 depicts a model of packages that are related to each other. These
packages encapsulate classes that are explained in following sections. The center of the
package-model is named Pattern, which contains all classes that capture information
for specifying a patterns. In the Taxonomy package, classes are contained that capture
information about DIBPM perspectives. This package contains classes that create a
taxonomy into which patterns can be embedded. The Support package encapsulates
classes for managing information about technologies that support patterns. Finally, the
User Management package captures information of different users of the pattern
repository, e.g., administrator, reviewer, pattern submitter, and so on.

On the right side of Figure 2 the core class of the Pattern package is depicted, which
is equally named Pattern. The attributes of this class form the main description tem-
plate of a pattern specification. A pattern has a version and a name that should be
meaningful. Furthermore, a pattern has an author and a creationDate for every
version. The description of a pattern mentions the inherent pattern properties and
describes the relationship between them. Furthermore, the intuitiveVisuali-
zation contains a model that helps to support the comprehensibility of the pattern
description. The problem of a pattern is a statement describing the context of pattern
application. In this context conflicting environmental objectives and their constraints
are described. The application of a pattern in that context should result in an alignment
of the given objectives. Next, the context states a precondition, which is the initial
configuration of a system before the pattern is applied to it. On the other hand, the
resultingContext describes the postcondition and possible side-effects of pattern
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Taxonomy

PatternSupport
User

Management

-version : string
-name : string
-author : string
-creationDate : date
-description : string
-intuitiveVisualization : blob
-problem : string
-context : string
-resultingContext : string
-forces : string

Pattern

Fig. 2. Meta-model packages with their dependencies and the Pattern class

application. Finally, the forces describe trade-offs, goals and constraints, motivating
factors and concerns for pattern application that may prevent reaching the described
postcondition.

In Section 2 it is emphasized that IKWs need support by a pattern repository during
creating inter-organizational business process collaboration. The next section explores
the features of such an application.

4 An DIBPM Design Application

The lifecycle of a pattern is the starting point for deducting a reference architecture for a
DIBPM design application. Briefly, in [18] it is explained that a repository user with the
authorization of leading a review proposes the pattern for a review process. Repository
users with the right skills may volunteer for a review or be explicitly invited by the
review leader. Based on a defined review rule, a certain number of review results needs
to be submitted for determining whether the pattern is accepted or not. If the review rule
is not satisfied, the pattern is rejected and needs to be rewritten as a new proposal. If
the review rule is satisfied, the pattern proposal is officially accepted and experiences a
status change. Thus, it turns into a quality pattern that is exposed to IKWs for searching.

The pattern lifecycle is chosen as a starting point for deducting an extension of the
pattern meta model. This extension is necessary for capturing additional information
that is required for running an online application on top of the pattern meta model.
The modules of the application architecture are deducted from the pattern lifecycle.
Furthermore, the application architecture is also the result of experiences stemming
from implementing a proof-of-concept prototype that is described in [18] together with
screen shots.

4.1 An Application Architecture

An author is a user who submits a pattern to the repository. A review leader forms a re-
view committee for the evaluation of newly submitted patterns. Registered users of the
repository who indicate to be volunteers as reviewers are invited by the review leader
to form a committee. An IKW with the role termed analyst is interested in browsing a
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repository that contains patterns of different perspectives and corresponding informa-
tion about their artifact support. As indicated in Figure 1, that pattern information helps
an analyst to estimate which patterns collaborating business parties support despite their
heterogeneous system environments. That way the setup time of inter-organizational
business processes is accelerated. Finally, an administrator of the pattern repository
is required to grant roles to registered users, troubleshoot during pattern reviews, and
so on.
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Fig. 3. The application architecture of the pattern repository

The mentioned roles for repository users are input for an architecture on top of the pat-
tern meta model. The described repository user types are depicted in Figure 3 where
bi-directional arrows indicate an exchange with certain modules of the application’s
web interface. In the interface layer, modules are contained, for user management re-
lated interfaces, pattern related interfaces, and review related interfaces.

– The user management interfaces offer a repository user to register, claim various
qualifications, and request particular roles. As different roles give a repository user
different rights, the administrator may need to authorize the roles. Once a repository
user is approved, the user management interfaces allow user to login and logout,
and modify roles and qualifications.
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– The pattern interfaces allow users to browse the repository for patterns with a
search engine that uses facts from the classes belonging to the taxonomy package
and the support package [18]. The generated lists of patterns can be individually
selected for exploring their details.

– Review interfaces allow a review leader to set up a review committee consisting
of reviewers who either volunteer or are appointed based on their qualifications. In
the latter case an appointed reviewer may decline through an interface. After the
reviewers explore the properties of a pattern, they submit an accept or reject and
their feedback for the pattern author. The latter repository user checks the feedback
from the reviewers through another interface.

The functionality layer of Figure 3 shows modules that support the web-interface layer,
namely the user manager, pattern manager, and the review manager. They process in-
put of the repository users and control the sequence of interfaces that are presented
for the signing up and signing in of users, submitting and browsing patterns, perform-
ing reviews, and various administration activities. Figure 3 depicts the modules of the
functionality layer are referencing each other. For example, to perform a review, the
review-manager module uses functionality contained in the user-manager module. As
a result competent review teams are organized with the right qualifications. During a
review, functionality from the pattern manager allows a reviewer to explore the context
a pattern proposal is embedded in, i.e., the taxonomy location, technology support, re-
lationship with other patterns, and so on. Furthermore, a reference between the pattern-
manager module and the user-manager module exists for the same reason of employing
functionality from each other. For example, if a repository user wants to browse for
pattern information, she needs to have the role of an analyst, which must be checked by
using functionality from the user manager.

The bottom of Figure 3 depicts the data layer showing databases for user data, pat-
tern data, and review data. These databases are referenced by the corresponding mod-
ules of the functionality layer. The figures of Section 3 contain data elements that are in
the pattern data. The review and user data is explained in [18] without claiming com-
pleteness.

5 Related Work

Referencing patterns, Gamma et al. [14] first catalogued systematically some 23 de-
sign patterns that describe the smallest recurring interactions in object-oriented sys-
tems. Those patterns are formulated in a uniform specification template and grouped
into categories. For the domain of intra-organizational business process collaboration
patterns were discovered in various perspectives.

In the area of control flow, a set of patterns was generated [6,7,8] by investigating
several intra-organizational workflow systems for commonalities. The resulting pat-
terns are grouped into different categories. Basic patterns contain a sequence, basic
splits and joins, and an exclusive split of parallel branches and their simple merge. Fur-
ther patterns are grouped into the categories advanced branching and synchronization,
structural patterns, patterns involving multiple instances, state-based patterns, and can-
cellation patterns. The resulting pattern catalog is for the evaluation [5,23] of WSCLs.
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Following a similar approach as in the control-flow perspective, data-flow patterns
[21] are grouped into various characteristics categories. One category is focuses on dif-
ferent visibility levels of data elements by various components of a workflow system.
The category called data interaction focusses on the way in which data is communi-
cated between active elements within a workflow. Next, data-transfer patterns focus on
the way data elements are transferred between workflow components and additionally
describe mechanisms for passing data elements across the interfaces of workflow com-
ponents. Patterns for data-based routing deal with the way data elements can influence
the control-flow perspective.

Patterns for the resource perspective [22] are aligned to a the lifecycle of a work
item. A work item is created and either offered to a single or multiple resources. Alter-
natively a work item can be allocated to a single resource before it is started. Once a
work item is started it can be temporarily suspended by a system or it may fail. Even-
tually a work item completes. The transitions between those life-cycle stages of a work
item either involve a workflow system or a resource. Characteristic categories for the
resource perspective are deducted from those life-cycle transitions and group specified
patterns.

So-called service interaction patterns [9] are specified for the coordination of col-
laborating processes that are distributed in different, combined web services. Again,
the patterns are categorized according to several dimensions. Based on the number of
parties involved, an exchange between services is either bilateral or multilateral. The
interaction between services is either of the nature single or multi transmission. Finally,
if the bilateral interaction between services is of the nature two ways, a round-trip in-
teraction means the receiver of a response must be equal to the sender. Alternatively a
routed interaction takes place.

Many other e-business related patterns are textually available online [3] for the per-
spectives business-, integration-, composite-, custom design-, application- and runtime
patterns. The business perspective highlights the most commonly observed interactions
between users, businesses, and data. Integration patterns connect business patterns for
creating composite patterns. Patterns of the composite perspective that combine busi-
ness and integration patterns are only documented when they often occur in reality. The
perspective custom design is similar to composite patterns. Finally, patterns from the
application perspective focus on the partitioning of the application logic and data while
patterns from the runtime perspective use nodes to group functional requirements that
are interconnected to solve a business problem.

The INTEROP [4] network of excellence comprises a task group for methods, re-
quirements and method engineering for interoperability. It is the objective of that task
group to develop and validate ways of providing a knowledge repository of interoper-
able method engineering services. The pattern repository is to be integrated during the
implementation of the method-chunk repository.

6 Conclusion

This paper proposes that intra and inter-organizational knowledge workers should em-
ploy patterns for dynamic inter-organizational business process management. Using
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patterns promises the speedy evaluation and integration of intra-organizational business
processes across the domains of collaborating parties. Since many patterns are specified
in different perspectives for DIBPM, the need for a knowledge system in the form of
a pattern repository arises to support IKWs. Thus, this paper describes a meta model
for uniformly storing pattern specifications, orders them in a taxonomy, and caters for
capturing information about technology support of specific patterns. An architecture for
an online application is presented that builds on top of the pattern meta model.

With respect to ongoing research projects, the pattern repository is part of the proof-
of-concept architecture for the EU project called CrossWork [1]. It is the objective in
CrossWorks to develop automated mechanisms for allowing dynamic workflow forma-
tion and enactment, enabling hard collaboration and strong synergies between different
organizations. Software agents in CrossWork employ a knowledge base for reasoning
about automated workflow formation. Thus, by extending the pattern repository pro-
posed in this paper with a formal second tier, agents can use facts about patterns for
workflow formation. Furthermore, the pattern repository proposes itself as as an inte-
gral part of a method-chunk repository that is built in the framework of the task group
for methods, requirements and method engineering for interoperability of the INTEROP
network of excellence.

Scope for future research exists for the repository prototype where the development
of sophisticated graphical user interfaces constitutes a problem of considerable com-
plexity. Furthermore, the prototype must comprise a powerful search engine that per-
mits an inter-organizational knowledge worker to intuitively find suitable patterns with
diverse combinations of data.
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Abstract. Within organizations, workflow systems can automate
business processes by centrally coordinating activity sequences. But
outside their borders, organizations are autonomous entities that
cannot be subject to centralized process control. Their internal
processes are autonomously defined and controlled, and what they
need is to synchronize those concurrent processes. Just like Petri nets
are a valuable tool to model activity sequencing in local business
processes, π-calculus becomes a useful tool to model concurrency in
inter-organizational processes. After a review of the main developments
in cross-organizational workflow management, this paper illustrates the
use of π-calculus to model the interactions between business processes
running concurrently in different organizations. These interactions range
from invoking external services to more complex patterns such as
contract negotiation and partner search and selection. The paper
concludes with a case study that illustrates the application of the
proposed approach in a more realistic business scenario.

1 Background

Research on the application of workflow management in inter-organizational
environments has produced a wealth of interesting approaches on how to deal
with the problem of coordinating processes that span multiple organizations.
The available solutions for cross-organizational workflow management have
been developed in recent years and they have followed a path towards
increasing flexibility, from focusing on “low-level” issues of workflow systems
interoperability to more flexible, “higher-level” architectures based on contracts
and views. Putting these developments in perspective, several trends can be
identified, including:

Workflow interoperability mechanisms - after the publication of the Workflow
Reference Model [1], which described four models of interoperability between
workflow systems, supporting cross-organizational workflows seemed to be a
matter of selecting the most appropriate interoperability model for a given
scenario. In [2], Anzböck and Dustdar describe the application of these models
to medical imaging workflows that resemble cross-organizational workflows.
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In [3], van der Aalst formalizes the case-transfer and extended case-transfer
models using Petri nets, and compares them as approaches to partitioning
cross-organizational workflows over multiple business partners.

Federating heterogeneous workflow systems - it was quickly found out
that run-time interoperability during process execution required build-time
interoperability during process definition as well. The problem of connecting
workflow systems then turned into a problem of federating them [4], i.e., to
devise architectures in which several different workflow systems appear as a
single, integrated one. Different solutions emerged, such as [5], in which Lindert
and Deiters propose an approach to defining cross-organizational workflows
via the interconnection of “process fragments” specified by different parties,
in an early effort to address the problem of autonomy of business partners
in inter-organizational settings. Reichert et al [6] realized the same problem,
but focused on adaptive features that require the use of a centralized workflow
modeling facility.

Agent- and service-based architectures - the paradigm of software agents
renewed the interest in supporting cross-organizational workflows, especially in
connection with service-oriented architectures, by facilitating the integration
of local and remote services. Blake [7] developed a middleware architecture
based on service-invoking agents which are essentially controlled by a global
workflow manager agent that enforced a centralized workflow policy. Kwak et
al [8] developed a middleware architecture where the workflow system inside
an organization can invoke services registered either in a local service interface
repository (LSIR) or in a global service interface repository (GSIR). Stricker
et al [9] went even further to propose a trader system that promotes the
reuse of workflow data types between organizations and supports bidding of
service offerings to submitted service requests. Yan and Wang [10] devised an
architecture where local processes are exposed as services that can be invoked
in cross-organizational workflows.

Contract-based approaches - it had already been realized that the autonomy
of business partners means that cross-organizational workflows are subject
to agreements, or contracts. The CrossFlow project [11] was a milestone in
the development of contract-based approaches, since it developed a consistent
framework for establishing contracts and configuring workflow systems based on
those contracts. Other authors have since then developed similar approaches,
such as [12], in which van den Heuvel and Weigand propose a contract
specification language to define cross-organizational workflows. But in [13],
Kafeza et al realize that cross-organizational workflow contracts should refer
only to partial views of local workflows. This is due to several reasons, including
the need to keep some information private, or the fact that an organization may
establish contracts with several partners having different requirements.

View-based models - the work on contract-based approaches opened up a
new way of looking towards cross-organizational workflows. One of the most
significant developments is [14], in which van der Aalst and Weske describe their
public-to-private approach, where “public” stands for the agreed-upon workflow
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and “private” stands for the local workflows running at each end. The private
workflow can be obtained via inheritance [15] from the public workflow. Chebbi
et al [16] describe how to do the opposite, i.e., how to obtain the cooperative
(public) workflow from the local workflow, given the set of publicly advertised
activities. In [17], Chiu et al present an XML-based language for describing
public workflow views.

Apart from a few exceptions, which include for example the work of Chebbi et
al [16] just mentioned, the centralized control of cross-organizational workflows -
whether during build-time, run-time, or both - has been a recurrent assumption
in cross-organizational workflow management. [4], [5], [6], [7], [9] are some
examples of contributions that rely on the ability to centrally coordinate
a cross-organizational workflow. [8] and [10] are examples of authors who
escaped that problem by basing their approaches on activity outsourcing, hence
giving legitimate control of the process to the contractor. Still, even in recent
developments, such as process mediation by means of web service choreographies
[18], authors often resort to centralized process control in order to coordinate
cross-organizational workflows.

But inter-organizational processes require a different focus. Whereas activities
and their sequencing are the main issue in workflow management within an
organization, inter-organizational environments are dominated by interactions
and concurrency. In these scenarios, organizations search for potential business
partners, engage in contract negotiations, and establish channels in order to
perform sets of interactions. Rather than enforcing an activity sequence, the
need is to synchronize business processes running concurrently in different
organizations. The purpose of this paper is to draw attention to the concurrent
nature of inter-organizational processes and to show how one can resort to
different techniques in order to model sequencing in one case, and concurrency
in another. In this context, the main contenders for workflow modeling - Petri
nets and π-calculus - can actually be used together in order to understand those
two features of inter-organizational processes.

2 Modeling Concurrency with π-Calculus

Since the publication of Smith and Fingar’s paper [19], there has been an
ongoing debate about the value of π-calculus for workflow management. Most
of the controversy has been set around the ability of π-calculus to model certain
workflow patterns, defined using Petri nets [20]. Recent work from Puhlmann
and Weske [21] suggests that it is indeed possible to describe workflow patterns
using π-calculus, although that is far from producing a workflow revolution,
as originally proposed in [19]. Meanwhile, there are already some contributions
on the application of π-calculus to workflow modeling [22] and to modeling
the interactions of different entities in an electronic market [23]. Additional
developments will certainly follow.

Apart from the controversy, π-calculus can be extremely useful to model
concurrent business processes. In fact, π-calculus was devised having concurrency
in mind, which makes it an obvious choice to represent synchronization points
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between concurrent processes. On the other hand, we will keep on using Petri
nets to represent activity sequencing for the local processes running within
organizations.

The basic elements that we will be using to model inter-organizational
processes are shown in figure 1. In this figure, A and B denote two autonomous
organizations. Both of them have internal processes, and they will be interacting
with each other while carrying out those local processes. The local processes
are described using Petri nets, where each place is associated with an action,
and each transition with an event1. Each action stands for either a local task
or an interaction with the external environment. In this case, only interaction
tasks are shown. The interactions are represented using π-calculus links, the dot
indicating the receiving end.

Fig. 1. Elements for modeling inter-organizational processes

For the sender, the interaction is an action that produces the outgoing
message, so it is associated with a place. For the receiver, the interaction is
an event that signals the arrival of that message, so it is associated with a
transition. In the example shown in figure 1, after B receives the request from
A, they swap roles; now it is B who produces an outgoing response, and A that
receives the response as a transition-firing event. This example is illustrative of
how an external service invocation - automated at both ends but not between
them - could be modeled. In terms of π-calculus, this example could be written
as:

A(link) = link < request > .link(response) (1)
B(link) = link(request).link < response > (2)

Basically, these two expressions specify what A and B are doing concurrently.
B is given a link and waits for a request to be received through that link, then
sends a response. A begins by sending the request through the given link, then
waits for a response on the same link.

1 At this point, it should be noted that the adopted approach follows [24], whereas
some authors use transitions to represent workflow activities, as proposed in [25]. A
discussion of these two approaches is beyond the scope of this article, but can be
found in [26].
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3 Modeling Contract Negotiation

In inter-organizational environments, where autonomous companies interact
with each other, it is often difficult to automate the iterative processes that
take place between them, as they develop business collaborations. Contract
negotiation is one of such processes, since many interactions may be required
until both parties reach an agreement. For these processes there is no standard
activity sequence, hence the difficulty of workflow systems in modeling this
behaviour. However, in terms of concurrency, it all comes down to the set of
messages that organizations typically exchange with each other, and this is a
well-known set of interactions that can be easily specified.

Let us assume that, while negotiating a contract, organization A prepares
and sends a contract proposal to organization B. B considers the proposal and
decides whether it should be accepted or not. If B does not accept it, then A
will revise the proposal and send a new one. This behaviour will repeat itself
until A and B reach an agreement. Figure 2 shows the processes running at both
ends, as well as the interactions that take place between them. Basically, there
is a cycle running at each end: A sends and revises proposals until it gets an
affirmative response from B ; on its turn, B receives, analyzes and replies to each
proposal until an agreement is reached.

Fig. 2. Sequencing and concurrency in contract negotiation

In terms of concurrency, the above interactions could be described in
π-calculus as:

A(link) = link < proposal > .(link(yes) + link(no).A(link)) (3)
B(link) = link(proposal).(link < yes > +link < no > .B(link)) (4)
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4 Using Mobility to Model Partner Search

A distinctive feature of π-calculus when compared to earlier process algebras is
the concept of mobility, which is intended to allow π-calculus to model processes
with changing structure [27]. Basically, mobility involves the ability to send links
through links. This mechanism turns out to be extremely useful to model partner
search, since it provides a way to describe how organizations find information
about other organizations at run-time.

Let us assume that, in an electronic market, participants will have access
to a partner search service. This service may be implemented as a centralized
repository (such as a UDDI registry) or as a fully decentralized service as in a
peer-to-peer e-marketplace [28]. Regardless of how the search service is physically
implemented, it can be represented as a provider of links to market participants.
The search service receives requests, matches them against the products/services
available in the market, and replies with one or more possible candidates.

Figure 3 illustrates the interactions between an organization A and the partner
search service. The service is invoked during the execution of a local process
at A, which aims at finding a suitable partner for a given business need. The
search service replies with a (presumably non-empty) set of matching results,
from which A will select an interesting candidate, which will be referred to as
organization B. Then A interacts directly with B in order to obtain further
information about that candidate and its product offers.

Fig. 3. Modeling partner search with mobility (simplified)

In order to formalize this behaviour using π-calculus, we will assume that the
following services are available in the market [29]:

– Trading Partner Search Service (TPSS) - the partner search service just
described.
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– Trading Partner Information Service (TPIS) - a service link that allows
market participants to exchange institutional or product information in
order to support partner selection. In general, TPIS will be used to retrieve
additional information about the possible candidates provided by TPSS.

– Trading Partner Agreement Service (TPAS) - a service link that allows
market participants to negotiate contracts, as described in the previous
section. In general, TPAS will be used when a candidate partner has already
been selected. The communication channel required by TPAS is obtained
via TPIS.

– Trading Partner Execution Service (TPES) - a one-to-one service link that
allows market participants to perform the interactions established in a
previously agreed contract. The communication channel required by TPES
is obtained via TPAS.

The interactions shown in figure 3 can then be expressed using the following
expressions, where the subscript is used to denote sub-processes belonging to the
same entity:

PSS(tpss) = tpss(request).tpss < result > .PSS(tpss) (5)
ASEARCH(tpss) = tpss < req > .tpss(res).ASELECT (res) (6)

ASELECT (candidates) = AINFO(selection) (7)
AINFO(tpis) = tpis < tpis request > .tpis(tpis response) (8)
BINFO(tpis) = tpis(tpis request).tpis < tpis response > (9)

5 Case Study: A Semiconductor Supply Chain

In this section, we will illustrate how the proposed approach can be used to
model a real-world business scenario. This scenario is basically equivalent to
that presented in [30], and it involves three companies from the semiconductor
industry. To avoid working with real names, we will refer to these companies
simply as A, B and C. Organization A is a manufacturer of electronic
subsystems for the automotive industry. Most of these components require
application-specific integrated circuits (ASICs), which A orders from B. In order
to produce these and other customized integrated circuits, company B needs
silicon wafers, which are supplied by C. Silicon wafers are standard products,
which C can supply from its own stock, while driving production for stock
replenishment.

For the purpose of our scenario, we will assume that none of these companies
know each other a priori, so that they will have to search for and develop
business collaborations with one another. First, company A will search for a
supplier of ASICs. Having identified a list of potential suppliers, A will engage
in conversations in order to select the best supplier, which eventually will be
company B. Then A and B will sign a contract which specifies how the purchase
will take place, from initial ordering to final payment. Company B will produce
the ASICs and send them to A, so that A can proceed with its own manufacturing
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Fig. 4. Concurrent processes in a semiconductor supply chain (simplified)

process. Finally, A will measure the performance of the supplier so that this
information can be taken into account in future partner selections.

While A develops its collaboration with B, B develops a collaboration with C
according to a similar procedure. The timing of these events is such that when A
searches for a supplier of ASICs, B searches for a supplier of wafers. And when
A signs a contract with B, B signs a contract with C simultaneously. In this
case, B plays both the service-requester and service-provider roles at the same
time, on one side towards C and on the other side towards A, respectively.

During the operation phase, company A initiates production of the electronic
system and at the same time sends the order for the ASICs to company B. Then
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B initiates its chip-manufacturing process, while at the same time ordering the
silicon wafers. Supplier C provides the wafers immediately and replenishes its
own stock if needed. The wafers arrive in the middle stages of B ’s manufacturing
process which, when completed, will provide the ASICs to company A.

6 Conclusion

Cross-organizational workflow management has been a long way from the
run-time problem of supporting distributed workflow execution, up to the
build-time problem of decoupling models of public collaborative workflows from
those of private, local business processes. Still, it is clear that inter-organizational
processes require solutions other than just mechanisms to enforce activity
sequencing. The concurrent nature of inter-organizational processes calls for a
solution that supports the interconnection of business processes running under
the control of different organizations.

In this context, π-calculus becomes a valuable tool to model concurrency and
synchronization in inter-organizational processes, just like Petri nets are useful
to model activity sequencing in local business processes. In this paper, we have
described mainly in a graphical way how these two formalisms can be combined
in order to model inter-organizational systems. In the future, we will study the
combination of these notations on formal grounds in order to determine the kind
of properties that can be formally verified.
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Abstract. Business process modeling has gained fundamental importance for 
describing the collaboration in and between enterprises. However, the lack of 
standardization and range of levels of detail used in corporate practice pose 
practical challenges. This is particularly true in transformations like outsourcing 
or mergers and acquisitions, where a high degree of flexibility is required from 
both organization structures and information and communication technology 
(ICT). Rather than suggesting a process modeling standard to fit all purposes, 
this paper presents three complementary and reality-checked levels of process 
design tailored at different audiences and serving corresponding modeling 
purposes in transformation projects. 

Keywords: Business process management, conceptual modeling, enterprise 
collaboration, organizational transformation. 

1   Introduction 

Ever since the 1990s, it became clear to the business community that not only the 
right choice of markets and products mattered, but that the ability to execute 
superior internal activities counted as well. Popularized by best-selling books [1], 
this realization was captured by the notion of business processes, a series of steps 
aimed at producing a specific result [2], [3], [4]. Owing to the need of automating 
business process flows in and between organizations through information and 
communication technology (ICT), IS professionals developed formal methods. 
Largely inspired by Petri net theory and owing to the sustained importance of 
business processes, the academic IS community not until recently introduced 
dedicated annual workshops to promote intensified formal research [5]. Most of the 
formal specification output, however, reflects detailed and rather systems oriented 
procedures at the cost of neglecting higher level process descriptions as used 
throughout the business and consulting communities. Without departing from the 
conceptual modeling tradition underlying contemporary research advances, a set of 
three process description layers, popularly used in practice, is presented and 
expressed in mathematical terms, thereby inviting the formal extension of detailed 
process nomenclature with higher level instantiations used for managerial analyses. 
The process levels presented are referred to different collaboration scenarios as well 
as to major transformational initiatives. 
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2   Three Levels to Cover Real World Business Process Practice 

Business processes have changed the way business and ICT professionals interpret 
organizational problems. However, with little advice on how to execute process 
analysis in early publications, the process movement led to an array of mapping 
versions. In the following, three archetypical de-facto standards are reviewed. 

2.1   The Practical Need for Multiple Levels 

The definition of a business process as a set activities aimed at producing a specific 
result [2] is as vast as ranging from the entirety of steps to develop a new product to a 
single mouse click completing an internet order. While the crafting of higher level 
processes requires rather superficial and easy-to-glimpse mapping, systems oriented 
process descriptions strive to eliminate uncertainty by specifying in-depth flow logic 
and information retrieval context. Consequently, the audience for process descriptions 
ranges from a firm’s senior management to systems development professionals. It is 
therefore evident that different addressees require dissimilar modeling constructs. It 
should be mentioned that detailed tool sets such as the widespread ARIS instrument 
usually offer aggregate views [6] and are sporadically extended by value creation 
logic [7]. However, these top-level representations are far from representing the kind 
of maps used in managerial reality. The next subsection selects a set of process map 
traditions covering the extensive range of process design purposes and audiences. 

2.2   A Reality Checked Set of Process Model Descriptions in Use 

Highest level process analysis and design is little different, if not coinciding, with the 
celebrated value chain concept [8]. Being the earlier framework, the value chain is 
different in purpose from the business process paradigm in that it strives to give a 
complete picture of a firm’s activities, suitable for analyzing the strengths and 
weaknesses of a firm [9]. Business processes, on the other hand, usually deal with a 
specific set of activities. However, a growing strand of research suggests that the two 
approaches are not in competition with one another but rather complementary [10], 
sometimes using the value chain as the top level reference for further breakdown into 
business processes. Both paradigms have produced similar high level maps restricted 
to linear sequence logic, as exemplified by the E-Business planning process of Terra 
Lycos [11] (see Fig. 1). This is the first process compound suggested in a set of three 
representative levels. At the opposite end of the spectrum, event-driven process chains 
(EPCs) are in popular use as well as subject of ongoing research [12]. Usually far too 
detailed for management, EPCs use a rich set of proprietary symbols to navigate from 
state to state through characterized activities. In between simple high level maps and 
EPCs lives a popular mapping style somewhat deserted from academic treatment. 
This sandwich-level representation bears no standard notion and is henceforth 
referred to as “organizational flow chart”. Such maps emphasize where activities 
actually take place, thus being ideal for illustrating inter-departmental process flow 
logic. Fig. 2 shows a piece of real world process modeling taken from a case study of 
the service provider paybox.net [13]. As suggested in Fig. 3, all three business process 
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design levels are in heavy real-world use, propagated by consulting professionals in 
the areas of strategy, process design, and ICT [14]. In the following, these established 
notations will be linked to present-day conceptual modeling research.  
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 1. High style map of planning process at Terra Lycos 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Organizational flow chart for the internet-to-paybox payment process of paybox.net 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Types of process maps prototypical for the range of consulting engagements 
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3   Translating Real World Practice into Formal Conceptual 
Models 

Of the three process levels introduced, only the lowest has become a distinct subject 
of intensive formal treatment in research [12]. Nevertheless, the relevance of the 
higher levels and their power to dictate conditions to the third level, suggests their 
formal treatment, too. Subsequently, a conceptual model is developed to integrate all 
levels in the formal process modeling tradition. With its general-purpose outlook, 
graph theory is preferred over more purpose-specific approaches such as Petri nets. 

3.1   Building the Conceptual Model Set 

Each level is modeled in turn before integration into an overall framework. The 
highest level presents a mere sequence of steps which may be further broken down 
into subsequences, whereas, a breakdown into activities may not necessarily be 
sequenced. This translates into a connected tree structure with optional lists of sub 
steps sharing the same parent. Let (V, EV) be a digraph satisfying a tree property: 

)1)(:(0)(: =≠∈∀∧=∈∃ −− ugvuVuvgVv , (1) 

whereas −g  denotes the in-degree of a node, and the connectedness of the graph holds 

when for all (u,v)∈ EV : 

1
121 ),(::,,...,,:0 −

+ ∪∈<∀==∃>∃ VViin EEuunivuuuun . (2) 

The fact that sequential relationships may exist only between process steps sharing 
the same activity parent is captured by a path v1, v2, … , vn  satisfying 

Vi EvuniiVu ∈≤≤∀∈∃ ),(:1:: . (3) 

Turning to the organizational flow chart, the formal logic can be captured by a 
digraph (P, EP), providing each process step p∈P with a department of the 
departmental set D. 

DPfD →: . (4) 

Event-driven process chains (EPCs) are used to exemplify modeling at the lowest 
level. Let S be the set of states, A be the Set of activities and C be the set of 
connectors. Then an EPC can be represented by a digraph (M, EM) with 

MMECASM M ×⊆∧∪∪= , (5) 

whereas states, activities and connectors alternate and no two activities are joined by a 
connector: 

( ) ( )( )MMMMM EcaEcaCcAaaECEAES ∈∧∈∈¬∃∈∀∧⊄∧⊄∧⊄ ,,::, 2121
222 . (6) 

The connectors denominate the logical symbols of “and”, “or”, and “exclusive or”. 
This semantic can be maintained by the function 
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{ }⊗∨∧→ ,,: CfC . (7) 

Organizational units and informational references are captured by the functions 

IAfUAf IU →→ :,: . (8) 

It should be mentioned that different versions of EPCs exist leading to different 
formalization complexity [7]. Note that the descriptions so far are less cumbersome 
than existing EPC formalizations [12], even at the inclusion of higher level process 
design nomenclature.  

3.2   Addressing the Need for Consistency 

All the sets defined above including the descriptions (1)-(8) create an overall 
conceptual model capturing all three process design levels simultaneously. However, 
no links have so far been created between these three models. It seems reasonable to 
demand that a higher level process activity represents a number of lower level 
activities, furthermore ensuring that no higher level activity is not fleshed out in lower 
level details (surjectivity). This logic can be satisfied using two functions: 

VPfPAf PVAP →→ :,: , (9) 

which satisfy surjectivity: 

vpfPpVvpafAaPp PVAP =∈∃∈∀∧=∈∃∈∀ )(:)(: . (10) 

Similar consistency conditions may be expressed to address compatibility of 
organizational departments and units or logical flow relationships between the levels.  

After the possibility of fusing together a multi-level process model from existing 
real world practice has been demonstrated using formal logic, we turn to the practical 
settings that require these different process levels. 

4   Using Multiple Levels for Different Basic Collaboration 
Scenarios 

The need for organizational agility on one hand and the increasing sophistication of 
information systems and ICT infrastructures on the other prompts enterprises to 
understand and master a broad range of collaborative situations and constellations. 
The next two subsections deal with both basic and transformation scenarios. Using 
argumentation, it is put forward when the three business process design techniques are 
likely to be in use and how they might be deployed in major change initiatives. 

4.1   Basic Enterprise Collaboration Scenarios 

A useful reference for distinguishing collaborative constellations from an organization 
perspective is Porter’s value chain [8]. Besides intradepartmental collaboration, 
interdepartmental relationships exist either through the coordination of primary 
activities or support provided by secondary to the primary activities. Beyond the 
boundaries of an organization, different relationships characterize inter-organizational 
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collaboration. These include outsourcing of non core activities [15], supply chain 
interaction through a chain of inbound and outbound logistics relationships [16], and 
finally, corporate customer relationships [17] where the areas of marketing and sales 
interact with a customer’s purchasing and other departments. The various scenarios 
are depicted in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Basic collaboration scenarios 

 
Fig. 5 refers these basic collaboration scenarios to the three process modeling 

levels introduced. The value-chain-style first process level is suitable for 
understanding the rationale for any inter-organizational relationship including the 
division of value creation and costs among different corporate actors. However, to 
truly understand how inter-organizational collaboration flows between the parts of 

Intradepartmental collaboration

Interdepartmental collaboration 
through support activities

Interdepartmental collaboration 
Between primary activities

Inter-organizational
supply chain collaboration 

Inter-organizational
Outsourcing collaboration 

Inter-organizational
customer relationship collaboration 

Interdepartmental collaboration 
between primary activities

Inter-organizational 
outsourcing collaboration



860 D. Simonovich 

two enterprises, an organizational flow chart can be highly effective, whereas the 
viability of event-driven process chain (EPCs) is limited to the very specifics of inter-
organizational activities. Turning to process activities within an enterprise, the first 
process level loses any attractiveness beyond scope setting while the organizational 
flow chart referred to as “level two” displays its true strengths in serving as the 
ultimate interdepartmental collaboration map. Clearly, EPCs tend to become hardly 
manageable when utilized beyond a specific application area.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Referring the process design levels to a taxonomy of enterprise collaboration 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Referring the process design levels to a taxonomy of enterprise transformation 
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such as continuous improvement [19] or total quality management [20] rely on subtle 
process improvements. Generally, detailed process description techniques such as 
EPCs are well suited to capture the sometimes microscopic facets of gradual change. 
In reengineering initiatives [1], these formal descriptions are useful to specify the 
final state of a creative process rather than supporting the dynamic testing out of 
radical change creativity midway. Second-level organization charts are useful when 
new ways of collaboration between different organizational units require 
specification. The highest level process map may be suited in any discontinuous 
change initiative, being a constant point of reference in an otherwise context of 
uncertainty. 

5   Conclusions 

Although the business process paradigm has existed for well over a decade, 
research efforts re-accelerated over the last three years to exploit the potential of 
formal business process modeling [5]. Unfortunately, much of the mathematical 
work inspired by Petri net theory is remote from the real world use of process maps 
to solve critical organizational problems. Using event-driven process chains (EPCs), 
arguably the most prominent example of detailed conceptual modeling in 
professional use, two higher level process map types were complemented to yield 
realistic sets of process maps to arrive at three levels of organizational detail. 
Referring to a number of collaborative scenarios, it was demonstrated how these 
different process maps might be balanced. While the first level is suitable for 
showing how an organization’s mission breaks down into critical value chain steps, 
the intermediate “sandwich” level covers a broad range of collaborative and 
transformational settings. Lowest level process modeling, as exemplified by EPC 
notation, is unwieldy for transformational circumstances but fundamental to 
articulate systems implementation clarity. It should not remain unmentioned that 
commercially available EPC tools such as ARIS [6] offer summarizing abstractions, 
similar in purpose to the higher level process maps presented in this paper. 
However, these proprietary aids simply do not look like the higher level process 
maps used by business professionals or strategy consultants. The formal conceptual 
treatment of the process levels above EPCs suggests that there is little reason to 
exclude practical and easy-to-understand modeling constructs, as used in the real 
world, from formal research work. Quite on the contrary, disregarding well-
established process design traditions used by business professionals bears the risk 
of increasing the understanding gap between the business and ICT communities. 

Opportunity for further research: First, tool construction is a natural follow-up of 
the unifying formal framework, either from scratch or by extension of existing 
single-style instruments. On the empirical edge, evidence may be sought for finding 
the ideal process level mix by industry, business function, or stakeholder group. 
Finally, further conceptual research may probe into the integration of strategic 
management instruments through their relationship with higher process levels. Any 
such work would aim for an improved business-ICT alignment, a prime concern of 
CIOs [21]. 
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Abstract. Nowadays enterprises face more and more ambitious projects which 
require the cooperative participation of different organizations. The modeling of 
one organization information is a crucial issue. There are several approaches for 
analyzing or representing how an organization is structured and operates. Much 
recent research points to ontologies as an appropriate technology for modeling 
enterprise systems. This paper presents a proposal for modeling cross-enterprise 
business processes from the perspective of cooperative systems. The proposal 
consists of a multi-level design scheme for the construction of cooperative 
system ontologies, and it is exemplified through a real case study. Benefits 
related to ontology integration are also presented. 

Keywords: Ontologies, Cross-enterprise Business Processes, Conceptual 
modeling, CSCW. 

1   Introduction 

Enterprise modeling techniques aim at modeling the behavior and domain entities in 
order to identify the fundamental business principles of an organization [1, 11, 16]. 
Modeling both structural and behavioral aspects in an integral manner is a challenging 
issue, since it is difficult to represent both aspects at the same time, especially when 
two or more companies cooperate in business processes. In order to support enterprise 
cooperation and integration it is necessary that shareable representations of enterprise 
business process are available. This will minimize ambiguity and maximize under-
standing and precision in communication. 

As a result of technological evolution, enterprises must continuously rethink their 
business designs, and organizations must change their enterprise models. In this 
context, one key issue is the modeling of intra- and inter-organizational cooperation in 
order to achieve useful and sharable knowledge representations. The objective is to 
express formally how the enterprise works in its own terminology, and to enable the 
enterprise to exchange processes, rules, groups, etc. 

The Computer-Supported Cooperative Work (CSCW) discipline [10] can play an 
important role in enabling cross-enterprise business processes as it studies 
cooperation across organizations that use new technologies. Although an enterprise 
model embraces various aspects (marketing, costs, strategy, etc.) [11], due to the 
nature of the cooperation processes, these processes should be integrated into an 
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enterprise activity model, which in turn might be directly connected to an 
organization model [9]. 

In order to provide enterprise models with a common, formal vocabulary and 
semantics, much recent research points to ontologies as an appropriate technology for 
this purpose [5, 12]. Furthermore, one added value of formalizing ontologies with 
standard languages (e. g. OWL-Web Ontology Language [23]) is that they support 
machine-processable descriptions of the models and reasoning based on Description 
Logics [4]. In this respect, they may provide some kind of guidance during system 
specification in order to help prevent mistakes being made. Likewise, the conformity 
with a predefined conceptual schema of the ontological description of a system might 
be automatically checked. 

This research work focuses on the modeling cross-enterprise business processes 
under the perspective of cooperative systems. The aim is to represent, in an integrated 
manner, the structure and dynamics of groups belonging to different organizations 
that participate in cooperative tasks. In order to accomplish this, we leverage a 
domain ontology from which to start defining application ontologies [12]. An 
application ontology describes “concepts depending on a particular domain […]. 
These concepts correspond to roles played by domain entities while performing a 
certain activity” [12]. In our case the domain ontology would describe the terms 
involved in the description of a cooperative system (such as “role”, “task”, “group”, 
“activity”, “organization”, etc.). 

In a cooperative system, it is usual that one actor may play several roles and 
change from one to another at any time. In this context, certain changes in the 
application ontology (e. g. an actor that leaves a role to start playing another one) are 
more likely to occur than others (e. g. adding a new role or suppressing an outmoded 
task, etc.), and even more so in the domain ontology (e.g. change the definition of a 
role as “a set of tasks” or that an actor is part of a group). An appropriate multi-level 
design of the underlying ontologies has been taken into account in order to allow 
certain changes to be made at the corresponding level without interfering with the 
others. Even at the application ontology level, yet more different levels could be 
distinguished depending on the intrinsic dynamism of the entities they describe and 
their generality/specificity. 

As a leading example, we will consider the process of granting a mortgage in a 
branch office. Different actors belonging to different organizations are involved, but 
they are all part of the same group in charge of the granting process. In terms of the 
organizations, there are a “Branch”, a “Valuation Office” and a “Notary Office”.  

The remainder of this paper is organized as follows. Section 2 gives an overview of 
ontology design issues. Section 3 presents the conceptual framework used as starting 
point for our proposal. Section 4 introduces our ontology-based design scheme for 
modeling cooperation in business processes. Finally, main conclusions are presented 
in Section 5. 

2   Previous Considerations in Ontology Design 

The objective of this work is to provide the foundations for describing cooperation 
processes between enterprises using ontologies. In this section we summarize some of 
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the problems which normally appear in designing ontologies and which we will try to 
overcome with our proposal. 

Despite the amount of methodologies, tools and languages proposed in order to 
design and build ontologies [6, 19], the construction of easy-to-integrate, reusable and 
“validatable” ontologies continues to be an unsolved problem [14, 18]. Many of the 
current ontology-based descriptions of a system or definitions of concepts may be 
classified as “ad-hoc ontologies” (i.e. they have been elaborated for a particular 
environment with its particular context, thereby hindering their subsequent reuse). A 
machine does not know when two concepts (or relations) are equivalent (or when the 
set of objects of a certain class are disjoint with the others) unless this has been 
explicitly defined. This requires an additional effort for the creation of a new derived 
ontology to check whether each of its terms appropriately fits the new context. In our 
case, we focus on the elements needed to model the group and the organization of the 
groupwork. 

At the same time, these systems and organizations change. The evolution of the 
ontology describing a system is another important issue. Most of the changes usually 
affect local parts of the system or organization [15]. Ontology design should allow the 
modifications to be managed without affecting those elements that are unrelated to 
these changes and without making it necessary to put them “out of service”. 

3   A Conceptual Framework for Cooperative Systems 

There are several approaches for analyzing or representing how an organization is 
structured and operates [1]. Nevertheless, a variety of terms are used fairly 
interchangeably to describe a cooperative environment and organization functions. 
People involved in the design of complex systems (as cooperative systems are) do not 
often agree on the terms used to talk about the entities that may appear in the 
organization. Furthermore, even when the same terms are used, the meanings 
associated with them may differ, i.e. the semantics.  

A conceptual framework is therefore needed to exchange business process 
specifications between business people using a common vocabulary. The resulting 
specification must be sufficiently clear, unambiguous and readily translatable into 
other representations. The final outcome must be a description of the problem domain 
entities (in our case this would be the cooperative systems domain). 

The description of the system must be general enough to allow a wide variety of 
cooperative systems to be modeled so that it can be reused. In order to avoid suffering 
from the same drawbacks as ad-hoc ontologies, we have taken the conceptual 
framework devised by AMENITIES [9], a methodology that studies cooperative 
systems. Then, we have formalized this conceptual framework as a domain ontology 
[12]. This domain ontology is the starting point to define subsequent application 
ontologies. Figure 1 shows the conceptual framework for cooperative systems 
domain, represented using a UML class diagram [24]. 

According to this conceptual framework, an action is an atomic unit of work. Its 
event-driven execution may require/modify/generate explicit information. A 
subactivity is a set of related subactivities and/or actions. A task is a set of 
subactivities intended to achieve certain goals. A role is a designator for a set of 
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Fig. 1. AMENITIES conceptual framework for cooperative systems 

related tasks to be carried out. An actor is a user, program, or entity with certain 
acquired capabilities (skills, category, and so forth) that can play a role in executing 
(using artifacts) or responsible for actions. A group performs certain subactivities 
depending on interaction protocols. A cooperative task is one that must be carried out 
by more than one actor, playing either the same or different roles. A group is a set of 
actors playing roles and organized around one or more cooperative tasks. A group 
may consist of related subgroups. A law is a limitation or constraint imposed by the 
system that allows it to dynamically adjust the set of possible behaviors. An 
organization consists of a set of related roles. Finally, a cooperative system consists of 
groups, organizations, laws, events, and artifacts. These concepts and their relations 
are also applicable to organization and activity models within enterprise models [8], 
assuming that enterprises are usually engaged in cooperation processes. 

4   A Three-Tier Proposal for Designing Cooperative System 
Ontologies 

Based on the philosophy of the approach proposed by Guarino [12], we have devised 
a three-tier scheme for the design of ontologies for cooperative systems. At the 
highest level, we would place a document that defines the concepts of the 
AMENITIES conceptual framework (Figure 1). This would correspond to the domain 
ontology. At the second level, other documents would appear defining elements 
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which are specific to each particular system (e.g. “amenities:Organization” and 
“amenities:Role” labeled boxes), but with the sufficient abstraction level so that they 
can be employed in similar or related systems (e.g. in our branch cooperative 
environment the “Valuer” and “Notary” roles). At the third level, yet more specific 
entities of the system we are dealing with would be declared (e. g. “Anna Riemann”, 
“Donald Johnson” system actors). Figure 2 shows the outline of the design proposed. 
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Fig. 2. Three-tier ontology design for cooperative systems 

The entities to be declared in either application ontology level will depend on their 
particular features and not on the type of the entity they refer to. Therefore, structural 
and behavioral aspects may be defined in either level. For example, in the branch 
cooperative system, it may be interesting to define a law governing the connection 
between the “Head of Risk” and the “Bank Manager” when an actor playing the 
second is absent at a more general level, so that it can be reused in other cooperative 
systems for other branch offices. On the other hand, a law that rules when “Julie 
Knowles” (a “Head of Risk”) may play the role “Bank Manager” is only meaningful 
in the specific system of the “Branch” that Julie works for. The roles “Head of Risk” 
and “Bank Manager” are general enough to be defined at the first level application 
ontology. The statement that defines “Julie Knowles” as the “Head of Risk” of the 
“Branch no. 15” should be declared at the second level application ontology. 

The domain ontology described in section 3 may be used to prevent relations being 
defined between domain elements that do not comply with AMENITIES framework 
(e.g. defining a group as consisting of a set of tasks, instead of as a set of actors). 
Thereby some guidance is provided for reducing the likelihood of errors [7] during 
ontology construction. On the other hand, by using a common conceptual framework, 
the integration of different cooperative system ontologies would be easier since all 
would fit the cooperative system pattern proposed in the domain ontology. 
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4.1   Concepts and Relations in Cooperative Business Processes 

If we have a look at the entities that appear in the conceptual framework shown in 
Figure 1, it can be seen that some of them are not usually modeled as first-class 
objects. The work presented in [22] adopts a similar approach to ours in the sense that 
events are modeled as entities (just like any other entities concerning actors, roles, 
tasks, etc.) which results in a behavioral modeling enhancement. 

<owl:Class rdf:ID="Role">
<rdfs:subClassOf><owl:Restriction>

<owl:allValuesFrom><owl:Class rdf:about="#Organization"/>
</owl:allValuesFrom>
<owl:onProperty><owl:TransitiveProperty rdf:about="#partOf"/>
</owl:onProperty>

</owl:Restriction></rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction><owl:allValuesFrom>

<owl:Class rdf:about="#Task"/>
</owl:allValuesFrom><owl:onProperty>

<owl:ObjectProperty rdf:about="#hasPart"/>
</owl:onProperty></owl:Restriction>

</rdfs:subClassOf>
<rdfs:subClassOf rdf:resource="http://www.w3.org/2002/07/owl#Thing"/>
<rdfs:subClassOf>

<owl:Restriction><owl:onProperty>
<owl:ObjectProperty rdf:about="#hasPart"/></owl:onProperty>

<owl:minCardinality rdf:datatype="http://www.w3.org/2001/
XMLSchema#int">1</owl:minCardinality>

</owl:Restriction>
</rdfs:subClassOf>...

</owl:Class>...

<!-- Domain ontology for AMENITIES conceptual framework -->
<owl:Class rdf:about="#CooperativeSystem">
<rdfs:subClassOf rdf:resource="http://www.w3.org/2002/07/owl#Thing"/>
<rdfs:subClassOf>

<owl:Restriction>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="hasPart"/>

</owl:onProperty>
<owl:allValuesFrom><owl:Class>

<owl:unionOf rdf:parseType="Collection">
<owl:Class rdf:ID="Artefact"/>
<owl:Class rdf:about="#Event"/>
<owl:Class rdf:ID="Group"/>
<owl:Class rdf:ID="Law"/>
<owl:Class rdf:ID="InformationObject"/>
<owl:Class rdf:ID="Organization"/>

</owl:unionOf>
</owl:Class></owl:allValuesFrom>

</owl:Restriction>
</rdfs:subClassOf>

</owl:Class>…

  

Fig. 3. Excerpt of domain ontology for cooperative systems according to the AMENITIES 
conceptual framework implemented using Protégé [20] 

It should be noted that in addition to modeling events as first class objects, in 
AMENITIES the same applies to laws and capabilities. These concepts usually appear 
encoded in software applications or are modeled through constraint languages [7, 22] 
such as OCL (Object Constraints Language) [24]. By conceptualizing them, we also 
enable analysts to model how they relate and affect the other entities in the framework 
(this is something useful to discuss with users). By using an ontology language for its 
translation and formalization, we enable it to be machine processed. Figure 3 shows 
an excerpt of the domain ontology document which we have formalized for 
cooperative systems in OWL. 

It must also be mentioned that laws govern most of the relationships which appear 
in the conceptual framework in Figure 1. For example, the “connect” relation that 
enables an actor to change the role that he/she is currently playing is rule-governed by 
a law in the cooperative system. The law itself is part of the cooperative system and 
will be instantiated in an application ontology depending on its particular context, but 
at the same time, it is linked to the association it governs. Laws can therefore be 
considered not only third-party elements of these sorts of relations but also first class 
objects. 

Unlike diagrammatic descriptions, plain text descriptions of cooperative system 
elements (such as the one shown in Figure 3) may not be suitable for discussing with 
certain stakeholders during the business process modeling. Since both types of 
representations are isomorphic and their expressive powers are similar [3], it is 
desirable that the translations between them can be carried out automatically. Many of 
the current tools for building ontologies already support the transformation of an 
ontology description into a graphical representation. Figure 4 shows the graphical 
representation for the domain ontology description in Figure 3. The mapping between 
Figures 1 and 4 is self-evident. 
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Fig. 4. Transformation of domain ontology description in OWL to a diagrammatic rep-
resentation. Figure generated using the Jambalaya plug-in [17] for Protégé [20]. 

4.2   Change Management 

It is clear that change management is not a trivial matter. One main drawback that 
usually appears is the “intrusive” nature of certain changes [2], which means that it is 
difficult to accomplish seemingly “local” changes concerning certain entities without 
affecting others. The way one local change affects other parts of the ontology varies 
from the fact of blocking accesses to the ontology document that contains the object 
to be changed until the modification has been carried out, to changes concerning how 
one entity relates to others. 

Cooperative systems are intrinsically dynamic. New tasks are continuously created 
and new members are incorporated into groups. Actors stop playing certain roles in 
order to start playing others just a click away. These facts are also defined in the 
cooperative system ontology. It is easy to see that some of the previously enumerated 
changes are more likely to occur than others, and some changes may be qualified as 
more specific for a particular cooperative system than other ones. The declaration of a 
new cooperative task such as “Mortgage Granting” is more general and therefore 
applicable in different systems than the declaration of the actor “Donald Johnson” as a 
new “Valuer”, which is only applicable to the “Valuation Office” he works for. 

At the same time, technology enhancement enables people distributed 
geographically to cooperate in order to achieve common goals. Most current 
cooperation processes take place in the scope of Internet. Context-awareness about 
the changes in the shared environment is essential for successful cooperation [13]. 
Although the use and reuse of different sources in an ontology construction has been 
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widely advocated, it must be considered that an ontology which is too partitioned in 
multiple documents might also lead to maintenance troubles and might increase the 
latency of the system in retrieving documents. A compromise between efficiency, 
modularity and complexity has been looked for. 

4.3   Behavior 

An actor playing the role “Head of Risk” may play the role “Bank Manager” when 
he/she is absent. On the other hand, different actors (a notary, a valuer, a head of risk), 
working for different companies are engaged in the same group and the same 
cooperative task of granting a mortgage. Figure 5 shows one partial graphical 
representation of the mortgage system ontology written in OWL. Some of these 
relations have been highlighted using thick links. Behavioral aspects are represented 
within the same frame of the system ontology. Structural and behavioral aspects have 
been reflected by instantiating the ontology described in Figure 4. 

 

  
Fig. 5. Graphical representation of the branch cooperative system. Figure generated using the 
Jambalaya plug-in [17] for Protégé [20]. 

5   Conclusions 

The starting point for any cooperation process between enterprises is a shared domain 
vocabulary. Conceptual frameworks provide analysts with the concepts, relations and 
the necessary terms to set the basis for a common understanding with stakeholders 
during the business process. They therefore constitute an appropriate starting point 
which is necessary so that domain ontologies may be formally defined. Domain 
ontologies are in turn the background for the definition of application ontologies. We 
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have followed this pattern to build ontologies that model workgroups of cooperative 
systems.  

We have also proposed a three-tier design for ontology construction that preserves 
the distinction between domain and application ontologies and helps address the 
changes of the system ontology (which includes both the domain and the application 
ontology) in a less intrusive manner. While the first level corresponds to a domain 
ontology for cooperative systems, the second and third levels correspond to specific 
cooperative systems. The entities described in each one depend on their degree of 
abstraction. This representation scheme allows creating a generic, reusable model of 
enterprise business process. Furthermore, this proposal is rooted in organization and 
activities models and has the following characteristics: 

• provides a shared terminology for the enterprises that each agent can jointly 
understand and use, 

• defines the meaning of each term (group, law, role…) in a precise, “validatable” 
and unambiguous manner, 

• implements the semantics that will enable to automatically deduce the answer to 
many questions about the organization and behavior of the enterprise and 

• provides a graphical representation for depicting the enterprise business process. 
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MONET 2006 PC Co-chairs’ Message

In recent years the research area of social mobile and networking technologies
has made rapid progress, due to the increasing development of new mobile tech-
nologies and the widespread usage of the Internet as a new platform for social
interactions.

Social applications of mobile and networking technologies serve groups of peo-
ple in shared activities, in particular geographically dispersed groups who are
collaborating on some task in a shared context. An important characteristic
of these social applications is the continuous interaction between people and
technology to achieve a common purpose. Again, social applications tend to be
large-scale and complex, involving difficult social and policy issues such as those
related to privacy and security access.

Mobile technologies are devoted to playing an important role in many areas of
social activities, most likely in those areas where the right data at the right time
have mission-critical importance. Mobile technologies play an essential role in
personalizing working and interaction contexts, and supporting experimentation
and innovation.

Social networking technologies join friends, family members, co-workers and
other social communities together. These technologies are convergent, emerging
from a variety of applications such as search engines and employee evaluation
routines while running on equally diverse platforms from server clusters to wire-
less phone networks.

The third generation of social networking technologies has hit the Web. This
network serves increasingly significant social functions. Networking technologies
have to face emerging problems of robustness, such as vulnerabilities to reliability
and performance due to malicious attack.

The first international workshop on MObile and NEtworking Technologies for
social applications (MONET 2006) was held on October 29, 2006 in Montpellier.
MONET 2006 received 28 submissions, and from those the Program Committee
selected the 13 papers in these proceedings. Each paper was reviewed by at least
three referees and all evaluations were very convergent. We wish to thank, in
particular, the Program Committee members who completed their reviews by
the deadline, giving useful and detailed suggestions for improving papers.

The success of the MONET 2006 Workshop would not have been possible
without the high level of organization of the OnTheMove (OTM) Federated
Conferences.
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Abstract. The Wireless Rope is a framework to study the notion of so-
cial context and the detection of social situations by Bluetooth proximity
detection with consumer devices and its effects on group dynamics. Users
can interact through a GUI with members of an existing group or form
a new group. Connection information is collected by stationary tracking
devices and a connection map of all participants can be obtained via
the web. Besides interaction with familiar persons, the Wireless Rope
also includes strange persons to provide a rich representation of the sur-
rounding social situation. This paper seeks to substantiate the notion
of social context by an exploratory analysis of interpersonal proximity
data collected during a computer conference. Two feature functions are
presented that indicate typical situations in this setting.

1 Introduction

As the field of wireless and locative technologies matures, a more enduring rela-
tionship between the physical and cultural elements and its digital topographies
will become interesting topics to explore. Their interaction, influence, disrup-
tion, expansion and integration with the social and material practices of our
public spaces will be getting more focus. Is public space a crowd of individuals?
How can the crowd inspire the individual through collaboration, competition,
confrontation? How change, effect, or experience could only be achieved by a
mass movement, a cooperative crowd? How can we stage a series of new hap-
penings? In [1], Haggle project takes an experiment of human mobility, where
mobility gives rise to local connection opportunities when access infrastructure
is not available. Our project Wireless Rope aims to take a further look from a
social perspective.1

Context awareness in general is recognized as an important factor for the
success of ubiquitous computing applications and devices. The relevance of so-
cial context in particular was also noted, including the identities and roles of
nearby persons (e.g. co-worker or manager) as well as the social situation [2].

1 http://wrp.auriga.wearlab.de

R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 874–883, 2006.
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Several works picked up the concept of sensing identities and used this informa-
tion to annotate meeting recordings with a list of attendants [3] or to facilitate
information exchange [4].

However, less is known about the recognition of the broader social situation
on the basis of proximity data. This paper undertakes an initial exploration in
the detection of such situations. The focus is on social contexts that do not pre-
sume knowledge about the identities and roles of individuals. For the approach
presented here, it is not necessary to recognize the particular identities of indi-
viduals in the proximity. Instead it is interesting, e.g. if the person is with the
others, or just passing them by, and if they are encountered regularly or not.
This paper introduces two feature functions of proximity data to recognize sev-
eral situations during a visit to a computer conference. Situations like arrival and
departure, as well as coffee breaks and lunch are identifyable by this method.

With a robust classification of social contexts, an application would be able
to detect meaningful episodes for a user while moving in different social circles
and circumstances. Knowledge about these episodes could in turn be used to
automatically adapt input and output modalities of a device (e.g. silent mode
for mobile phones), to trigger actions (e.g. checking the bus schedule), or to
guide the creation of an automatic diary according to episodes.

The paper is organized as follows: after a review of related work, the concept
of proximity detection is elaborated. In section 4, the definition of the familiar
stranger is given and its relevance to the classification of social situations is
explained. The next section introduces the various components of the Wireless
Rope system that was used to carry out the experiment described in section
6. The analysis of data and its discussion follows. The paper concludes with
section 9.

2 Related Work

Social context has many different sides. At a very coarse level, it is related to the
milieu a person lives in. Kurvinen and Oulasvirta examine the concept from a
social science perspective [5]. They conclude, that the recognition of “turns” in
activities gives valuable clues for an interpretation of social context. They also
state that sensor data can only be interpreted for this purpose in the light of a
well-defined domain.

Bluetooth proximity detection was already used in a number of other projects.
Most notably, Eagle and Pentland used it to measure the social network of
students and staff on a university campus in an extended experiment with one
hundred students over the course of nine months [6]. Hui et al. carried out a
similar study during a conference with the goal to identify prospects for ad-hoc
networking scenarios [1]. Paulos and Goodman on the other hand use proximity
detection to measure variables that might indicate the comfort in public urban
places [12].

Proximity detection can also be realized by a number of other technologies.
GPS can be used to capture the absolute position of two persons. A proximity
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service with knowledge of both positions can then calculate the exact distance
[7]. Infrared systems were already used in smart badges to detect people facing
each other at conferences [8]. The Hummingbird system uses radio frequency to
determine an approximate proximity in the range of 100m radius [9].

3 Proximity Detection with Bluetooth

The Wireless Rope uses Bluetooth for proximity detection. This technology is
widely available and a lot of people carry a Bluetooth enabled mobile phone with
them. Thus, it is possible to detect a certain amount of peoples’ phones without
handing a special device to each of them, which makes Bluetooth appealing for
experiments involving a large quantity of persons.

The range of Bluetooth varies between 10m and 100m, depending on the
device class. In mobile phones, the range is usually 10m. A part of the Bluetooth
protocol stack is the device inquiry. It enables a device to discover other devices in
the proximity—usually to establish a connection for data transfer. The discovery
process requires active participation of the peer device. It may automatically
answer an inquiry request or not, which can be configured by the user with the
Bluetooth visibility option. If it answers, it discloses its device address and device
class among others. The address uniquely identifies a Bluetooth device and can
be used to recognize a formerly discovered device. The device class distinguishes
mobile phones from computers and others and gives vague information about
the further capabilities of a device.

The device inquiry does not give details about the distance to the device,
except that it is in the communication range (i.e. 10m for most mobile phones).
The measurement of the distance within the range is only possible indirectly by
taking the bit error rate into account [10]. Unfortunately, additional software
is necessary on the side of the discovered device, and a connection must be
established prior to the measurement, which involves interaction by the user of
the discovered device. Thus, the Wireless Rope uses the plain device inquiry
mechanism to detect the proximity of other devices. It uses the device class to
distinguish mobile phones from other devices to identify the proximity to other
persons. The assumption here is, that the presence of a mobile phone indicates
the presence of its owner. Mobile phones are very personal objects and are seldom
left behind.

4 Familiar Strangers

To carry out a categorization of different social situations, some knowledge about
the social structure of our modern lifes is required. For the analysis presented
here, the distinction between familiar and unfamiliar persons is important in
particular.

Beyond this bipartite view, a third kind of social relationship emerged at the
transition between familiar and strange persons with the urbanization of society:
the familiar stranger. The sociologist Milgram did initial experiments regarding
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this concept [11]. His definition of a familiar stranger is that it is person who is
encountered repeatedly, but never interacted with. Typically, familiar strangers
are encountered on the bus during ones daily way to work or while visiting
the same recreational facilities. Paulos and Goodman presented a concept to
recognize these persons with a device [12]. They state that such a device could
be used to indicate the comfort a person feels in specific urban places.

Following this concept, we use a simple algorithm to distinguish strange per-
sons from familiar strangers on the basis of proximity data. For the purpose of
this paper, a familiar stranger must have been met more than five times. Dif-
ferent meetings are separated by periods of at least five minutes of absence. No
further distinction between familiar strangers and familiar persons is considered
here, although Eagle and Pentland remark that it could even be possible to
identify friends on the basis of Bluetooth proximity data [6].

5 The Wireless Rope

To experiment with the notion of social context, we implemented a couple of
components incorporating proximity detection. The Wireless Rope is a program
for Java phones that collects information of surrounding devices using Bluetooth.
It enables a group to actually feel the boundaries of the group. Like a real rope ty-
ing together mountaineers, the Wireless Rope gives the urban exploration group
immediate feedback (tactile or audio) when a member gets lost or approaches.
Thus everybody can fully engage in the interaction with the environment, and
cognitive resources for keeping track of the group are freed.

Besides the direct interaction with familiar persons, the program also in-
cludes strangers and familiar strangers and recognizes them when they are met

Fig. 1. Sightings on phone
display

Fig. 2. Connection map on website
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repeatedly. A glance at the program screen tells different parameters of the sur-
rounding social situation: How many familiar and how many strange persons
are in the proximity? How long have these persons been in proximity? Is there
somebody with me for some time whom i have not noticed?

As an additional service, the collected information kept in all Wireless Rope
programs may be gathered at a central server via special Track Stations. Users
can look at the connection map created by gathered information from phones
via the web (Fig. 2). The following subsections give details about the various
components of the Wireless Rope.

5.1 Wireless Rope Program on Java Bluetooth Phones

The Wireless Rope program can be installed on mobile phones with Bluetooth
that support the Java MIDP 2.0 and JSR-82 (Bluetooth) APIs. It performs
periodic Bluetooth device inquiries to collect sightings of surrounding Bluetooth
devices. Devices are classified into one of four categories and visualized as circles
in different colors on the display:

Stranger (gray): All new sightings are classified as strangers.
Familiar Stranger (blue): Strangers which are sighted repeatedly by the

proximity sensor are automatically advanced to the familiar stranger
category.

Familiar (yellow): If the user recognizes a familiar person on the display, he
can manually add him to the familiar category.

Contact (green): During an interaction with a person, both might agree to
add themselves to their contacts (bidirectional link). Besides being notified
of their proximity, contacts can use the Track Stations to exchange additional
data.

While a device is in proximity the corresponding circle slowly moves from
the top of the screen to the bottom. A time scale on the display lets the user
interpret the positions of the circles. Proximity data are kept in the device until
the information can be transmitted to a nearby Track Station.

5.2 Bluetooth Devices Without Wireless Rope

All Bluetooth devices that run in visible mode (respond to inquiries) are auto-
matically included in the Wireless Rope and their sightings are collected. Users
are notified of their existence and they are visualized on the display. The only
difference is that these devices can not be added to the “Contact” category, be-
cause it involves a bidirectional agreement that is only possible with the Wireless
Rope program.

5.3 Track Stations

Track Stations might be installed as additional infrastructure at highly fre-
quented or otherwise meanigful locations, e.g. in conference rooms, train sta-
tions or bars. They consist of small Bluetooth enabled PCs in a box. The Track
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Stations automatically record the passing-by of users by Bluetooth device in-
quiries and can transmit relevant digital tracks to contacts at a later time. They
can notify trusted contacts of the last time they were seen by the station. By
connecting these devices to the Internet, users can also check at which station
a contact was seen the last time. By correlating the list of familiar strangers
with the list of persons that often visit a station a user may see how much a
place is “his kind of place.” Paulos and Goodman call this value “turf” [12].
Thus the Track Stations augment the reach of the Wireless Rope at important
places. Periodically, these devices collect all log data from the mobile phones
and aggregate them in a database for visualization and further analysis.

5.4 Reference Points

For roughly localizing the Wireless Rope users in space and to recognize a for-
merly visited place, reference points are used. Any stationary Bluetooth device
can be used for this purpose. The Bluetooth device class is used to determine
whether a device is stationary or not. The Bluetooth address then identifies a
place.

5.5 Connection Map

The information collected by the Track Stations is visualized in realtime on a
website. This connection map is anonymized for non-registered users. Registered
users can explore their own neighbourhood including contacts, regularly met
familiar strangers and randomly encountered strangers. The connection map is
a tool for personal social network analysis, e.g. to identify common contacts and
distinct cliques.

6 Experiment

The Wireless Rope was used to carry out an experiment to gather real-world
proximity data for an exploratory analysis. The program was installed an a
Nokia 6630 mobile phone to perform periodic Bluetooth device inquiries every
30 seconds.

The Ubicomp conference 2005 in Tokyo together with the workshop “Metapo-
lis and Urban Life” was selected as a social event for the experiment for its varied
program schedule, and because it was expected that a large proportion of the
conference attendees had a detectable Bluetooth device with them. One of the
attendants was carrying a prepared device during the entire time of the confer-
ence to collect the data. Additionally, he took photographs with the same device
to document his activities. The program schedule of the conference provides
detailed information about the planned timing of activities.

Since a significant amount of the encountered peoples’ phones was configured
to answer these inquiries, it was possible to detect other phones and thus the re-
lated owners in a proximity of approximately ten meters. The data was recorded
in the phone memory and later transferred to a computer for analysis.
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The experiment ran over six days. On day one and two, the workshop took
place. Part of the first day was an exploration of the city in the afternoon. Day
three to five were spent on the main conference. The last day was spent with
recreational activities in the city.

7 Data Analysis

The Wireless Rope provided the data used for the later analysis. Each device
inquiry returned a set of unique device identifiers and additional information
about the class of the devices. This data was recorded along with timestamps.
The device class was used to filter out non-personal devices, like laptops and
network equipment. In the next step, a set of quantitative features was extracted
from the sets of device identifiers by a sliding time window of five minutes.

The features are chosen to be independent of the percentage of people that can
be identified by the device inquiries. The proportion might change from situation
to situation, with the particular mentalities of the people, cultural differences,
and the general Bluetooth penetration in a country among others. Some groups
of people are more extrovert than others and enable their Bluetooth visibility on
purpose. Others are not aware about the consequences and might have it enabled
randomly. Without independence from these factor, a comparison of data from
different situations is difficult.

Let Ft be the set of all detected familiar persons in the time interval [t, t + 1],
and St the set of strangers respectively. For this experiment, only familiar and
unfamiliar persons are distinguished. The familiar strangers are treated as being
familiar.

The number of arriving familiar devices is f+
t = |Ft| − |Ft ∩ Ft−1| and f−

t =
|Ft−1|−|Ft∩Ft−1| is the number of leaving familiar devices. s+

t and s−t are defined
correspondingly. The analyzed features indicate the dynamic in the group of
familiars and strangers. They show how much an individual moves in accordance
with the surrounding people:

1. DynFam(t) = (f+
t +f−

t )−||Ft|−|Ft−1||
|Ft|

2. DynStra(t) = (s+
t +s−

t )−||St|−|St−1||
|St|

8 Results and Discussion

The data set comprises 52411 Bluetooth sightings and 1661 meetings in total.
Figure 3 and 4 show the histograms of individual Bluetooth sightings and de-
rived meetings, respectively. There were approximately 650 registered conference
visitors. 69 devices were classified as familiar and a total of 290 as strangers for
the whole data set including conference and city encounters.

Figure 5 shows the features DynFam and DynStra for the six days of the
experiment. The peaks indicate the different social activities the test subject
was engaged in. The conference activity shows up clearly in the data. Arrival is
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Fig. 3. Histogram of sightings Fig. 4. Histogram of meetings

indicated by a peak in DynStra that is triggered during the movement through
the crowded city. Coffee breaks, lunch and visits to the exhibition are indicated
by peaks in DynFam. The workshop during day one and two is not detected, since
the group behavior was rather homogeneous and did not exhibit the measured
dynamic. The city exploration as part of the workshop on the other hand is
clearly indicated. The arrival to the workshop did not require movement through
crowds.

The peaks vary in width and height. The height relates to the frequency of
the changing of people in the surrounding and the width to the duration of the
changing. With the knowledge of the larger context—the conference visit in this
case—it is possible to assign meanings to the individual peaks.

There were a couple of problems encountered with this experiment. First,
Bluetooth is generally unpopular in Japan. Anyhow, most times there was
enough reception in the city for this analysis. Only the movement in the night
was not detected, although there were strangers on the streets. Inaccuracies in
Bluetooth device inquiry were also discovered, but seem to have no significant
negative effect (compare [6]). Moreover, the processing could not have been car-
ried out like this during the measurement. The reason is, that the familiarity was
calculated over the whole conference time before the features were calculated.
Thus, effects of the process of getting familiar are not addressed here.
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Fig. 5. Feature data of six days in Tokyo (smoothed by splines). Day 1 and 2:
Workshop; day 3, 4, 5: Conference; day 6: day off. The peaks indicate social events or
situations the test subject attended. CY: Moving through the city, RE: Conference re-
ception, DE: Departure from conference, AR: Arrival at conference, CB: Coffee break,
LU: Lunch, EX: Exhibition (posters and demos), BA: Banquet, OF: Off the conference.

9 Conclusion and Future Work

The Wireless Rope system was presented as a framework to experiment with
proximity data in a variety of situations. It runs on modern mobile phones and
collects proximity data by Bluetooth device inquiries. The analysis of data from
a computer conference suggests, that the presented features are suited to indicate
situations with a high dynamic in the movement of surrounding people on the
basis of data collected by Bluetooth device inquiries. While movement in the
city could also be detected by cheap location tracking technologies [13], the
detection of movement within a building would require an expensive additional
infrastructure. Even if other methods were in place, the classification of familiars
and strangers in the proximity adds valuable information.

The conference was a well suited setting, since there was contact with a lot
of different persons. Social relations are not very differentiated in this situa-
tion, since most persons are strangers at the beginning. The familiarity classifier
indicates mainly, if someone is a regular conference attendee or not. In daily
routine, a detailed discrimination of social roles, like family, friends and work-
ing colleagues would help to identify meaningful situations and episodes. As an
alternative to the personal inquiry device, stationary devices could be used to
measure the quality of a conference, e.g. to measure if sessions start on time,
how popular individual sessions are, or how masses of people move through the
conference space.
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To further study this topic, it is necessary to determine the significance of
these findings by comparing them to other persons, places, and scenarios. More
features need to be developed and tested to account for other situations. Fur-
ther, this method could be used in combination with other context sensors, like
location. Correlation with a calendar could also yield interesting results. A learn-
ing algorithm could probably be used to determine the usual daily routine of a
person and automatically detect meaningful deviations.
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Abstract. This paper describes a framework to enable implicit interaction be-
tween mobile users in order to establish and maintain social networks accord-
ing to the preferences and needs of each individual. A user model is proposed
which can be constructed by the user and appended with information regard-
ing the user’s privacy preferences. Design choices and tool support regarding the
framework are discussed.

1 Introduction

The evolving world of Ubiquitous Computing [12] brings along quite a few new re-
search areas such as mobile and context-aware computing, and new techniques to in-
teract with the ubiquitous computing environment. Schmidt defined implicit interaction
[11] as a new interaction model where interaction is based on information gathered by
external sensory context information such as sound and location. The author describes
examples where implicit interaction can be useful to interact with computers. However,
this interaction model can be used similar to make humans communicate with each
other through implicit interaction. We define this as implicit human-human interaction
(HHI).

Implicit HHI can be realized when each user carries a computing device with enabled
wireless communication (cell phone, PDA, embedded device. . . ) that contains a user
profile covering information about the user and a statement of which information can
be distributed to other users in the vicinity. That way, each user can point out which
information may be provided to others. The other way around, the user can also describe
what kind of information about other users can be useful in order to be notified when
an interesting individual comes nearby.

Why can implicit HHI be useful? Increasing popularity of dating sites (50% increase
in 2005 in the U.S.A. [2]) all over the internet reveals a market is available for the
extension of social networks driven by profile matching. The next step would be to port
this concept to the mobile device. Dodgeball [1], for instance, enables users to extend
their social networks with people in their physical environment using a cell phone.
Nonetheless other applications can be thought of. Consider the following scenario. A
student is writing a paper about his project but he is having some difficulties on finding
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related work. This is why he indicates on his PDA he wishes to make contact to a person
who is a field expert on the subject. When the student encounters such a person, the
expert will receive a message. Later that day, the expert decides to contact the student
in order to help him with his problem. In this way, the student got in touch with a tutor
without explicitly contacting the individual. This scenario will be used in the examples
further down this paper.

Making implicit HHI possible requires some choices to be made regarding technical
issues:

– some kind(s) of wireless communication has to be used;
– an appropriate user model to represent the user has to be constructed;
– the user should be able to easily edit his/her preferences regarding the user profile

and the security settings about these preferences (privacy);
– an agent has to represent the user to decide which incoming information is useful

to the user and which local information may be released to other agents;

The remainder of this paper will discuss how we built a framework where these
issues are tackled in order to enable implicit HHI. First we will discuss some work
related to the goals we wish to reach (section 2). Afterwards we will define the user
model we have used to describe the user (section 3.1), the privacy related to the user’s
information (section 3.2) and the link between these two models (section 3.3). Section
4 discusses an overview of the framework; and tools we have implemented to enable
implicit HHI are described. Finally future work will be discussed and conclusions will
be drawn.

2 Related Work

As discussed in the previous section, implicit HHI can be realized when data about a
user is emitted on one side and interpreted and matched to user data on another side.
Ferscha et al. [5] recognized this kind of bidirectional communication between enti-
ties (humans or objects equipped with a computing device) and defined the interaction
model called Digital Aura (because of the metaphorical resemblance with the energy
field surrounding a person). They based their model on the Focus and Nimbus model
[10]: nimbus describes the kind of information about the entity that is observable, while
focus describes the kind of information that is observed by the entity. As a result the
intersection of focus and nimbus equals the interaction.

Cavalluzzi et al. [4] constructed a multi-agent system called D-Me (Digital-Me). The
name reveals a personal agent is a representative for the user in taking decisions in active
environments. The agent interacts with other agents in the user’s direct vicinity in order
to decide which tasks are currently available to be performed in the vicinity according
to the user’s goals. An application is discussed in [3] where users interact with a digital
travelling guide. An agent deducts interesting information about the environment on the
basis of a user profile and decides which information will be delivered to the user and
how it will be presented. The user can also provide feedback which the agent will use
in order to properly adjust the user’s goals.
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3 User Model and Privacy

Systems that respond to the user’s goals and preferences require notion about the user.
For a system to make use of its knowledge about the user, this information has to be
structured and stored in a user model.

A user model suitable for implicit HHI should not only contain the user’s profile
and preferences but also information about the privacy sensitiveness related to this data.
This is why the user model (M) is divided in these two parts that also make up the
structure of this section together with the link between these two parts: the user profile
(U) and the privacy profile (P):

M = U ∪ P

3.1 A User Profile for Implicit Human-Human Interaction

The use of user models and profiles in interactive systems is not a new concept. Kobsa
[8] discusses historical and recent developments in the field of user models. In order
to construct a suitable user profile for implicit HHI, we looked at several existing tech-
niques for modelling the user. GUMO (General User Model Ontology [6]), for instance,
is an ontology which can be used to model concepts about the real world, such as users,
to be used in ubiquitous computing applications. To represent the user in the implicit
HHI framework, we use some concepts of GUMO. To introduce the privacy we need to
enable implicit HHI, we will extend this with the privacy profile (section 3.2).

The user profile, as in GUMO, consists of a finite set of subjects consisting of situa-
tional statements. The user can choose to divide the profile into distinct subjects regard-
ing the user, for instance: identity, work, love and free time.

U = {Uidentity, Uwork, Ulove, Ufreetime}

We divide the user profile into distinct social categories at this level because they
comprise a first categorization required for the privacy (as we will discuss later on
in this work). This is an advantage because when a user chooses subjects like in the
example, these are already related to social interaction. Identity contains information
such as the user’s name, address, date of birth, etc. The three other subjects are related
to the origin of interaction with other people: information about the user’s employment,
the user’s marital status, the way the user spends his/her free time. . . Each subject U in
U is a collection of situational statements containing information about the subject:

– information regarding the statement:
• the auxiliary (a): the relation between the predicate and the subject;
• the predicate (p): the constituent of the statement;
• the range of values (r) possible for the situational statement;

– information regarding the statement’s value:
• the actual value (v);
• the start (s) time of the current value;
• the duration (d) describing how long the current value is valid;
• the level of trust (t ∈ {None, Low, Medium, High}) describing the confidential-

ity of the statement’s information.
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In short:

∀U ∈ U : U =
⋃
i

{(ai, pi, ri) −→ (vi, si, di, ti)}

For instance consider the following valid situational statement related to the scenario
described in the introduction. Here a field expert reveals to anyone (ti = None) he has
an excellent knowledge about UbiComp and his level of excellence will last for at least
a year.

Uwork ⊇ {(hasKnowledge, UbiComp, TerribleMediocreGoodExcellent)
−→ (Excellent, 4/05/2006 19 : 04 : 29, year, None)}

3.2 Representing Privacy in the User Model

The user profile described in the previous section has to be enriched with information to
ensure the user’s privacy (with respect to other human users). Because privacy depends
on several factors like the user’s liking, situation, or location; the user has to be given
the opportunity to indicate which data about him/herself is visible to which people.
This is why we introduce the privacy profile to describe the user’s preferences about the
privacy of his/her personal information.

The privacy profile is divided into privacy categories the same way as the user profile.
For example when we take the same categories as in the previous section:

P = {Pidentity, Pwork, Plove, Pfreetime}

Each category in the privacy profile consists of two sets: a set of groups (G) that
collects contacts of the user and a set of context statements (C). Each group of con-
tacts (g) describes which humans (h) belong to the group and the level of trust (t ∈
{None, Low, Medium, High}) assigned to this group for the current privacy category
describing how trustworthy the group of humans is. The set of context statements is
a collection of contextual situations (c) describing location and/or temporal informa-
tion where the trust level (t ∈ {Never, None, Low, Medium, High}) will overrule the
confidentiality level described in the user profile. This is summarized in the following
expression:

∀P ∈ P : P = {G, C} =

⎧⎨⎩⋃
i

{(gi, tgi)},
⋃
j

{(cj, tcj )}

⎫⎬⎭ : gi = {h1, . . . , hn}

Consider the following example. A user deems colleagues as highly trustworthy con-
sidering work-related information and friends as less trustworthy. Furthermore when
the user is on holiday, he does not wish to share work-related information to any group.
This can be represented by the following statements:

PWork = {GWork, CWork}, GWork ⊇ {(colleagues, High), (friends, Low)},
CWork ⊇ {(onHoliday, Never)}
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Dividing the user’s contacts into distinct groups has proven to be a good technique
in information disclosure to other people (e.g. the Precision Dial interaction framework
of Lederer [9]). In our approach, security levels are not restricted to the assignment of
security levels to contact groups but they are the result of several dependencies: cat-
egorization of content in the user profile (identity,work. . . ), categorization of contacts
(friends,colleagues. . . ), and external context information (contextual statements) as we
will discuss in the next section.

3.3 Linking the User and Privacy Profile

The user profile U and privacy profile P now have to be combined in order to decide
which information can be distributed among which users. In order to decide this, a link
between the profiles is necessary. This link was implicitly established in the categoriza-
tion of the situational statements in U and the use of the same categorization in P . Let
us clarify this by means of an example. Consider the example of the situational state-
ment in section 3.1. The user expresses his knowledge about UbiComp and declares this
information is not confidential at all. Because this statement belongs to the Work cate-
gory in U , the privacy statements of the Work category in P will reflect on this piece of
user data. As a result anyone can access the information because the user has indicated
the user data to be of the lowest confidentiality level. If the user suddenly decides to
change the confidentiality level of a statement s in the user profile U to ts = Medium,
only contacts belonging to the group of colleagueswill be able to access the user data
according to the example statements in section 3.2 (ts = Medium ≤ High = tcolleagues
and ts = Medium > Low = tfriends).

This can be generalized in the following expression describing which statements in
the user profile U should be released to a human h in the user’s vicinity:

∀Ui ∈ U , ∀s = (as, ps, rs) −→ (vs, ss, ds, ts) ∈ Ui : release(s, h)⇔
∃Pj ∈ P : i = j, ∃Gj ∈ Pj , ∃(gk, tgk

) ∈ Gj : h ∈ gk ∧ ts ≤ tgk

In short this means the confidentiality level of the user data (ts) has to be less or equal
than the trustworthy level of the group the receiving human belongs to (tgk

).
In section 3.2 we discussed the possibility to involve external context information in

the privacy profile. It is possible to specify a context statement that describes a situation
where the regular confidentiality levels specified in the user profile are overruled. In the
example the user described to overrule the work-related privacy settings when the user
is on holiday. This implies that the confidentiality level of all work-related user data
is increased to the maximal level. As a result, when a situation in conformance with a
contextual statement cj with confidentiality level tcj occurs ((cj , tcj ) ∈ Gj ∈ Pj ∈ P),
the previous expression to release information to a human h should be replaced by:

∀Ui∈U : i=j, ∀s = (as, ps, rs) −→ (vs, ss, ds, ts) ∈ Ui : release(s, h) ⇔ ts ≤ tcj

This means the confidentiality level of the user data (ts) should be less or equal than the
confidentiality level imposed by the context situation (tcj ). Because the confidentiality
level of a context situation can also be Never, it is possible to completely overrule every
privacy level, and release no information about the user profile for a privacy category
Pj ∈ P .
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4 Architecture

In this section we elaborate on the architecture of the framework to support implicit
HHI. When two people carrying a mobile device are nearby each other, spontaneous
interaction takes place. These local interactions are limited to the physical proximity
of people because of the restrictions on the range of today’s wireless communication
nodes. The amount of information exchanged between two entities relies on mutual
similarity of their profiles.

Fig. 1. Architectural overview of the implicit human-human interaction framework

Fig. 1 shows an overview of the architecture and the different modules of the frame-
work. The proposed framework is modular and easily extensible; the different parts
in the system can easily be modified or replaced to improve, update or adapt the ap-
plication (e.g. to implement a different agent to interpret incoming user profiles). The
framework consists of three core parts: a communication module, the user modelling
tool and the autonomous personal agent. These modules will be described separately in
the following paragraphs. The introduction (section 1) includes a concrete scenario to
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point out a real life situation in which the adoption of the interaction model is demon-
strated. The screenshots used in this section are based on the described scenario. A view
on the main screen of the application is shown in Fig. 3(b). Centralized in the user in-
terface is the message window, on which incoming messages are visualized. On top and
at the bottom of the screen the user can adjust application settings.

4.1 Communication

Before two users can exchange personal information implicitly, discovering and authen-
tication of the other party has to be accomplished. Peer-to-peer short range communica-
tion capabilities are needed to discover (step 1 in Fig. 1) other devices and to exchange
information (step 2 and 3 in Fig. 1). At a first stage authentication information is ex-
changed in order to identify the other user. Bluetooth is used for discovery because the
limitations of this technology regarding the short range ensure the detected users are in
the user’s direct proximity. Then the user’s personal agent authenticates other users and
decides which parts of the user profile can be shared with each particular user as de-
scribed in section 3.3. The authentication and exchange stages are using WiFi in order
to cope with users that get out of reach after detection.

4.2 User Modelling Tool

The personal user-related content within the framework and basic component of the in-
teraction model is the user model, which covers the user profile and the privacy profile.
In the growing digital world most users are sceptical and reserved regarding personal
information sharing, especially in the implicit HHI context. To trust an information
management system, users must have full control of the data and the privacy related
to the data. In the first place, an orderly structured and easy to use user interface for
editing a user model is required [7]. Especially when we are considering a user model
that is going to be shared with other users.

Fig. 2(a) shows a screenshot of the user profile overview. The situational statements
for each category are listed with the corresponding predicate, auxiliary, value and the
level of trust (indicated by the color gradation). By clicking on an entry, the statement
editor is shown and allows the user to change the different fields (Fig. 2(b)).

Not only controlling shared content is important, also the opportunity to adjust the
privacy settings regarding this information is crucial. The privacy profile and the link
with the user profile are defined in section 3.2 and 3.3. Although the personal agent
model takes care of the in and outgoing messages, it is the user who is responsible for
entering the correct settings regarding the release of data according to the appropriate
context. Fig. 3(a) gives a concrete example of a security profile overview. The different
entries are visualizations of the defined formalizations in section 3.

4.3 Personal Agent

The personal agent is an important part of the framework because it is responsible for
spreading and examining the outgoing (OUT-agent) and incoming (IN-agent) user pro-
files, as shown in Fig. 1. These agents act autonomously and collaboratively to relieve
the user from manually distributing parts of his/her user profile and from examining



Extending Social Networks with Implicit Human-Human Interaction 891

(a) (b)

Fig. 2. (a) Overview interface of a user profile. (b) Situational statements editor.

(a) (b)

Fig. 3. (a) Overview interface of a security profile. (b) Main screen of the application.

other user profiles. There has to be a well defined and linear mapping between the con-
tent of the user and security information and the actions of the agent. The user has to be
aware of its behavior to assure the right level of confidence when using the application.

After connecting with an entity in the vicinity, the OUT-agent creates a subset of the
user profile, based on the identity of the other person and the privacy settings related
to this person (the default trust level for an unknown person is None). To produce the
subset of the user profile, the technique described in section 3.3 is used.

On the other hand the IN-agent checks the incoming user profile information from
other users in the vicinity on similarities with the profile of his user to decide if there
are common interests. To filter information relevant for the user, the incoming
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situational statement is compared to the situational statement in the user’s own profile
using a mapping table which describes relevant matches. For instance, the statement
(hasKnowledge, UbiComp, TerribleMediocreGoodExcellent) −→ (Excellent,
4/05/2006 19 : 04 : 29, year, None) will match to (needsHelp, UbiComp, YesNo)
−→ (Yes, 4/05/2006 20 : 16 : 33, day, None). When a relevant match is found, the
user is notified with a short message on his device (shown in Fig. 3(b)).

5 Discussion and Future Work

In this paper we discussed a framework to support implicit human-human interaction
(HHI). The user can define a user profile and adjust privacy settings according his/her
requirements. Due to the separation of the user profile and the privacy settings and be-
cause they are loosely coupled, it is possible to change the privacy settings instantly.
Furthermore it is possible to automatically change the privacy settings depending on
external context information. More information about the framework (such as movies
and XML-serialization of the models) can be found on the website1. In future work we
plan field tests to explore how users react to implicit HHI when they are using applica-
tions built on our framework. Furthermore network security has to be implemented to
ensure the concealment of the peer-to-peer communication.
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Abstract. Trust is a promising research topic for social networks, since
it is a basic component of our real-world social life. Yet, the transfer
of the multi-facetted concept of trust to virtual social networks is an
open challenge. In this paper we provide a survey and classification of
established and upcoming trust systems, focusing on trust models. We
introduce a set of criteria as basis of our analysis and show strengths and
short-comings of the different approaches.

1 Introduction

Trust is a well-known concept in everyday life, which simplifies many complex
processes. Some processes are just enabled by trust, since they would not be
operable otherwise. On the one hand, trust in our social environment allows us to
delegate tasks and decisions to an appropriate person. On the other hand, trust
facilitates efficient rating of information presented by a trusted party. Computer
scientists from many areas, e.g., security, ubiquitous computing, semantic web,
and electronic commerce, are still working on the transfer of this concept, to
their domain. In Sect. 2 we will introduce, the main properties of social trust,
in Sect. 3 we provide our own set of criteria and the analysis of a selected set of
trust systems from different areas, and in Sect. 4 we give a short summary and
derive ideas for our future work.

2 Properties of Trust

There is much work on trust by sociologists, social psychologists, economists,
and since a few years also by computer scientists. In general trust can be said
to be based on personal experience with the interaction partner in the context
of concern, on his reputation, or on recommendations. Furthermore, trust is
connected to the presence of a notion of uncertainty, and trust depends on the
expected risk associated with an interaction. [1,2, 3,4, 5, 16]
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The following properties are regularly assigned to trust, and are relevant when
transferring the concept to computer sciences. Trust is subjective and therefore
asymmetric. It is context dependent, and it is dynamic, meaning it can increase
with positive experience and decrease with negative experience or over time
without any experience. This makes also clear that trust is non-monotonic and
that there are several levels of trust including distrust. A sensitive aspect is the
transitivity of trust. Assuming Alice trusts Bob and Bob trusts Charlie, what
can be said about Alice trust in Charlie? In [2], Marsh points out that trust is
not transitive. At least it is not transitive over arbitrary long chains, since this
will end in conflicts regarding distrust. Yet recommendation and reputation are
important factors for trust establishment.

McKnight and Chervany state in [1] that there are three principle categories
of trust: personal / interpersonal trust, impersonal / structural trust, and dispo-
sitional trust. Interpersonal trust describes trust between people or groups. It is
closely related to the experiences, which people had with each other. Structural
trust is not bound to a person but raises from social or organizational situation.
Dispositional trust can be explained as a person’s general attitude towards the
world. As shown in [6] much work is done on transferring interpersonal trust to
computer sciences, whereas there is little work supporting the other categories.

Although, trust is a well-known concept and despite there is a set of properties
on which most researchers agree, it is hard to define trust. A couple of definitions
are provided from several scientific areas with different focuses and goals (cf.
[2, 6]). A definition which is shared or at least adopted by some researchers
[3,7,8, 9], is the definition provided by the sociologist Diego Gambetta:

”... trust (or, symmetrically, distrust) is a particular level of the sub-
jective probability with which an agent will perform a particular action,
both before [we] can monitor such action (or independently of his capac-
ity of ever to be able to monitor it) and in a context in which it affects
[our] own action.” [16]

3 Classification Criteria and Analysis

Having introduced the general aspects of trust, we will now give a survey how
the concept of trust is realized in different areas of computer science. We derive
our coarse-gained classification from the work provided in [2,4,5,10,11]. As main
categories we see trust modeling, trust management and decision making [12].
In this classification, trust modeling deals with the representational and com-
putational aspects of trust values. Trust management focuses on the collection
of evidence and risk evaluation. Although decision making is actually a part of
trust management, we treat it separately, since it is such an important aspect.

Due to the limitations of this paper and our own research interests we focus
for a more fine-grained classification only on trust modeling, especially on the
aspects of domain, dimension, and semantics of trust values.

Trust values are usually expressed as numbers or labels, thus their domain
can be binary, discrete, or continuous. A binary representation of trust allows
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only to express the two states of ”trusted” and ”untrusted”. This is actually
near to certificate- or credential-based access control approaches, where access
is granted, if and only if the user presents the necessary credentials. But since
most researchers agree that trust has several levels, binary models are considered
as not sufficient. Trust can also be represented using more than two discrete
values. This can be done either by using labels or by using a set of natural
numbers. The advantage of this approach is, that trust values can be easily
assigned and understood by human users [3, 13]. Continuous trust values are
supported by well-known mathematical theories depending on the semantics of
the trust values.

The dimension of trust values can be either one- or multi-dimensional. In one-
dimensional approaches this value usually describes the degree of trust an agent
assigns to another one, possibly bound to a specific context. Multi-dimensional
approaches allow to introduce a notion of uncertainty of the trust value.

The semantics of trust values can be in the following set: rating, ranking,
probability, belief, fuzzy value. As rating we interpret values which are directly
linked with a trust related semantics, e.g., on a scale of natural numbers in the
interval [1, 4], 1 can be linked to ”very untrusted”,..., and 4 to ”very trusted”.
Whereas, the trust values which are computed in ranking based models, e.g., [14],
are not directly associated with a meaningful semantics, but only in a relative
way, i.e. a higher value means higher trustworthiness. Therefore, it is only
possible to assign an absolute meaning to a value, if this value can be compared
to large enough set of trust values of other users. Furthermore, trust can be
modeled as probability. In this case, the trust value expresses the probability
that an agent will behave expected. The details of belief and fuzzy semantics are
explained together with ’Subjective Logic’ and ReGreT (see below). A summary
of our classification is presented in Table 1.

Table 1. Classification of trust models

Domain Dimension Sem. Trust management
Decision
making

Marsh cont. in [-1,1) 1 (situational
trust)

rating
– (but risk
evaluation)

threshold-
based

TidalTrust disc. in [1, 10] 1 (rating) rating
global policy (no
risk evaluation)

–

Abdul-Rahman &
Hailes

disc. labels 1 (trust value) rating – –

SECURE
Project

(exemplary)

disc. in [0,∞] 2 (evid.-based) prob. local policies (incl.
risk evaluation)

threshold-
based

cont. in [0, 1] 3 (bel., disbel.,
uncert.)

belief

Subjective Logic
disc. in [0,∞] 2 (evid.-based) prob. not directly part of

SL
not directly
part of SLcont. in [0, 1] 3 (b, d, u) belief

ReGreT
disc. fuzzy
values

2 (trust,
confidence)

fuzzy
values

local policies (fuzzy
rules)

–
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3.1 Model Proposed by Marsh

The work of Marsh [2] is said to be the seminal work on trust in computer science.
Marsh concentrates on modeling trust between only two agents. He introduces
knowledge, utility, importance, risk, and perceived competence as important
aspects related to trust. The trust model should be able to answer the questions:
With whom should an agent cooperate, when, and to which extend? The trust
model uses real numbers in [−1; 1) as trust values. He defined three types of
trust for his model. Dispositional trust Tx is trust of an agent x independent
from the possible cooperation partner and the situation. The general trust Tx(y)
describes the trust of x in y, but is not situation specific. At last, there is the
situational trust Tx(y, a), which describes the trust of agent x in agent y in
situation a. The situational trust is computed by the following linear equation:

Tx(y, a) = Ux(a)× Ix(a)× T̂x(y) , (1)

where Ux(a) represents the utility and Ix(a) the importance, which x assigns to
the trust decision in situation a. Furthermore, T̂x(y) represents the estimated
general trust of x in y.

The trust management provided by Marsh does not treat the collection of
recommendations provided by other agents, he only models direct trust between
two agents. The aspect of risk is dealt with explicitly based on costs and benefits
of the considered engagement.

The decision making is threshold based. Among other parameters the coop-
eration threshold depends on the perceived risk and competence of the possible
interaction partner. If the situational trust is above the value calculated for the
cooperation threshold, cooperation will take place otherwise not. Furthermore,
the decision making can be extended by the concept of ”reciprocity”, i.e. if one
does another one a favor, it is expected to compensate at some time.

3.2 TidalTrust

In [13] Golbeck provides a trust model which is based on 10 discrete trust values
in the interval [1, 10]. Golbeck claims that humans are better in rating on a
discrete scale than on a continuous one, e.g., in the real numbers of [0, 1]. The
10 discrete trust values should be enough to approximate continuous trust values.
The trust model is evaluated in a social network called FilmTrust [15] with about
400 users. In this network the users have to rate movies. Furthermore, one can
rate friends in the sense of ”[...] if the person were to have rented a movie to
watch, how likely it is that you would want to see that film” [13].

Recursive trust or rating propagation allows to infer the rating of movies by
the ratings provided by friends. For a source s in a set of nodes S the rating
rsm inferred by s for the movie m is defined as

rsm =
∑

i∈S tsi · rim∑
i∈S tsi

, (2)
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where intermediate nodes are described by i, tsi describes the trust of s in i,
and rim is the rating of movie m assigned by i. To prevent arbitrary long
recommendation chains, the maximal chain length or recursion depth can be
limited. Based on the assumption that the opinion of the most trusted friends
are the most similar to opinion of the source, it is also possible to restrict the
set of considered ratings, to those provided by the most trusted friends.

Although the recommendation propagation is simple, the evaluation in [13]
shows that it produces a relatively high accuracy, i.e. the ratings based on
recommendation are close to the real ratings of the user. Since this approach
does not deal with uncertainty, the calculated trust values can not benefit in
case that their are multiple paths with the similar ratings. The trust value is
calculated as a weighted sum. For the same reason, the path length does not
influence the trust value. The values for trust in other agents on the path are
used for multiplication and division in each step. Since each node aggregates its
collected ratings and passes only a single value to its ancestor in the recursion,
the source cannot evaluate which nodes provided their rating. The approach
does not deal with any form of risk or decision making.

3.3 Model Proposed by Abdul-Rahman and Hailes

The trust model presented by Abdul-Rahman and Hailes [7] is developed for
use in virtual communities with respect to electronic commerce and artificial
autonomous agents. It deals with a human notion of trust as it is common in
real world societies. The formal definition of trust is based on Gambetta [16].

The model deals with direct trust and recommender trust. Direct trust is
the trust of an agent in another one based on direct experience, whereas recom-
mender trust is the trust of an agent in the ability of another agent to provide
good recommendations. The representation of the trust values is done by discrete
labeled trust levels, namely ”Very Trustworthy”, ”Trustworthy”, ”Untrustworthy”
and, ”Very Untrustworthy” for direct trust, and ”Very good”, ”good”, ”bad” and,
”very bad” for recommender trust.

A main aspect of this trust model is to overcome the problem that different
agents may use the same label with a different subjective semantics. For example,
if agent a labels an agent c to be ”Trustworthy” based on personal experience,
and a knows that agent b labels the same agent c to be ”Very Trustworthy”. The
difference between these two labels can be computed as ”semantic distance”.
This ”semantic distance” can be used to adjust further recommendations of b.

Furthermore, the model deals with uncertainty. Uncertainty is introduced if
an agent is not able to determine the direct trust in an agent uniquely, i.e. if an
agent has e.g., as much ”good” as ”very good” experiences with another agent.
But it seems unclear how to take benefit from this introduction of uncertainty
in the further trust computation process. The combination of recommendations
is done as weighted summation. The weights depend on the recommender trust
and are assigned in an ad-hoc manner.

Although the model drops recommendations of unknown agents for the cal-
culation of the recommended trust value, those agents get known by providing
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recommendations, and their future recommendations will be used as part of the
calculation.

It is important to mention that the direct trust values are only used to calcu-
late the semantic distance to other agents, but are not used as evidence which
could be combined with the recommendations.

Trust management aspects are not considered. The collection of evidence is
only stated for recommendations of agents which have direct experience with the
target agent. It is not explicitly described how to introduce recommendations
of recommendations. Furthermore, the system does not deal with risk. Decision
making seems to be threshold based, but is not explicitly treated.

3.4 SECURE Project Trust Model

The trust model and trust management in the SECURE project [5, 17] aims to
transfer a human notion of trust to ubiquitous computing.

A main aspect of the trust model is to distinguish between situations in which
a principal b is ”unknown” to a principal a, and situations in which a principal b
is ”untrusted”or ”distrusted”. The principal b is unknown to a, if a cannot collect
any information about b. Whereas b is ”untrusted” if a has information, based
on direct interaction or recommendations, stating that b is an ”untrustworthy”
principal.

This leads to define two orderings on a set of trust values T denoted as & and
#. The first ordering (T ,&) is a complete lattice. For X, Y ∈ T the relation
X & Y can be interpreted as Y is more trustworthy than X. The second ordering
(T ,#) is a complete partial order with a bottom element. The relation X # Y
can be interpreted as the trust value Y is based on more information than X.

The set of trust values can be chosen from different domains as long as the
orderings have the properties described above. It is possible to use intervals over
the real numbers in [0, 1] [17]. This allows for an interval [d0, d1] to introduce
the semantics of belief theory by defining d0 as belief and 1 − d1 as disbelief.
Uncertainty can be defined as d1−d0. Another possibility would be to define the
trust values as pair of non-negative integers (m, n). In this case m represents
the number of non-negative outcomes of an interaction and n the number of
negative ones. These approaches seem to be similar to the trust model provided
by Jøsang, but they do not provide a mapping between these two representations.
It is also possible to define other trust values e.g., discrete labels.

The trust propagation is based on policies. This allows users to explicitly
express whose recommendations are considered in a trust decision. Let P be
the set of principals, the policy of a principal a ∈ P is πa. The local policy
allows to assign trust values to other agents directly, to delegate the assignment
to another agent, or a combination of both. Since it is possible to delegate the
calculation of trust values, the policies can be mutually recursive. The collection
of all local policies π can be seen as global trust function m. This function m
can be calculated as the least fixpoint of Π , where Π is Π : λp : P .πp.

The trust management also deals with the evaluation of risk. Risk is modeled
based on general cost probability density functions, which can be parameterized
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by the estimated trustworthiness of the possible interaction partner. The evalu-
ation of risk can based on different risk policies, which e.g., describe if the risk
is independent from the costs associated to an interaction or if it increases with
increasing costs.

The decision making is threshold based. For the application in an electronic
purse [5] two thresholds are defined by the parameters x, y (x ≤ y). If the
situation specific risk value (parameterized by the trust value corresponding to
the interaction partner) is below x, the interaction will be performed (money
will be payed), if it is above y the interaction will be declined. In case the risk
value is between x and y the decision will be passed to the user.

3.5 Subjective Logic

The trust model presented by Jøsang [10], named ”subjective logic”, combines ele-
ments of Bayesian probability theory with belief theory. The Bayesian approach
is based on beta probability density function (pdf), which allows to calculate
posteriori probability estimates of binary events based on a priori collected ev-
idence. For simplification we do not explain the concept of atomicity, which is
introduced by Jøsang to use his model also for non-binary events.

The beta probability density function f of a probability variable p can be
described using the two parameters α, β as:

f(p | α, β) =
Γ (α + β)
Γ (α)Γ (β)

pα−1(1− p)β−1,

where 0 ≤ p ≤ 1, α > 0, β > 0 .

(3)

By defining α = r +1 and β = s+1, it is possible to relate the pdf directly to
the priori collected evidence, where r and s represent the number of positive and
negative evidence, respectively. In this model trust is represented by opinions
which can be used to express the subjective probability that an agent will behave
as expected in the next encounter. It is possible to express opinions about other
agents and about the truth of arbitrary propositions. The advantage of this
model is that opinions can be easily be derived from the collected evidence.

An approach to deal with uncertainty is called belief theory, which tempts
to model a human notion of belief. In belief theory as introduced in [10] an
opinion can be expressed as a triple (b, d, u), where b represents the belief, d the
disbelief, and u the uncertainty about a certain statement. The three parameters
are interrelated by the equation b + d + u = 1. Jøsang provides a mapping
between the Bayesian approach and the belief approach by defining the following
equations:

b =
r

r + s + 2
, d =

s

r + s + 2
, u =

2
r + s + 2

where u �= 0 . (4)

Furthermore, he defines operators for combining (consensus) and recommend-
ing (discounting) opinions. In contrast to the belief model presented in [18] the
consensus operator is not based on Dempster’s rule. Moreover, the model sup-
ports also operators for propositional conjunction, disjunction and negation.
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In [19] it is shown how ”subjective logic” can be used to model trust in the
binding between keys and their owners in public key infrastructures. Other
papers introduce how to use ”subjective logic” for trust-based decision making
in electronic commerce [20] and how the approach can be integrated in policy
based trust management [21].

Another approach modeling trust based on Bayesian probability theory is
presented by Mui et al. in [8], an approach based on belief theory is presented
by Yu and Singh in [18].

3.6 ReGreT

ReGreT tries to model trust for small and mid-size environments in electronic
commerce [22]. The system is described in detail in [23, 24]. A main aspect of
ReGreT is to include information which is available from social relations between
the interacting parties and their environments. In the considered environment
the relation between agents can be described as competitive (comp), cooperative
(coop), or trading (trd).

The model deals with three dimensions of trust or reputation. The individual
dimension is based on self-made experiences of an agent. The trust values are
called direct trust or outcome reputation. The social dimension is based on third
party information (witness reputation), the social relationships between agents
(neighborhood reputation), and the social role of the agents (system reputation).
The ontological dimension helps to transfer trust information between related
contexts. For all trust values a measurement of reliability is introduced, which
depends on the number of past experience and expected experience (intimate
level of interaction), and the variability of the ratings.

The trust model uses trust or reputation values in the range of real numbers
in [−1; 1]. Overlapping subintervals are mapped by membership functions to
fuzzy set values, like ”very good”, which implicitly introduce semantics to the
trust values. In contrast to the probabilistic models and belief models, trust
is formally not treated as subjective probability that an agent will behave as
expected in the next encounter, but the interpretation of a fuzzy value like ”very
good” is up to the user or agent.

Since the fuzzy values are allowed to overlap, this introduces also a notion of
uncertainty, because an agent can be e.g., ”good” and ”very good” at the same
time to a certain degree.

The inference of trustworthiness is based on intuitively interpretable fuzzy
rules. The trustworthiness assigned by agent a to agent c with respect to pro-
viding information about agent b, e.g., can depend on the relation between the
agents b and c, as shown in the following example. In the example the social
trust of a in information of b about c is ”very bad” if the cooperation between b
and c is high.

IF coop(b; c) is high

THEN socialT rust(a; b; c) is very bad.

Further information concerning risk evaluation and decision making is not
given.
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4 Conclusion

In this paper we have provided a short survey of trust systems based on differ-
ent approaches. Furthermore, we provided a set of criteria to analyze systems
dealing with trust, on a top level by distinguishing between trust model, trust
management and decision making, and for the main aspects of trust modeling in
detail. As we can see from our survey, it is possible to reason about trust models
without especially addressing aspects of trust management, and the other way
around. The comparison of trust models is yet difficult, since they are often
developed for different purposes and use different semantics for modeling trust.
Furthermore, most authors define their own way of trust management to evalu-
ate their trust models. The trust propagation chosen by Golbeck seems to be a
simple and yet an accurate way to evaluate recommendations in social networks.

By analyzing the trust models, we came to the conclusion that the models
need to be able to represent a notion of uncertainty or confidence, since it is a
main aspect of trust. The approach taken in ReGreT allows to define a sub-
jective component for confidence, but the approach seems to be done in an ad
hoc manner. The approach taken by belief models binds uncertainty to belief
and disbelief. In conjunction with the Bayesian approach uncertainty depends
directly of the number of collected evidence, but it is not related to a subjective
and context-dependent measurement. For our future work we favor the Bayesian
approach, since it allows to easily integrate the collected evidence. We will try
to find a new way to derive uncertainty from the relation between the amount of
collected evidence and an amount of expected evidence based on this approach.
By giving the user the opportunity to define an expected amount of evidence,
uncertainty gets a subjective and most notably a context-dependent notion.
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Abstract. The diffusion of mobile devices and the development of their 
services and applications are connected with the possibility to communicate 
anytime and anywhere according to a natural approach, which combines 
different modalities (speech, sketch, etc.). A natural communication approach, 
such as sketch-based interaction, frequently produces ambiguities. Ambiguities 
can arise in sketch recognition process by the gap between the user’s intention 
and the system interpretation. 

This paper presents a classification of meaningful ambiguities in sketch-
based interaction and discusses methods to solve them taking into account of 
the spatial and temporal information that characterise the drawing process. The 
proposed solution methods use both sketch-based approaches and/or integrated 
approaches with other modalities. They are classified in: prevention, a-
posteriori and approximation methods. 

Keywords: Sketch based interaction, ambiguity resolution, mobile 
environments. 

1   Introduction 

Mobile devices are evolved from simple tools of communication to multifunctional 
one, able to support each human and social activity. For these reasons the use of 
mobile devices with different modalities such as speech, gesture, sketch, and so on 
[1],[2],[3] can be particularly relevant. Using mobile devices can make communica-
tion intuitive and spontaneous. However the naturalness can produce ambiguities. The 
sketch activity supports a natural communication approach and it allows to the user to 
convey easily simple or complex input/output on mobile devices, however it is 
intrinsically ambiguous [4], [5]. 

The purpose of this paper is to analyse the sketch-based interaction and its 
ambiguities. An ambiguity produces a semantic gap between communicative user’s 
intention and its interpretation. The interpretation of the user’s sketch involves the 
understanding of the informative content of a generic performed sketch. The 
informative content is expressed by spatial and temporal information of the sketch 
activity. Some interesting discussions about ambiguities in sketch based interaction 
are presented in [6], [7], [8] and [9]. 

This paper provides a classification of ambiguities for sketch-based interaction and 
a classification of their solutions methods. Ambiguities are classified as: i) ambigui-
ties due to crosses in a stroke, ii) ambiguities due to the over-tracing of different 
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strokes, iii) ambiguities due to the intersection of two polygons, iv) ambiguities due to 
the inaccuracy of the user’s tracing, and v) ambiguities due to the deleting and re-
tracing actions. Solution methods are grouped in: i) prevention methods of 
ambiguities, ii) a-posteriori resolution methods, iii) approximation resolution 
methods. 

The paper is organized as follows: section 2 proposes the classification of the 
ambiguities, Section 3 discusses the methods to solve these ambiguities and, finally, 
Section 4 concludes. 

2   Classification of Ambiguities  

Many kinds of ambiguities arise during the sketch’s interpretation. This section 
introduces a classification that concerns with ambiguities due to; i) crosses in a 
stroke, ii) over-tracing of different strokes, iii) intersection of two polygons, iv) 
inaccuracy of the user’s tracing and v) deleting and re-tracing actions (stroke is a 
drawing action). 

Before dealing with ambiguities it is necessary to introduce some concepts. During 
the sketch process two elementary actions are considered: drawing a stroke and 
deleting an area. A drawing action is spatially characterized by the trajectory starting 
when the pen-tip begins to touch the tablet/paper and ending at the time it leaves the 
tablet/paper. A deleting action is spatially characterized by an area. These actions are 
temporally characterized by the temporal interval in which they are performed and by 
the velocity of the gesture for each point of the trajectory. Because of a user could 
introduce discontinuities in correspondence to the angles during the drawing activities 
of polygons or polylines, it is important to consider any spatial and/or temporal 
discontinuity that appears during the drawing actions. According to the spatial and 
temporal discontinuity the generalised stroke concept is introduced. It considers 
strokes modified by deleting actions and any spatial and/or temporal discontinuity 
during the drawing. 

Below ambiguities are organized in different classes underlying their main 
features. 

2.1   Ambiguities Due to Crosses in a Stroke 

When the user draws one or more than one symbol by one stroke only (pen down, 
pen movement, pen up sequence) ambiguities can arise. They can be due to crosses 
in the stroke. In fact, some configurations can have more than one interpretation. 
For example, let us consider the sketch of Fig. 1a. It is composed by one stroke σa 
only and the user has not performed deleting actions.  Considering spatial and 
temporal discontinuity, three generalized strokes σ'1, σ'2 and σ'3 are produced by the 
cross point (Fig. 1b). Three different interpretations are possible for Fig. 1a: the 
first one consists of one polygon and two polylines (Fig. 1c), the second consists of 
one polygon and one polyline (Fig. 1d) and, finally, the third is given by one 
polyline only (Fig. 1e). 
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Fig. 1. Ambiguity due to crosses in a stroke 

2.2   Ambiguities Due to the Over-Tracing of Different Strokes 

Unlike the previous case, which involves one stroke only, this section introduces a 
further class of ambiguities that appear when the user over-traces two or more than 
two different strokes. When the user traces a sequence of pixels over a different one, 
spatially contiguous pixels can present a temporal discontinuity. Fig. 2 shows two 
over-traced strokes in order to explain this kind of ambiguities. The user has not 
performed deleting actions. 

 

 
Fig. 2. Ambiguity due to Over-tracing of sequences of pixels belonging to two different strokes 

In particular Fig. 2a shows the two strokes according to a temporal point of view. 
The temporal range of values 1-8 characterizes the stroke σf. The second stroke σg 

(Fig. 2a) over-traces the stroke σf and the temporal range of values 11-16 
characterizes it. For simplicity sake spatial overlapping is not represented in Fig. 2a. 
The same pixels are related to the temporal range of values 2 - 7 and to the temporal 
range of values 11 - 16. Pixels with temporal values equal to 1 and 11 are spatially 
contiguous but they present a temporal discontinuity. A similar situation can be 
observed for pixels with temporal values equal to 16 and 8. According to spatial and 
temporal discontinuity four generalized strokes σ'1, σ'2, σ'3 and  σ'4 are considered in 
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Fig. 2b. Several interpretations of the four generalized strokes can be given such as, 
for example, two different over-traced strokes (Fig. 2c) or one stroke only (Fig. 2d). 

2.3   Ambiguities Due to the Intersection of Two Polygons 

Another class of ambiguities is produced by the intersection of two strokes. Let us 
draw two strokes σb and σc in sequence according with Fig. 3a and, let us suppose the 
user has not performed deleting actions. According to the spatial and temporal 
discontinuity four generalized strokes σ'1, σ'2, σ'3 and σ'4 can be considered (Fig. 3b).  
The sketch of Fig. 3a could have a set of different interpretations. For brevity sake 
only four of them are showed in (Fig. 3c). They identify: i) three different polygons 
A, B, and C ii) two overlapped polygons (Fig. 3d) iii) two polygons and one polyline 
(Fig. 3e) and iv) two polygons and one polyline (Fig. 3f). 

 

 

Fig. 3. Ambiguity due to the  A and B polygons intersection 

2.4   Ambiguities Due to the Inaccuracy of the User’s Tracing 

A further class of ambiguities can be given by inaccuracy of the user’s tracing. This 
inaccuracy can produce more than one interpretation due to the gap between user’s 
intention and how he/she is able to convey it. 

The following sections show two different kinds of ambiguities due to inaccuracy: 
i) ambiguities due to the missing closure of a polygon, ii) ambiguities due to the 
generation of undesired polygons and polylines. 

2.4.1   Ambiguities Due to the Missing Closure of a Polygon 
A first class of ambiguities is observed when inaccuracy of the free-hand tracing can 
be interpreted either as a polyline or a non-closed polygon. Let us draw a stroke σd 
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according to Fig. 4a and, let us suppose the user has not performed deleting actions. 
Therefore, according to spatial and temporal discontinuity one generalized stroke σ1 

can be considered and it is the same of the σd.  The sketch of Fig. 4a could have two 
different interpretations: i) a polygon (Fig. 4b), and ii) a polyline (Fig. 4c). 

 

 

Fig. 4. Ambiguity due to the 
missing closure of a polygon 

Fig. 5. Ambiguity due to the generation of an undesired 
polygon 

2.4.2   Ambiguities Due to the Generation of Undesired Polygons and Polylines 
A different class of ambiguities is observed when inaccuracy produces undesired 
polygons. Let us consider two strokes σd and σe that represent the sketch. Let us 
suppose the second stroke produces a small third polygon due to inaccuracy in the 
user drawing and also in this case the user has not performed deleting actions  
(Fig. 5a). Five generalized strokes σ'1, σ'2, σ'3, σ'4 and σ'5 are considered (Fig. 5b) 
according to spatial and temporal discontinuity. The sketch of Fig. 5a could have 
three different interpretations: i) three different polygons A, B, and C (Fig. 5c) ii) two 
polygons (Fig. 5d) iii) one polygon and one polyline (Fig. 5e). 

In this case the most probably correct interpretation is shown in Fig. 5d, which 
considers two different polygons (A and B). However, the users could really desire to 
draw a small polygon in correspondence to the boundary of A and B. Similarly the 
inaccuracy can produce undesired small polylines that are not distinguishable by 
really desired small polygons.   

2.5   Ambiguities Due to the Deleting and Re-tracing Actions 

A new class of ambiguities is produced by deleting and re-drawing parts of a sketch. 
For example, given two different polygons, that are obtained by drawing two different 
strokes σh and σk, let us suppose the common boundary between them has been 
deleted and successively one or more than one stroke is drawn as a new boundary 
between the two polygons (Fig. 6a).  



 Solving Ambiguities for Sketch-Based Interaction in Mobile Environments 909 

 

Fig. 6. Ambiguity produced by the deleting and re-tracing actions 

Five generalized strokes σ'1, σ'2, σ'3, σ'4 and σ'5 are produced according to spatial 
and temporal discontinuity (Fig. 6b) consequently to the deleting action. Fig. 6a 
shows two polygons that have common boundary pixels between them. The common 
boundary can be deleted and new pixels are redrawn (Fig. 6b). The boundary of A’ is 
intercepted by σ'1 and σ'2. The boundary of B’ is composed by σ'2, σ'3, σ'4 and 
σ'5. The most used interpretation considers the two different polygons A’ and B’ (Fig. 
6c). Other possible interpretations consider respectively a polygon and a polyline 
(Fig. 6d), or three polylines (Fig. 6e). Previously cited ambiguities can be generalized 
considering one or more than one polylines intercepting a polygon. They have at least 
one or more intersection points and one set of points that are neither internal points 
nor boundary points of the polygon. 

3   Solution of Ambiguity 

In this section three classes of methods for solving ambiguities are proposed. They 
are: i) prevention methods of ambiguities, ii) a-posteriori resolution methods, iii) 
approximation resolution methods. Below these methods and their main features are 
described focusing on their possibility of solving the previous classes of ambiguities. 
Table 1 provides a synthetic view of the different classes of ambiguities and their 
resolution methods, detailed in the following sections. 

3.1   Prevention Methods of Ambiguities 

The main method to prevent ambiguities is the procedural one. This method imposes 
to the user to respect a pre-defined interaction behaviour. This method is usually 
adopted in the Command User Interfaces, but it can be used in the Sketch-based 
Interfaces too.  

In this case it can prevent several classes of ambiguities such as:  ambiguities due 
to crosses in a stroke, ambiguities due to the intersection of two polygons, ambiguities 
due to the over-tracing of different strokes. Let us suppose, for example, that system 
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Table 1. Ambiguities and their solution methods 

   Ambiguities 

Inaccuracy  

Methods 
Crosses 

in a 
stroke 

Over-tracing 
of different 

strokes 

Missing 
closure of 
a polygon 

Generation 
of 

undesired 
polygons 

and 
polylines 

Intersection 
of two 

polygons 

Deleting 
and 

retracing 
actions 

Prevention 
methods of 
ambiguities 

Procedural method x x     x   

Modality x x x x x x 

Repetition Granularity 
of Repair 

    x x     

Choice x x x x x x 

A-posteriori 
resolution 
methods 

Choice/Beautification   x x   

Thresholding   x x   

Historical Statistics  x x x   

Approximation 
resolution 
methods 

Rules x x x x x x 
 

 

 
Fig. 7. Ambiguity solved by prevention method 

imposes to the user the constraint to associate one and only one object to each stroke, 
where an object is a polyline or a polygon.  According to this constraint the previous 
ambiguities can be solved in the following way: i) the sketch’s ambiguity due to 
crosses in a stroke of Fig. 7a  can be interpreted as the polyline shown in Fig. 7a1, ii) 
the ambiguity due to the over-tracing of different strokes of Fig. 7b can be interpreted 
as the Fig. 7b1 that represents two over-traced strokes, iii) the ambiguity of the Fig. 7c 
due to the intersection of two polygons can be interpreted as Fig. 7c1 that represents 
two overlapped polygons. 



 Solving Ambiguities for Sketch-Based Interaction in Mobile Environments 911 

3.2   A-Posteriori Resolution Methods of Ambiguities 

The main method for the a-posteriori resolution of ambiguities is the mediation [9]. It 
consists of two sub-methods: repetition and choice. In repetition the user repeats an 
action until the system is able to interpret it correctly. In the choice method the system 
returns to the user the candidate set of interpretations and the user can select the more 
correct one. 

Repetition can be divided in two sub-methods [9]: i) Modality method, ii) 
Granularity of Repair method. The first one focuses on the modality used in the 
repetition. It can involve one or more modalities. Involving more than one modality to 
solve ambiguities is more effective than the repetition by the same modality, because 
the user frequently replies the same errors and ambiguities when he/she uses the same 
modality. The need to solve ambiguities can imply the user has to add useful 
information for the disambiguation process. This information can be complementary, 
redundant or concurrent and it can be provided using different modalities. These 
different modalities can interact according to six basic types of cooperation [10] 
(Table 2).  

Table 2. Types of cooperation between modalities 

Types of 
cooperation between 

modalities 
Description 

Complementarity different chunks of information composing the same command are 
transmitted over more than one mode 

Equivalence a chunk of information may be transmitted using more than one mode 
Redundancy the same chunk of information is transmitted using more than one mode 

Transfer a chunk of information produced by one mode is analysed by another mode 
Concurrency independent chunks of information are transmitted using different 

modalities and overlap in time 
Specialization a specific chunk of information is always transmitted using the same mode 

 
When repetition combines different modalities redundancy is mainly used to 

solve ambiguities. When modalities are redundant, the system integrates the same 
chunk of information that is transmitted using more than one mode. This 
information can be jointly used to solve all the ambiguities introduced in the second 
section and an example of redundancy is provided in the following. Let us consider 
ambiguities due to the missing closure of a polygon (see Fig. 8a). In order to solve 
this kind of ambiguities, system could allow user to repeat the same input using a 
different modality, for example voice. Once user ends his/her drawing, he/she can 
say the word “polygon”. This information allows to the system to interpret the 
sketch as a polygon (Fig. 8a1). Similarly to the previous case, ambiguities due to 
crosses in a stroke, ambiguities due to intersection of two polygons, ambiguities due 
to the generation of undesired polygons and polylines and, finally, ambiguities due 
to the over-tracing of different strokes can be solved using the repetition by another 
modality. Combining sketch based and speech-based interaction can be particularly 
useful on Mobile devices according to the interaction needs arising in the different 
contexts. 
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Fig. 8. Ambiguity solved by repetition 
method using modalities 

Fig. 9. Ambiguity solved by repetition method using 
Granularity of Repair 

 
 
 
 

 
 

The second sub-method of repetition, the granularity of repair method, is described 
below. It can be used to solve ambiguities due to the inaccuracy of the user’s tracing.  
It focuses on correction of a component part of the sketched object. If, for example, 
the user is drawing a rectangle and he/she does not close the shape (Fig. 9a) and the 
system cannot provide any interpretation, then the user partially has to repeat his/her 
drawing completing the drawing of the boundary of the rectangle (Fig. 9a1). In an 
analogue manner the inaccuracy of the user’s tracing can produce undesired polygons 
and polylines (Fig. 9b). The user has to partially repeat his/her action deleting the 
undesired polygons or polylines (Fig. 9b1).  

The second method for the a-posteriori resolution of ambiguities is the choice. This 
method consists of a dialogue with the user that enables the system to identify the 
correct interpretation of each ambiguity. The system shows the candidate 
interpretations to the user, which can choose the best one according to his/her 
intention. This method provides a feedback according to the user’s behaviours and 
preferences and it can be used to solve all the ambiguities introduced in the second 
section. For example, let us consider ambiguities due to the deleting and re-tracing 
actions where the user deletes and redraws the common boundary between two 
polygons (Fig. 10). In this case the system proposes to the user three different 
interpretation: i) two different polygons A’ and B’ (Fig. 10a1); ii) a polygon and a 
polyline (Fig. 10a2); iii) three polylines (Fig. 10a3). The user can choose the best 
interpretation among the three previously shown cases. In sketch-based interaction 
using the choice method the system often proposes the beautification approach. This 
method can solve ambiguities due to the inaccuracy of the user’s tracing, because it 
beautifies the user’s tracing and shows all the possible beautified interpretations. For 
example, if the user draws a rectangle and he/she does not close the shape (Fig. 11 a), 
the system can provide to the user two interpretations: i) a beautified rectangle (Fig. 
11a1), ii) a beautified polyline (Fig. 11a2). Finally the user can select one of these two 
interpretations according to his/her intention. A second example is given by the 
inaccuracy of the user’s tracing that produces undesired polygons and/or polylines 
(Fig. 11b). The system beautifies the sketch deleting the small undesired polyline.  
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Fig. 10. Ambiguity solved by choice method Fig. 11. Ambiguity solved by beatification 

method          

Then the system presents to the user two interpretations: i) two polygons (Fig. 11b1) 
or ii) a polygon and a polyline (Fig. 11b2). The user selects one of these 
interpretations. 

3.3   Approximation Resolution Methods 

Ambiguities due to inaccuracy in the Human Computer Interaction behaviour can be 
differently solved using approximation resolution methods of ambiguities such as: i) 
Thresholding, ii) Historical Statistics, iii) Rules. The approximation resolution 
methods of ambiguity do not require any user disambiguation process. 

Below the different approximation resolution methods are detailed showing their 
main features and giving some examples of ambiguities that can be solved. 

The first method is the Thresholding [11]. It can be used to solve the ambiguities 
due to the inaccuracy of the user’s tracing. In particular the probability of correctness 
of the user’s input can be expressed using a probability, which can be compared to a 
threshold. In fact, a recogniser can return a confidence score measuring the 
probability that a user’s input has been correctly recognized. If this confidence 
measure is below some pre-defined threshold the system rejects the interpretation. 

For example, dealing with ambiguities due to the missing closure of a polygon 
(Fig. 12a), the method intercepts the missing closure as an inaccuracy and interprets 
the sketch as a polygon (Fig. 12a1). A second example is given by the inaccuracy of 
the user’s tracing that produces undesired polygons and/or polylines (Fig. 12b). The 
system deletes the small undesired polyline and presents to the user two 
interpretations: i) a polygon and a polyline, and ii) two polygons (Fig. 12b1), in Fig. 
12 only the last interpretation is shown. 

The method of Historical Statistics can be used if the confidence score is not 
available or they can be wrong, probabilities can be generated by performing a 
statistical analysis of historical data about ambiguities. Usually historical statistics 
may provide a default probability of correctness for a given interpretation when a 
recogniser does not. This approach may use a confusion matrix, which is the matrix  
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Fig. 12. Ambiguity solved by Thresholding and His-
torical statistics 

Fig. 13. An ambiguity solved by Rules 
 
 

 

whose values give the estimation of the number of times that the recogniser confused 
the Visual Symbol. That is, if thresholding cannot disambiguate the freehand 
sketches, historical statistic data about correctly interpreted ambiguities can be used. 

The Rule method is usually preferred when the interpretation process requires to 
take into account the contextual information. Freehand sketches are complex to 
recognize. They are often ambiguous to be interpreted without contextual 
information. Sometime the management of the ambiguities can require the use of the 
context, because thresholding and/or statistical approaches cannot be sufficient for the 
ambiguity solution. An example of use of rules is in [12]; it is used in speech-based 
interaction. Rules can be used to solve all classes of ambiguities introduced in the 
second section. As an example let us consider the ambiguity due to the deleting and 
re-tracing action (Fig. 13a). A rule could establish that if the deleted and re-traced 
pixels belong to the common boundary between two potential polygons then the 
system has to interpret the sketch as two polygons (Fig. 13a1). 

4   Conclusions  

The diffusion of mobile devices for the different human and social activities is mainly 
due to the fact that they make communication intuitive and spontaneous. This can 
produce ambiguities in the interaction process and the need to manage and to solve 
them. 

This paper proposes a classification of ambiguities in human computer interaction 
using a free-hand drawing approach. In particular five classes of ambiguities are 
considered: i) ambiguities due to crosses in a stroke; ii) ambiguities due to the over-
tracing of different strokes; iii) ambiguities due to the intersection of two polygons; 
iv) ambiguities due to the inaccuracy of the user’s tracing;  v) ambiguities due to the 
deleting and retracing actions. Several classes of methods to solve these ambiguities 
are proposed too. They are: i) prevention methods of ambiguities, ii) a-posteriori 
resolution methods, iii) approximation resolution methods. These methods can use 
one or more than one modality. A taxonomy between the proposed classes of 



 Solving Ambiguities for Sketch-Based Interaction in Mobile Environments 915 

ambiguities and the classes of solution methods is given. Ambiguities and solution 
methods involving different cooperation approaches between modalities will be 
discussed in future works. 
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Abstract. We discuss an approach for modeling human activities in
complex real environments, considering the delivery of services as a func-
tion of the semantic features of the environment and of the interaction
between the users and their social networks. We propose an architecture
supporting such a model, and discuss a case study about cooperative
learning in a cultural heritage site.

1 Introduction

The execution of complex activities in wide and diversely structured environ-
ments is well supported by systems aware of the user and environment context,
able to change their behavior to best fit the specific situation. Context aware
adaptive systems are becoming common, and standards for describing the con-
text are being consolidated [1,2,3]. Such systems are modeled according to two
main paradigms: (1) systems that adapt the behavior of an application, designed
to be adaptable, to a set of parameters that define the specific context [4,5]; and
(2) systems that build an instance of an application by searching and integrating
services appropriate for the specific context [6,7]. A common aspect of the two
paradigms is the analysis of the “situation” and the choice of an appropriate set
of actions. The choice is driven by parameters bound to the user, the devices,
the network, the ambient, the location, the time, etc..

This paper discusses an approach for modeling human activities in complex
real environments, considering the delivery of services as a function of the se-
mantic features of the environment and of the interaction among the users and
their social networks. The adaptation of services based on a set of independent
parameters may be insufficient for activities executed in complex environments,
composed of several tasks logically organized, extended in time and requiring
cooperation between the users. In such cases, context adaptation must rely on
the semantics of the whole application and of the ambients in which it is exe-
cuted. As an example, let’s examine the delivery of several types of information
about an urban area. Traditionally, adaptation could specialize the search and
presentation of information according to the user device, giving:

– on a conventional Internet access, full search capabilities with a multimedia
presentation of usually limited quality to accommodate also for poor network
performances;
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– on a location specific kiosk, restricted search capabilities constrained to the
ones relevant in the location, with full multimedia presentation since the
multimedia material can be locally stored;

– on a PDA, information abstraction and progressive disclosure on demand,
taking into account both the limitations of the device and the bandwidth
and costs of the wireless network;

– on a cellular phone, limited, guided search capabilities with short vocal or
text messages.

Shifting from context awareness to ambient awareness, services are delivered
not only as a function of local properties of the user and her/his environment,
but also according to the ambient general properties and role, i.e., according to
the ambient semantics. The example above could therefore be discussed with a
different perspective about the variants needed for an on-line information service.
Assuming that conventional Internet access to a Web server through a personal
browser can be tailored to the user context as discussed above, other ambients
may offer the same service in different ways:

– in a public place, such as a mall, a station, a square, only general info of
public interest is delivered through large displays and unattended kiosks;

– ambients characterized by a specialization of their functions deliver only in-
formation related to the function. For example, in a theatre atrium informa-
tion about the theatre program is displayed, while in a museum information
pertinent to the museum is given;

– in some ambients (e.g., a church) the specificity of the function and the mood
of the place can suggest to inhibit at all information delivery;

– finally, the modality of delivery, e.g., audio messages or video displays, can
also be bound to the average user attention in the ambient, for example by
delivering audio messages in a station and video messages in a mall.

An additional level of adaptation comes from the knowledge of the user so-
cial environment, which may extend the information available to the user and
his/her capability to perform a task, setting up a cooperation among the user
and his/her network of contacts. Considering the user social network improves
the set of available services, providing additional information by integrating the
communication in the user social network with the results of the local services.

2 Modeling Activities in Semantic Spaces

We make some assumptions, without entering into detailed specifications:

– the physical ambient in which user activities take place is part of an urban
environment, whose topological and geometric features are known, and can
be classified according to a suitable ontology [8];

– the users are primarily interested to navigating the ambient for discovering
(or receiving on explicit query) information, possibly in multimedia format,
through multimodal interaction;
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– the ambients in which users navigate have distinguished roles in terms of
purpose and social relations. For example, they can be public or private
ambients (e.g., a square vs. an apartment) according to some access control
policy, or can be connection or action spaces (e.g., in a museum, an aisle
vs. an exhibition room), according to the absence or presence of specific
activities other than movement.

– the user activities are not isolated, but are elements of a plan (which can
be completely defined or dynamically built) mixing activities and navigation
in the environment, and requiring the execution of a number of different
tasks [9];

– finally, the users themselves are not isolated, but immersed in a network
of social relations which allow (and may in some cases require) interaction
among the participants in order to execute the activities.

The semantic description of the environment, possibly mapped to its physical
description (e.g., through a corresponding 3D geometry) is necessary for present-
ing the users a multimodal description of the areas that compose the physical
environment, and of the appliances the user can interact with. Cues for moving
in the environment and interacting with it, given according to a hierarchy of
environment locations, are more effective if the user understands the relations
between the environment topology and the meaning of its components, such as
rooms, places, stairs, etc. [10,11].

The semantic description can also answers specific information needs: e.g., in
a cultural tourism application a user, during a guided tour, might be interested
in the architectural details of a building, or in the logical organization of the
work of arts contained in a suite of exhibition rooms.

Cooperation among users can be exploited in two ways: locally and remotely.
Local cooperation takes places in the environment and its surroundings. Several
users may be involved in the same activity, or can exchange mutual help to
improve a task execution. The network of social relations of a user in practice
extends its environment with parts of the environments of the cooperating users.

3 Applications, Activities and Services

Generally speaking, we can define an application as a set of cooperating services
executing tasks and exchanging data, providing computational and information
support to human activities in a coordinated plan of actions. We do not assume
any specific service architecture, such as Web services, but remain at an abstract
level. Services execute (sub-)tasks, receive and deliver information and objects,
process information content and presentation, etc. according to some plan. Ser-
vices may also be executed by humans: for example, an information delivery
service can be offered, in different contexts, by an automatic answering system,
an interactive kiosk or a human guide.

Different types of services are offered to users populating an ambient: field
services and local services are characterized by being, respectively, accessible in
a wide area, possibly by more users at the same time, or at a specific location,
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usually by one user at a time. Individual and social services are characterized by
being, respectively, executed by a single user or cooperatively by a set of users.

Field services. Field services are associated to a part of the ambient geometri-
cally defined as an area, e.g., a street, a square, a room. They are accessible, in
principle, from every location inside the area. They are not bound to physical
contact with the user, and do not perform transmission of concrete objects, such
as tickets, money and goods. Examples of field services are:

– information delivery services in the waiting room of a railway station through
large displays, visible from every room point;

– audio messaging services through loudspeakers unconditionally directed to
the public in the ambient;

– services delivered through wireless communication technologies such as Wi-
Fi of mobile telephony, possibly contextualised on the user location.

In general, the service dealer location and the user location inside the field is
not relevant for the service execution, even if different locations can affect the
quality and the performance of the service.

Local services. Local services are associated to an appliance of the environ-
ment, a physical or virtual artifact which contains the interface between the user
and the service. They are accessible only in proximity of the appliance, which
acts as the service dealer, may be bound to a physical contact between the user
and the appliance, and may exchange concrete objects, such as tickets, money,
goods. Examples of local services are:

– ticketing services delivering concrete tickets (as opposed to ticket reserva-
tion services), possibly as the final step of a sequence of reservation-issuing-
delivering services;

– ATM services, and in general services related to physical exchange of money
or goods;

– access control services, which are executed at specific site entrances;
– services based on proximity identification, such as Bluetooth or RFID based

services, active close to an object or a location.

Individual services. Individual services are activated by a user as part of an ap-
plication requiring neither cooperation nor sharing with other users. Local services
are often individual services, and the effect of their execution is usually limited to
the user that has executed the service. A typical example is an ATM service.

Social services. Social services are executed by a user in cooperation with other
users, which can be located locally or remotely. Cooperative services are often
field services, due to the need of sharing the service access from the different
places where the users are. They could also be executed as the result of a local
service, whose completion requires (as a subtask) the access to a wider commu-
nity, through remote communication tools. An example of social service is the
search for information needed to complete the execution of a task, which may
require the intervention of other users expert of the task.
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4 A Case Study: Cooperative Learning in a Cultural
Heritage Site

The following example illustrates how the integrated knowledge of an ambient,
services and social network can be used in the context of a cooperative learning
experience. The case study considered is that of a class of students visiting a
cultural heritage site for an on-the-field learning experience. Students are divided
into small groups and the task of each group is to compose an assignment related
to a specific topic, e.g., expressionist paintings. Each group is provided with a
mobile device as a support for completing the task.

The knowledge of the physical features of the ambient and of the information
associated to its components constitutes a first layer that can be used by an
implementation architecture for helping the students to find and reach specific
locations compliant with the goal of the initial task [11]. Once in the correct lo-
cation, the student can access information related to the surrounding artworks.
Group discussion is catalyzed by this information level and leads to the produc-
tion of a preliminary version of the assignment that is the result of the local
discussion (i.e., in the group).

Visiting a cultural heritage site implies the access to a set of resources that can
be available with limited spatial and temporal constraints, but also to resources
that can be conditioned by such limitations: for example, a pavilion with a
specialized installation could be accessed only by one person at a time, or a
video could be displayed in a room with a very small number of seats. In such
situations the knowledge of a network of services for mapping such resources,
monitoring and reserving them can be useful for optimizing the time available
to students for completing their task.

When the information associated to the environment has already been ex-
amined without giving the users a satisfactory level of knowledge, the access
to external networks, such as communities and even the web, can be useful to
identify additional local (e.g., another class of students or an expert currently
visiting the same exhibition) or remote (e.g., people whose profile is compliant
with the students needs and that are available for lending a hand) individuals
that could give additional help.

The knowledge of the environment, and in particular of the environment the
group of students are currently visiting, is used as an additional cue for finding
adequate support in the social network, informing the available remote human
resources about the context of the group, giving it a better support.

Such support is in fact an enhancement of the activities characterizing the
online discussion groups, where the participants usually have to explain not
only their problems, but also the context where they are; the context is a useful
information for the remote users trying to help them. For example, a remote
user knowing about the museum in which the group is working, could make
a precise suggestion, such as: “Look at room 5, next to your room, where art-
works produced by the masters of the Bauhaus art school are displayed. It could
be useful to compare them with the expressionist works you’re considering”, while
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of the environment

semantic description

of the services

semantic description

of the external network

full assignment

navigation ask info access limited resources ask additional info . . .

Fig. 1. Activity, ambient, service and network relations

a user unaware of the specific group context could only give a generic support
independent of the museum content.

5 Relating Activities to Ambients and to Social Networks

Figure 1 shows a scheme of the task the group has been assigned to and the
relations with the different semantic descriptions that are accessed in order to
reach the goal. The task has been split in several subtasks, shown in the figure,
that are required to complete the assignment. For the sake of simplicity Figure
1 describes a specific sequence of tasks and their relations with the semantic
descriptions. While the relations between a given subtask type and a specific
semantic description are fixed, the different subtasks can be iterated and can
be organized in different sequences, according to the interaction patterns deter-
mined by the users’ actions. Figure 1 evidences several relations:

– users moving around to find right places and artworks (navigation task)
take advantage of a semantic description of the environment while moving;
written or spoken hints are presented on the mobile device for guiding the
users to the relevant locations, such as “go straight for 3 meters, turn right
and reach the hall with a circle of columns in the center”;

– users searching for information about museum spaces and artworks (ask info
task) require also the access to the semantic description of the environment
and to the associated multimedia information, such as information associated
to the semantic object Alter Klang by Paul Klee, belonging to the class
artwork, or to the semantic space Early Expressionism Room belonging to
the class room, for receiving a first set of information that they can use for
their assignment;

– users activating the access limited resources task take advantage of the se-
mantic description of services; such knowledge is used by the users for ac-
cessing the services and exchanging information about their availability and
reservation (e.g., “reserve 4 seats for the projection about Franz Marc starting
at 10.00 a.m.”);
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Fig. 2. Communication between a user and the external network

– users executing the ask additional info task can take advantage of an external
network of resources in order to complete their task, using both multimedia
resources available on the web (such as search engines, on-line encyclopedias,
dictionaries, etc.) and human resources that are selected on the semantic
representation of the social network on the basis of the users’ profiles and
other parameters.

The access to the external network represents the most complex situation
and includes also the access to the semantic representation of the environment
for assisting the user. Figure 2 shows a sample of the communication protocol
between the different subjects in the external network. While the network is
usually accessed to get multimedia resources available on the web, the example
is focused on the social network that represents the human component of the
external help resources.

The access to the social network is triggered by a request for additional info,
initiated by the group of students through their mobile device. Such request
is received by a software agent, the external network manager, that seeks the
semantic description of the social network using as input the students’ profiles,
the keywords related to the topics requested by the students and the descrip-
tion of the environment the students are currently visiting. The environment
information is asked to another agent, the environment agent, that sends a
machine-readable description of the part of the environment the subjects are
currently visiting. Such information is processed by the environment agent on
the basis of the semantic description of the environment and on the specification
of the current location of the users, identified through their mobile device. Such
information represents an enhancement of the context associated to the students
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because it includes an explicit description of the environment context that may
have been omitted or only partially described in the students’ requests.

The external network manager matches all such information with the semantic
description of the social network, in order to find the potential helpers. Generally
speaking, such human resources have declared in their profile the permission to
be requested for help about certain topics by specific categories of users. They
are divided in local and remote users on the basis of their location in relation to
the location of the people requiring help. A different communication protocol is
activated according to the helpers’ location. The example of Figure 2 considers
the case of a remote user (a helper far from the students, who therefore can
only interact with them by sending information to their mobile device) who is
contacted by the external network agent to confirm his/her current availability.
The network manager, on the basis of a positive acknowledgement, notifies the
remote user profile to the students that may decide to start the dialogue. The
communication happens primarily between the group of students and the remote
user that may freely decide the contents and the duration.

A complementary support role is offered by the environment agent that can be
periodically queried (upon the students’ group permission) by the remote user
for sending updated information about the users’ environment. Such information
can be profitably used by the remote users for giving a better support, since the
knowledge of the part the museum the students they are currently visiting can
guide the group to interesting local resources.

6 An Architecture for Mobile Activities in Shared
Ambients

Figure 3 illustrates the functional architecture of a system supporting mobile
activities in shared ambients. Services are distributed in the environment as
local or field services. The same service can be executed in different ways under
different contexts. Also, different services can be available to users under different
contexts. Therefore, the visibility of services and their access is mediated by a
semantic description (service ontology), which manifests to the user only a set
of qualified services, i.e., services which can be properly executed in the user and
ambient context.

The ambient is described at two levels, both as a base geometry and at a
semantic level, obtained by filtering the base geometry through an ambient on-
tology which gives meanings and roles to the objects and places of the ambient,
defining also the relationships between places and objects [11]. Each place and
each ambient object can also be linked to a set of multimedia/multimodal infor-
mation (not shown in Figure 3 for simplicity), which is delivered by proper ser-
vices through the suitable and context compliant communication channel when
information services are required.

The semantic representation of the ambient is matched against the collection
of qualified services, providing the set of services and the related communication
channels that are compatible with the semantics of the ambient. The user receives
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Fig. 3. An architecture for mobile services in shared ambients

on his/her device information about the available services, depending on the
location, the semantic of the place, his/her own profile and history (collected by
sensors and interaction patterns) and the device itself. The user can then access
the available services.

The user can also access a network of external relations, where remote users
may be queried for support. Access is managed by the external network man-
ager that seeks the potential helpers in the user data repository, filled with data
coming from people that has accepted to publish them. The manager asks to the
potential helpers and to the user a confirmation of their availability for start-
ing a dialogue; on a positive acknowledgment, a direct communication channel
between the users is opened. Alternatively, if the helpers are close to the user
location, the manager may notify them of such situation for a direct contact. In
the case of remote communication, the channel opened by the external network
manager can be used by the helpers also for accessing the environment agent,
a software component embedded in the user device that knows information re-
lated to the environment, the qualified services and the user data (e.g. location).
As explained in Section 5, such information can be useful to remote helpers for
improving their assistance to the user.

7 Conclusions

In this paper we have proposed an approach to the design of mobile pervasive
services based on three key elements: (1) the semantic characterization of the
ambients where services can be accessed; (2) the semantic description of services
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matching the services available in the environment, active at a given moment,
with the constrains for their delivery according to different context parameters;
(3) the opening to an external network of information and remote users to im-
prove the number and quality of available services.

The semantic knowledge of the different ambient components is cooperatively
used to reach several goals: the knowledge of the environment and of the services
is used to give a first level of support to the user activities; the knowledge of
the user social network is used to find additional support; finally the knowledge
of the user ambient is shared to give to the components of the social network
additional cues for supporting the demanding user.

Our next step will be the design of a more integrated cooperation between the
available services and the social network, with the aim of adapting the services
according to the information provided by the user contacts. For example, user
preferences might be inferred from community profiles, and hints provided by
other users in blogs and forums might be used to select and adapt the more
suitable services.
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5. Villard, L., Roisin, C., Layäıda, N.: An XML-based multimedia document process-
ing model for content adaptation. In King, P., Munson, E.V., eds.: Digital
Documents: Systems and Principles. Volume 2023 of LNCS. Springer (2000)
104–119

6. Sycara, K., Paolucci, M., Ankolekar, A., Srinivasan, N.: Automated discovery,
interaction and composition of semantic web services. Journ. Web Sem. 1 (2003)
27–46

7. Vukovic, M., Robinson, P.: Adaptive, planning-based, web service composition for
context awareness. In: Proc. Int. Conf. on Pervasive Computing, Vienna, Austria
(2004)

8. Bille, W., Troyer, O.D., Kleinermann, F., Pellens, B., Romero, R.: Using ontologies
to build virtual worlds for the web. In: Proc. ICWI, IADIS International Conference
WWW/Internet, Madrid, Spain (2004) 683–690

9. Pittarello, F., Fogli, D.: Modelling complex user experiences in distributed inter-
action environments. In: Proc. DMS, 11th Int. Conf. on Distributed Multimedia
Systems, Banff,Canada (2005)

10. Mansouri, H.: Using Semantic Descriptions for Building and Querying Virtual
Environments. PhD thesis, Vrije Universiteit Brussel (2005)

11. Pittarello, F., Faveri, A.D.: A semantic description of 3D environments: a proposal
based on Web standards. In: Proc. Web3D 2006, Columbia, Maryland (2006) 85–95



R. Meersman, Z. Tari, P. Herrero et al. (Eds.): OTM Workshops 2006, LNCS 4277, pp. 926 – 934, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Cultural Interface Design: Global Colors Study 

Irina Kondratova and Ilia Goldfarb 

National Research Council Canada Institute for Information Technology  
46 Dineen Drive, Fredericton, NB, Canada E3B 9W4 

{Irina.Kondratova, Ilia.Goldfarb}@nrc-cnrc.gc.ca  

Abstract. This paper discusses the design of culturally appropriate web user 
interfaces in the age of globalization. A research study that focuses on 
identification and rating of visual web interface design elements that act as 
“cultural markers” is presented. Within this study, a web crawling technology 
collected data on verifiable, culture specific, web page design elements. In 
particular, data was collected on color usage for fifteen countries, based on the 
large number of country-specific websites. We found that there is a palette of 
certain colors that is predominantly used for website design in all countries studied. 
This palette was identified as an “international” color palette to distinguish it from 
country-specific color preferences, also found in our study. Based on these 
findings, international and country-specific color palettes, when incorporated in to 
a Web design tool, will allow designers to develop localized and international 
interface designs for global social networking and business applications. 

Keywords: Cultural interface design, localization, usability, color palette. 

1   Introduction 

Globalization affects most computer-mediated communication and, in particular, user 
interface design for the Internet, including e-business and social computing 
applications. In the new global economy, as noted by Barber and Badre [1]: “As a 
consequence of existing international WWW users and in anticipation of potential 
users, usability takes on an immediate and relevant cultural context”.  Nowadays 
users are increasingly accessing Internet applications for business, learning or 
pleasure using a variety of computing devices, including handheld devices, mobile 
phones, TV, and Internet appliances. Cultural interface design for pervasive 
computing is becoming an area of significant importance within the research area of 
human-computer interaction and visual interface design.  

The importance of cultural appeal in the age of pervasive computing is growing as 
computing devices are becoming an essential part of user’s every day life experience, 
being embedded in common objects and cultural surroundings. The need for 
culturally appropriate interface design for Web-based e-business and e-government 
applications is emphasized by many researchers [2], [3], [4], [5], [6], [7]. Specifically, 
it is noted that the “culturability” [1], a combination of culture and usability in Web 
design, directly impacts on the user’s perception of credibility and trustworthiness of 
websites [5], [8], [9]. A culturally sensitive e-commerce framework developed by 
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Sudweeks and Simoff [10] lists cultural appeal as one of the four important factors 
impacting on sustainability of e-commerce activity, along with economic appeal, 
usability and general attitude towards e-commerce; thus reflecting the importance of 
cultural factors in e-commerce applications.  

There is a growing body of evidence that supports the importance of culturally 
appropriate design for e-learning applications [11], [12], [13], [14], [15]. This is not 
surprising, considering the influence of user interface design on the usability, 
accessibility and acceptability of software. “Usability is the measure of the quality of 
user’s experience when interacting with a product or system” [16]. It includes factors 
such as ease of learning, efficiency of use, memorability, error frequency and 
severity, and subjective satisfaction. Thus, applying culturability design principles in 
the design process of e-learning materials is an important factor to consider.  

In order to identify cultural preferences in interface design, we are conducting an 
ongoing study that focuses on identification of culture-specific interface design elements 
for a number of countries. This study is described in the next sections of the paper. 

2   Cultural User Interface Study 

The study investigates the usage of specific cultural markers for Website design in a 
number of countries, in order to incorporate the results into a cultural interface design 
advisor tool. Detailed description of the study is presented elsewhere [17]. For the 
purpose of this study, cultural markers are defined as “interface design elements and 
features that are prevalent, and possibly preferred, within a particular cultural group” 
[18]. The visual cultural markers we are investigating in this study are colors, font 
usage, number of images, and layout of the webpage. 

This study is carried out via an automated “cultural audit” of a large number of 
websites from different countries. A Cultural Web Spider (Web crawler) tool, 
designed to extract information on culture specific Web page design elements 
(cultural markers) from the HTML and CSS code of websites for a particular country 
domain (eg: .ca for Canada, .fr for France, .jp for Japan, etc.) is used in the study [19].   

2.1   Cultural Web Spidering 

The Cultural Web Spider application (CWS) utilizes Google APIs Web services [19] 
to search for particular cultural markers on web pages of top ranked websites for a 
country domain. With the aid of Google Web APIs service, software developers can 
query more than 8 billion web pages in the Google index, directly from their own 
computer programs. In addition, Google API allows further restricting the search to 
country domain websites written in a particular language.  

In this way, we were able to limit the automated “cultural audit”, of top ranked 
country specific domain websites, to sites written in the country’s official language (e.g. 
Russian, for Russia, French for France, Portuguese for Brazil, etc.) thus assuring 
reliability of our cultural study results.  Language restriction also provides an 
opportunity to conduct separate audits for culture-specific websites in countries with 
several official languages in use, for example the cultural audit of top-ranked Canadian 
websites in Google index is conducted for French and English language web pages 
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separately. To investigate the appropriateness of our approach, and the functionality and 
usefulness of the cultural analysis tools we are developing, we conducted a pilot study 
focused on Web design color preferences for a number of countries. 

2.2   Pilot Color Study 

The color usage pilot study investigated design color use on the Web by studying a 
large number of county-specific websites for fifteen countries. The first stage of the 
study involved Web crawling and extraction of culture-specific information from 
HTML code by searching top-ranked (the most popular) pages in the Google index 
for a particular country and language.  

A Web Crawler search was conducted for fifteen countries including Australia, 
Brazil, Canada (French and English), China, Finland, France, Germany, India, Italy, 
Japan, Russia, Saudi Arabia, Spain, United Kingdom, and United States of America. 
The Web Crawler was configured to extract cultural information for approximately 
1000 domain names for a particular country. Search results were stored in the country 
database for subsequent analysis of country-specific cultural marker usage patterns. 

 

Fig. 1. CWS color visualization tool screenshot: Web page and table background colors for 
Japan 

2.3   Visualization Tool 

For the second stage of our study, the results collected by the Cultural Web Spider 
were statistically analyzed and visualized using a CWS visualization tool. This tool 
visualized the results of analysis on a particular cultural marker usage in different 
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countries. Figure 1 shows an example of visualization for search results on page and 
table background color for more than 900 top-ranked Japanese websites (.jp domain). 
The search was restricted to pages written in Japanese. We found that the CWS 
visualization tool made it easier to analyze HTML search results for color preferences 
and present a preferable colors palette (shown as colors in RBG format) for a 
particular country. 

3   Color Analyzers 

Web designers have at their disposal a palette of about 16.7 million colors of the 
HTML RGB color code to create their designs. After a testing period, we discovered 
that the main inconvenience of using CWS for color analysis was that the tool could 
not possibly show all the design colors used in a convenient and user friendly format. 
In order to have a meaningful presentation of a color palette, we had to limit color 
visualization to about 50 most frequently used colors and assign “other’ label to the 
rest of the visualized color data, thus loosing a significant portion of color usage 
information (Figure 1).  

To resolve this issue, a color calibration tool was developed that incorporated a 
proprietary color classification algorithm.  This tool allowed us to categorize all the 
colors discovered in our search into a manageable number of color categories 
corresponding to the user friendly “artistic” palette based on a well known “color 
wheel” palette.  

Our “artistic” palette of 51 colors included such intuitive and easy to understand 
color categories as white, black, dark blue, light blue, medium blue, shaded blue, light 
yellow, etc. The color calibration tool functionality also allowed us to modify color 
categories, if needed. By using the color calibration tool, we were able to analyze the 
results of the Cultural Web Spider more efficiently and visualize the results via an 
HTML Color Analyzer. The HTML Color Analyzer represented color information we 
collected as a pie chart color palette for a particular country. An example of results 
obtained by the HTML Color Analyzer for background color usage in Japan is 
presented in Figure 2. 

It is important to note that there are other limits imposed by the nature of the 
automated Web “harvesting” process. For example, it is difficult, if not impossible to 
automatically extract meaningful cultural information from some corporate localized 
websites [18]. To maintain corporate brand identity, corporate designers frequently 
keep the same colors and layout for all localized websites, with the only difference 
being images posted on these websites. In addition, for any website that has images 
and graphics as prominent design elements, image color information will be lost in  
the automated cultural analysis using an HTML analyzer, since image color 
information is not contained in the HTML code.  

Moreover, an HTML Color Analyzer counts instances of particular color usage in 
the HTML code.  The number of instances for a particular color does not necessarily 
present a true picture of color preferences, since in this case the area of color coverage 
is not taken into account. For example, multiple usage of a color “blue” as a cell 
background color in the table will result in an overall  higher count of “blue” color 
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Fig. 2. HTML Color Analyzer screenshot: Web page and table background colors for Japan 

 

Fig. 3. Image Color Analyzer screenshot: color palette for Japan 
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usage, than when the same “blue” color is used as a background color for the entire 
table (despite the fact that the resulting visual effect could be the same).  

In order for us to collect a wide range of evidence for better evidence tri-angulation, in 
our research data gathering efforts, we developed another application for color analysis – 
the Image Color Analyzer. This application enables capturing a “snapshot” image of the 
Web page under review and analyzing color information in this image. 

The tool permits us to precisely measure the relative coverage of different colors on 
the Web page of interest in percentage of the total Web page area.  Color Analyzer also 
allows for visualization of color usage and produces country-specific color usage charts, 
based on the color calibration scheme chosen. A color usage chart for a large number of 
Japanese websites (the same websites as in the HTML Color Analyzer study, Figure 2) 
produced by the Image Color Analyzer is presented in Figure 3. Similar charts were 
produced for all fifteen countries previously studied using an HTML analyzer.  

4   Analysis of Results 

In order to derive country-specific color palettes for all fifteen countries we studied, 
results obtained by utilizing both tools, the HTML Color Analyzer and the Image 
 

Table 1.  Color palettes for 15 countries studied 
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Table 1. (continued) 

 

Color Analyzer, were examined using the following approach. We chose the sixteen 
most commonly used colors for a particular country, based on results obtained by the 
Image Color Analyzer. Thus, based on analysis of “snapshots” of Web pages, we 
created country-specific color palettes. After this, we cross referenced these palettes 
with the results obtained by using the HTML analyzer. In this way we could eliminate 
colors that might be present in images on Web pages, but do not correspond to color 
preferences we identified though the HTML analyzer. This cross-referencing process 
also helped us to choose a country palette of colors with both, a high coverage area 
and a high number of usage instances, verifying country-specific color preferences 
obtained by using each of the tools separately. 

Results of our color usage analysis for fifteen countries are presented in Table 1. 
Interestingly enough, we found that the first ten colors on the list are commonly and 
preferentially used across all countries studied. These colors include white, black, 
different shades of grey, different shades of blue and a light yellow color. This color 
palette was named the “international colors palette”. We believe that colors from this 
palette could be used by designers to develop “international” user interfaces by 
choosing design colors that will be appropriate for a multitude of cultures. This 
approach would be applicable in designing Web-based e-learning applications for a 
broad audience of international learners. When localization is required, other, 
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country-specific colors could be added to the “international” palette to design an 
interface that will be attractive and culturally appropriate for the local audience. 

For the sake of clarity, in our preliminarily analysis we limited the number of 
colors we identified as preferable for a particular country. It is planned to expand the 
palette through further data analysis.  

It is important to note, that in our color study we used a proprietary calibration 
schema that allowed us to classify instances of individual RGB colors into broad color 
categories such as “dark green”, “light green”, etc. Thus, individual color categories 
we found to be preferable for a particular country could be further expanded into a 
variety of RGB design colors. For example, the “dark green” color category for Japan 
would include many individual instances of a certain RGB color usage (such as 
instances of #008000 and #006600 color usage we identified in our study for Japanese 
websites) providing an expanded color palette that offers more freedom of creative 
expression for designers, within the general framework of country-specific color 
palette. The country-specific color palettes could be expanded based on a comparison 
with culture-specific color palettes and preferable color combinations that are based 
on historical data [20], [21]. 

5   Conclusions 

Research shows that, in the global software development market, only careful 
consideration of local users’ needs will achieve long lasting success and client 
satisfaction with the cultural “look and feel” of the final product. This, in turn, 
impacts on the success of global e-business and e-learning enterprises.   

However, there is a lack of software tools that can assist Web developers in 
creating a first draft of a cultural user interface, for a particular locale, that is 
verifiably culturally appropriate. In view of this, we are currently working on 
developing a cultural “look and feel” prototyping tool that will be based on the results 
of our research study, that utilizes semi-automated search and analysis of cultural 
markers for a large number of websites for particular locales. This study will result in 
the databank of cultural information, including preferred color palette information, 
forming the basis of country-specific Web design elements for the cultural interface 
design prototyping tool.  

Our pilot study confirmed the feasibility of using software tools for quantitative 
and qualitative research on the cultural “look and feel” on the Internet. An additional 
outcome of this research study is that we developed a suite of tools that could be used 
by researchers for conducting ethnographic and cultural studies on the Internet and by 
marketing intelligence companies to identify cultural trends for advertising and 
marketing purposes. 
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Abstract. This paper proposes a holistic approach to enhance human 
knowledge in distributed and strictly linked contexts. Current semantic web 
technologies focus their attention only on the machine side of the interaction 
process. Our approach considers both the human and the machine working 
together to accomplish a task, stressing the importance of adapting data, tools 
and interactions to the different skills, contexts and tasks of the users. 
Multimodal interactive systems based on Semantic Web technologies support 
the sharing of knowledge among co-workers in different real networked 
environments. We present a scenario in the building sector, in which mobile 
systems are needed to reduce loosing of information on technical drawings from 
the building yard to the office. The paper presents a specification method and 
its link to semantic web technologies to satisfy the emerging requirements.  

Keywords: Multimodal interactive system (MIS), Semantic Web technologies, 
Human-Computer Interaction, Knowledge Sharing. 

1   Introduction 

Semantic web is progressively achieving the goal of becoming a universal medium 
for information exchange by giving meaning (semantics) to the content of documents 
on the Web in a manner understandable by machines [2]. This achievement, jointly 
with the development of mobile technologies, is the necessary condition to reach the 
overall goal of enabling human communication to share knowledge [12]. However, it 
is not sufficient because the overall goal requires that humans and not only machines 
access, understand and properly use knowledge wherever it is, in whichever format it 
has been recorded in the web and whichever device is available. One important reason 
of this insufficiency  is user diversity. Users are diverse because of different culture, 
skills, physical abilities or because they operate in different contexts and dispose of 
different tools. Hence different users represent knowledge about a same domain 
available in the semantic web in different ways, and use and update it according to 
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different strategies [4]. In particular, co-workers in different but networked 
environments, need to manage the same information in a way useful for the specific 
context in which they are operating. Semantic web technologies support the 
translation of data and metadata, which are in a form that can be easily processed by a 
digital machine, into a form which can be easily processed by a human belonging to a 
specific cultural (sub)community, and viceversa. This translation considers also the 
different interaction ways that the contexts of use and the available devices suggest 
(i.e., desktop PC with mouse and keyboard, PDA with stylus).  

This paper discusses an approach to system design aimed at overcoming the 
hurdles that arise in manipulating and using knowledge because of user diversity. 
Systems are specified as web documents, in which data and metadata define the tools 
for the management, enrichment, and recording of the specific knowledge. 

The paper describes the project COL (Cantiere OnLine) which is now starting with 
the definition of the detailed user requirements and the usability validation of the 
exploratory prototype of the first tools developed. These tools have been developed 
taking into account the preliminary consideration and specifications collected with all 
the stakeholders involved. 

The paper is organized as follows: section 2 outlines a view on collaboration in 
networked contexts through Multimodal Interactive Systems and, then, a real scenario  
in building sector is described. Section 3 specifies Multimodal Interactive Systems as 
web documents and virtual entities. Section 4 illustrates the architecture of BANCO, a 
MIS prototype. In section 5 we presented some related work and finally the 
conclusion in section 6.   

2   A View on Collaboration in Networked Real Contexts Through 
the Web 

We are developing multimodal interactive systems (MISs), which exploit semantic 
web technologies for enabling users to collaborate in networked real contexts through 
the web. Our MISs permit single users to have a tailored view of data and customized 
tools for managing these data: therefore users of different culture and skills can 
collaborate visualizing information according to their specific views of the problem at 
hand and to the available devices (mobile and desktop).   

2.1   BANCO, a Multimodal Interactive System Supporting User Collaboration 

BANCO (Browsing Adaptive Network for Changing user Operativity) [4] is a MIS 
which supports user collaboration allowing the exchange of documents and 
annotations on documents through the web. BANCO exploits the metaphor of the 
craftroom. In a BANCO environment, a user can find all and only the virtual tools 
s/he needs to perform a specific activity. A user can organize virtual workbenches by 
selecting data and virtual tools to perform a specific task. A virtual workbench 
materializes as multimedia documents the data to be operated, along with the tools 
necessary to work on them. These multimedia and multimodal documents as well as 
the tools are organized and represented according to the user’s habits and culture, the 
specific task and context in which the user operates. 
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Fig. 1. Each user accesses, sees and navigates web knowledge according to his/her culture, 
skills and physical abilities 

Figure 1 illustrates a generic scenario of collaboration through the web. User 1 
accesses his BANCO 1 through his/her browser. Programs and data to materialize 
BANCO and manage documents and annotations are stored in a distributed and 
shared archive. User 1 can interact with the documents s/he is interested in and add 
annotations on them by using tools that are tailored to his/her culture, skills, and 
current task. Finally, s/he can save documents and annotations into the archive. To 
complete his/her task, user 1 can ask user 2 for a consultation. To this end, user 2 
accesses his/her BANCO 2, tailored to his/her needs, and access documents and 
annotations modified by user 1. User 2 thus performs the required activity to reply to 
user 1 and saves the results into the shared archive. BANCO networked system 
exploits the idea of  wiki: it permits to users to ease write and editing collectively a 
multimodal and multimedia document. Differing from usual wiki, users can perform 
also graphical editing on documents such as drawings.  

In the following section we contextualize the generic scenario described above into 
a specific one, in which different stakeholders collaborate through the web 
exchanging information on the variations on the field (the building yard).  

2.2   A Scenario in the Building Sector 

In the building sector different players produce information which must be shared and 
updated. Some problems arise in managing and updating technical drawings and 
orders for the supplying stores. In the offices, documents are in electronic format, on 
the yard, they are paper based: technical paper-based drawings of a building, are often 
updated in the yard but about 70% of these updating are not reported to the office. To 
overcome this situation, mobile tools are required [5], to permit also to workers on the 
yard to manage electronic documents and to send back electronic updating to the 
office. A typical scenario (Figure 2), considers two main locations: the head office of 
the enterprise or the office of the storehouse, and the building yard. In the office an 
operator interacts with a data archive related to the building (technical drawings and 
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documents) through a desktop PC, which represents the data on a large-sized display. 
On the yard, the foreman operates with an interactive environment on a mobile device 
in which the same data related to the building are represented on a small display. Both 
the operator in office and on yard, report their activities by annotating the documents 
on the screen.  

Figure 2 illustrates the whole scenario, where electronic documents are technical 
drawings of buildings, temporary annotations and annotated technical drawings. The 
foreman loads on the mobile devices a reduced version of electronic documents s/he 
needs: i.e. the technical drawings of the floor of a building (step 1). In the yard, the 
foreman annotates building variations on these drawings through her/his PDA (step 
2). These drawings will be small-sized to allow taking the annotations and upload 
them via wireless connection or via wired connection to a desktop PC (step 3). In both 
cases, the annotations are sent to and stored into a temporary archive. We are now 
designing a subsystem for specific semantic management of the annotations. The last 
step of the scenario concerns an operator on a desktop PC in the office which 
evaluates the recorded annotation and updates the original electronic documents 
accordingly; s/he therefore saves the final electronic documents in an archive of the 
annotated documents (step 4).  

 

Fig. 2.  The building sector scenario 
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Fig. 3. Interaction sequence of the user activity 

Figure 3 described the sequence of activities the foreman performs on her/his 
BANCO on a PDA to annotate the drawing s/he is interested in. At time t1, the 
foreman accesses the archive on her/his PDA and selects with the stylus the map of 
the room s/he is interested in (image i(t1)). The system reacts by presenting the map of 
ROOM 1 (“STANZA 1”) on the virtual workbench (i(t2)). Selecting A button, 
foreman activates the annotation tools. A transparent layer is loaded over the room 
and an annotation toolbar is displayed on the bottom of the workbench: therefore, the 
foreman can write an annotation selecting the first button on the left on the toolbar or 
draw a line on the map selecting the tool for hand drawing (the second button on the 
toolbar). Then s/he clicks on the identified area to associate an annotation with it. The 
workshop reacts by showing a visual link (the pencil icon) on the identified area and 
allowing the user to add annotations (i(t3)). Finally, the foreman saves the annotation 
in a local data repository if a wireless connection is not available, or in the data 
repository shared with workers in the office. If wireless connection is not available, 
the annotation will be later downloaded in the data repository accessible by the 
operator in the office.  

The operator in the office operates on an annotated digital sketch by opening 
her/his BANCO system and by selecting the map annotated by the foreman from the 
menu on the right. The system reacts displaying the map on the screen (Figure 4). In 
the BANCO system for office the voice modality is enabled (“voice enabled” button 
on the bottom in the right side): this modality tell the user how many annotations are 
on the map and, when the user click on the visual link, the annotation content is read. 
In this way, user in office can immediately know how many changes have been 
performed on the map. If s/he needs to see a single annotation, s/he have to select the 
visual link and  open the annotation manager. Through the voice modality, s/he can 
require to the system to read all the annotations without the need to select all the 
visual links: s/he can recognize and select the annotations s/he is interested in and 
update only the interested changes.  

In this step of the project development, we are fitting the implementation to the 
requirements of the users which are accustomed, on the yard to writing signs and 
notes, while in the office to adopt multimodal interactions. 
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Fig. 4. BANCO for the office operator  

2.3   Requirements for Improving Users Collaboration in Networked Real 
Environments Through the Semantic Web 

From the activity described in the scenario some requirements emerge to be satisfied by 
a MIS supporting users to collaborate in networked real environments through the web. 
The system must be interoperable: the users can have different devices (i.e., mobile or 
desktop PC) that can have different configurations (i.e. different operating systems or 
different browsers) to access the system. The system must also be platform independent; 
for this reason, we develop systems accessible by every browser (in the prototype, the 
only constraint is to use an SVG compliant browser). The system must guarantee 
adaptation to user needs and, in the example, to user contexts and devices. Adaptation 
determines, as a consequence, other requirements. First, a balancing of the client/server 
traffic is needed for supporting customization and tailoring of the system. Moreover, the 
set of digital signs (i.e., the icons visualized on the screen but also the speeched words) 
must be internationalized to permit the localization of the environment on the fly. 
Considering these requirements, we develop systems based on technologies which 
support portability and adaptation; furthermore, relevance will be given to the 
possibility to have source code and to modify and integrate it into the system.  

3   Specification of Multimodal Interactive Systems 

In this section, we introduce a specification method for MISs, which supports the 
satisfaction of the above mentioned requirements. The link between the specification 
method and the semantic web technologies is also discussed. 

A MIS is defined by a program P written in IMML (Interaction Multimodal 
Markup Language), an XML-compliant language.  IMML is a markup language 
designed to specify MISs as virtual entities. A virtual entity (ve) is a virtual dynamic 
open and possibly non-stationary system. It is virtual in that it exists only as the 
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results of the interpretation of the program P by a computer; dynamic in that its 
behavior evolves in time; open in that its evolution depends on its interaction with the 
environment; non-stationary in that it changes its structure in time evolving due to the 
interaction with the user [4]. Examples of virtual entities in BANCO are 
workbenches, toolbars, menus, menu items, buttons, areas including user-defined 
areas such as those ones identified through the hand drawing tool. 

A virtual entity can be specified from two different points of view: 

• as virtual dynamic open and possibly non-stationary system; 
• as a set of documents in the semantic web. 

In the following, we will discuss these two kinds of specification. The first is aimed at 
clarifying the dynamics of the interaction, the kinds of admissible evolutions of the 
system, and how inputs are articulated and outputs are perceived with respect to users 
acting in a precise environment. The second is aimed at developing a computer 
program that implements the system. The mapping between the two specifications is 
outlined in subsection 3.2 and in section 4. 

3.2   Specification of a Virtual Entity as a Set of Documents in the Semantic Web 

A virtual entity is generated and maintained active by a program P. In our approach, 
such program is specified within the semantic web as a set of XML-compliant 
documents. In particular, a ve is specified by the following documents: 

1. A document that specifies the initial content and organization of the ve. By 
“content” of a ve we mean the list of activities associated with the ve. If the 
ve is an atomic ve, then by “organization” we just mean the description of 
the ve type (e.g. button, button panel, area, etc.). Whenever the ve is 
composed by other ves, by “organization” we also mean the relations 
existing among the component ves and between the ve and its component 
ves. 

2. A set of documents that specify the initial physical manifestation of the ve. 
3. A set of documents that specify the dynamics of the ve as reactions to input 

events. These documents include the interaction managing functions 
associated with the ve. 

4. A document that specifies how to create (a) the initial state of the ve and (b) 
how to materialize the ve state changes. This document includes the 
instantiation functions associated with the ve. These functions operate 
having as inputs the documents (1) and (2) to create the initial state of the 
ve. The results computed by the interaction managing functions are also 
taken as inputs by the instantiation functions to create non-initial ve states. 

3.3   Multimodal Interactive Systems and BANCO as Virtual Entities 

In general, a Multimodal Interactive System is itself a virtual entity. A MIS is a 
composed ve (let us call it veMIS), a system of ves that communicate one another and 
with the user. These ves, which are sub-systems of the MIS, can be in turn 
decomposed into subsystems – their components ves. The set of ves, which are 
subsystems of a VIS, are organized in a hierarchy, defined by a relation “subsystem 
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of”: a ve is a subsystem of another ve if MIS is a ve which is not a subsystem of any 
other ve, and ves exist which have no subsystems, the atomic ves. The MIS is 
generated by a program PMIS which is not a subprogram of any other program. The 
state of the whole interaction process is described by relating the state of PMIS at 
instant n with the current materialization (on the screen and by speech), defining a 
multimodal sentence, msn=<mn,dn,<intn,matn>>, where mn is the message 
materialized as image or voice, intn is a function which maps css in mn into elements 
of dn and matn maps elements of dn into css. When the state of the interaction process 
is ms1= <m1,d1,<int1,mat1>>, and the user generates activity a, the reaction of  veMIS 

will result into the creation of a new ms2, whose message m2 appears on the screen 
and whose d2 describes the new state of the program APMIS.. 

4   The Architecture of a BANCO Prototype 

In the current implementation, a BANCO prototype is specified by an IMML 
program, which is interpreted by an SVG and VoiceXML compliant browser, thus 
generating a complex virtual entity. SVG is an XML-based language and is the W3C 
Standard for Vector Graphics [11]. Actually, SVG is more than a language for vector 
graphics, because it also provides interaction features at pixel level. IMML programs 
use these features to manage the interaction between users and virtual entities as well 
as to link annotations to precise points in the documents. VoiceXML is the W3 
standard for the text-to-speech [10]: it is supported by means of the X+V technology 
[9]. Figure 5 illustrates the current implementation of an IMML program showing the 
XML-compliant documents that specify BANCO and their relations. 

Let us analyze these documents: 

• S&B X+V is the starter and bridge X+V: it is a X+V document specifying the 
documents to be interpreted by the VoiceXML-compliant browser to generate the 
vocal materialization of a particular  veMIS. .The S&B X+V contains a link to start 
the SVG starter; 

• SVG Starter is an SVG document specifying the documents to be interpreted by the 
SVG-compliant browser to generate the visual materialization of a particular  veMIS; 

• DocIMML is an IMML document specifying the static part of content and 
organization of the  veMIS initial state; 

• DbIMML is a set of IMML documents, each one specifying a type of virtual entity 
that can be instantiated during the interaction process to modify the state of  veMIS. 
each ve type is specified by an instance prototype following an approach similar 
to that proposed in [6]; 

• XML Customization Documents are documents in an XML-based language which 
specify the physical characteristics of the virtual entities composing the  veMIS : 
these characteristics are customized to the user skills, the contexts and the 
available device; 

• Template SVG is a set of SVG documents, each one describing the physical 
materialization of a type of virtual entity composing the  veMIS; 

• ECMAScript is a set of documents that (a) specify how to create the static part of  
veMIS and (b) specify the reactions of  veMIS to user actions. 
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Fig. 5. The architecture of a BANCO prototype 

5   Related Works 

The semantic web is generally considered an evolution of the web in which the 
information is enriched with semantic metadata that can be processed and reasoned 
about by machines [2]. However, in a variety of domains, the knowledge available on 
the web must be not only machine-understandable, but also human-understandable, in 
the sense that it must be perceived, interpreted and managed correctly by users. We 
consider semantic web as a two-fold sources of possibilities, but also of hurdles 
whenever machine and human are not considered in a holistic view: in the model of 
Human-Computer Interaction we adopt, the PCL (Pictorial Computing Laboratory) 
model [3], interaction processes are determined by a cognitive system (the human) 
and a computing system (the computer), which in turn form a unique system, that is 
called “syndetic system”, i.e. a system composed by binding sub-systems of a 
different nature.  

Many XML-based proposals have been published (TERESA [7], UsiXML [8], 
UIML[1]), which aim at separating an abstract description of the system interface 
from its concrete description. We consider a description of content and organization 
of the ve separated from the characteristics specific of a determined physical 
manifestation: IMML documents describe content and organization, while other 
documents (XML customization documents) specify the characteristics depending on 
user culture, skills and devices and templates determine the final materialization of 
the ve (in the proposed BANCO prototype, SVG for the visual materialization, 
VoiceXML for the vocal materialization). 

6   Conclusions 

A holistic approach is proposed which stresses the importance of the human side in 
the performance of human activities supported from virtual systems in networked real 
environments. The approach is bottom-up: it starts from the study of the user activity 
in the work context to derive the tools that can support and enhance the user 
capabilities in sharing and updating knowledge needed to perform their tasks. It also 
takes into account user diversity, due to different culture, skills, physical abilities, 
work context and available devices. The prototype here proposed is now under further 
development in cooperation with the users in the building sector. An authoring tool is 
also being developed for allowing HCI experts together with users representatives to 
specify their BANCO system. 
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Abstract. GPS-based applications have become very popular during
the last years, specially among drivers, who use them to find the best
way to their destination. However, their use is still far from taking ad-
vantage of the wide range of possibilities that GPS offers. The SIAPAS
application goes one step further by adding new functionality to the typ-
ical GPS-based map. SIAPAS runs on a PDA and it allows drivers to
find a parking space that suits their needs inside a parking lot. This pa-
per describes how the system has been designed and implemented, and
shows the results of some experiments that have been carried out to test
its utility and usability.

1 Introduction

Finding a parking space is a common challenge faced by millions of citizens every
day. Let’s imagine a driver who arrives to a shopping center looking for the
place to park his car. Let’s also imagine that the shopping center is on sale and
therefore it is bursting with people. If the user needs to buy something quickly,
something that he forgot the previous day when he did his weekly shopping, and
he is also in a hurry because he just quit from his job for a few minutes, he would
need extra help to find the best parking-position. The driver is not concerned
with the shopping center entrances that are far away from his current location,
rather he wants to choose one from several entrances near his current location
and, if possible, closer to the requested shop.

A location-based application could help to this user with this problem as
it would guide him depending on his current location. A crucial part of this
location-based application is locating users’ current location. Global Positioning
System (GPS) is a widely used technology for this purpose and it is constantly
being improved. With the advances in GPS and wireless communications tech-
nology and the growing popularity of mobile devices, such as PDA, the need for
location-based applications has gained significant attentions.

In the last few years some similar projects have been developed in many differ-
ent places with many different purposes. In fact, an overview of ad-hoc routing
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Fig. 1. Module-level system architecture

protocols that make forwarding decisions based on the geographical position of
a packet’s destination is presented in [1].

One of these projects is the one developed as a part of the digital campus
project at the University of California, NAPA (Nearest Available Parking lot
Application). This application, which finds an empty space from multiple park-
ing lots scattered around a campus or some area like a city or an airport, is
intended to reduce the bottleneck at the campus entrance, which is often a time
consuming process in itself [2]. Another one is PMNET, a multi-hop wireless
parking meter network that allows users to locate and navigate to an available
parking space by equipping existing parking meters with wireless radio frequency
(RF) transceivers and auxiliary hardware and software [3]. However, although
both projects are similar in intentions, SIAPAS goes one step forward as it offers
not just a location for the driver’s car, but the best one: closer to the closest
entrance of the shopping center.

In this paper, we will show how the system has been designed (Section 2) and
we will give a few details about the implementation (Section 3). Then, we will
describe how the system has been tested and evaluated (Section 4) and we will
end with the conclusions we have obtained (Section 5).

2 System Design

The SIAPAS system has been designed as a set of independent modules that
communicate with each other through the use of web services (see Fig. 1).

• M1 - Communications: this module keeps track of the state of the parking
spaces.

• M2 - GPS: it keeps track of the car’s current position, minimizing the GPS
position error.
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• M3 - Voice: speech-based driver’s assistance.
• M4 - GUI: it manages user interaction.
• M5 - Outside Parking Manager: this module controls the global parking

state.
• M6 - Inside Parking Manager: it keeps track of the parking state: parking

spaces, routes, entrance and the like.
• M7 - Configuration: it manages the GPS device configuration.

This division in modules is based not only on functionality reasons for each
device, but also in the global functionality. Thus, there may be parts of the same
module running in different devices.

2.1 M1-Communications

This module consists of two parts (a client and a server) that communicate with
each other through a WiFi network using SOAP.

The server side is based on an agent who is in charge of managing the clients’
petitions to block and release parking spaces, keeping the ontology that is used
to represent the parking state up to date. The clients can block the parking space
they want to use so that no other driver can use it. To avoid the parking spaces
being blocked without a car occupying them for too long, the agent is also in
charge of releasing the ones that have been blocked for more than a predefined
time (currently 30 minutes).

The client runs in the drivers’s PDA, and it starts working as soon as the
GPS detects that the car is inside the parking lot. It first requests the parking
state, and then it blocks the parking space to be used to park the car.

2.2 M2-GPS

This module is in charge of receiving data from the GPS system and preparing
them to be used by the rest of the SIAPAS application. It is structured as a
conventional compiler, with a component to read data and detect lexical errors,
another one to parse the sentences and a third one to obtain position and preci-
sion data and prepare them to be used by other parts of the application, usually
to update the state of close parking lots or to update the drivers’ position inside
the parking.

2.3 M3-Voice

The Voice module was originally part of the Inside Parking Manager, but it was
separated from it due to its complexity and different nature.

It has been divided in two submodules. The first one is in charge of analyzing
the route that the driver must follow and create a list of events where some
instruction must be told to the driver. These events include turning left and
right and parking. The second submodule is in charge of checking, every time a
GPS signal is received, whether the car is close to a mark where some instruction
must be given to the driver and activate the speech synthesizer.
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Fig. 2. Inside Parking Manager GUI

2.4 M4-GUI

This module provides a graphical user interface for three of the modules that
form the SIAPAS application: Inside and Outside Parking Managers and Con-
figuration.

For the Configuration Module, the GUI offers the possibility to change the
communication port with the GPS device, the communication speed and the
protocol to be used to communicate with the GPS.

The GUI of the Outside Parking Manager is the default screen that users see
when they are not in a parking that is controlled by SIAPAS. In this screen the
user can see which are the closest parkings, how far they are from the user and
in what direction.

As for the Inside Parking Manager, the necessary data to draw the parkings
are stored in an ontology in this module. These data are related to the parking
itself (lanes, entrances and exits and parking spaces) and to the vehicle’s position.
Fig. 2 shows the aspect of this GUI, where the user can typically see: the parking
lanes painted in brown; the parking spaces in green (free), red (occupied) or
maroon (blocked); the vehicle, as a white circle with an arrow point inside if it is
moving or a dot if it is stopped; and the route to the closest free parking space
painted with a grey line.

2.5 M5-Outside Parking Manager

This module is in charge of maintaining the ontology that stores the information
about the parkings that can work with the SIAPAS system. The ontology stores
the name, location and size of the parking, and it is used to infer where the
closest parking is or how to get there.
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Fig. 3. Inside Parking Manager Ontology Structure

The ontology is updated every time the driver is close to a parking that is
managed by the SIAPAS system. In addition, inferences are carried out after a
predefined time (currently, 3 seconds) when a GPS signal is received, so the cur-
rent distance or location of all parkings can be updated. The format to represent
latitude and longitude is dd.mmmmmm, using a WGS84 datum. The distance
is calculated using Vicenty’s formula [4].

2.6 M6-Inside Parking Manager

The Inside Parking Manager is in charge of controlling what happens inside a
parking, so it manages information about parking spaces, lanes and routes from
one place inside the parking to another. We have used an ontology to represent
this information, the structure of which can be seen in Fig. 3.

This module starts its execution when the car is close to a parking. It retrieves
all the information related to the state of the parking spaces and lanes inside
the parking, and it uses a slight variation of Dijkstra’s algorithm [5] to figure
out the most suitable parking space. Once it has been found, the Inside Parking
Manager checks periodically that the driver is following the right route. If this
is not the case, it calculates a new route to the parking space.

2.7 M7-Configuration

This module is in charge of managing information about the GPS hardware that
is used by the system. Currently, the information that is used is the communica-
tion port (COM1 to COM6), the port speed (from 2400 bauds to 115200 bauds)
and the communication protocol (only NMEA, for the moment).

When the application is launched, it reads the configuration file and tries to
establish a connection with the GPS hardware. If the configuration is wrong or
the PDA is using the chosen port for some other purpose, all the user will see is
a message saying that there is no GPS signal available. If the user changes the
configuration, the application will try to open the selected port. If it is successful,
it writes the new configuration data in the configuration file; otherwise, no changes
are made.
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3 Implementation

The client side of the SIAPAS system runs on a Pocket PC that uses Microsoft
Windows CE as Operating System. Among the different options that exist to
develop software for this platform, Microsoft Visual Studio .NET 2003 has been
chosen as the development environment, especially due to its good integration
with the execution environment.

There are several options to implement a sockets-based communication be-
tween the clients and the server. The C++ Sockets Library has been chosen
because it is object oriented and internally it makes use of POSIX libraries.

Finally, to develop the GUI there is the possibility to make use of the libraries
provided by the .NET Compact Framework, a reduced set of GDI (Graphics
Device Interface). Although this was the first choice, it soon became obvious
that the possibilities it offers are quite low. Therefore, after analyzing different
alternatives, OpenNETCF was chosen to substitute GDI, mainly because it is
quite similar to GDI and easy to use (although the performance is not as good
as, for example, that of GAPI).

4 Evaluation

One of the main objectives of this project is to develop an application that
can be used in a short period of time, so a lot of stress has been imposed over
the evaluation of SIAPAS to make sure it will be useful for the final user. The
evaluation method that has been used is described in [6], and it basically consists
of a theoretical validation, scenario validation and user validation.

4.1 Theoretical Validation

For the theoretical validation, the objective has been to test that the mathemat-
ical basis used in the application is accurate enough for the application to be
useful. Three different experiments have been run.

Experiment 1 - Distance accuracy. Both Vicenty’s formula and the Haver-
sine formula have been used to measure distance accuracy. Vicenty’s method
shows that, using a WGS84 datum, longitude and latitude precision should be
of 0.00005”.

We have tested the algorithms running 27 tests with different data. For two
points situated less than 100 meters far from each other, both methods showed
a difference in measure that ranged between 1 centimeter and 51 centimeters,
which can be considered a very good precision for this kind of application.

Experiment 2 - Closest entrance selection. The objective of this exper-
iment has been to determine whether Dijkstra’s algorithm always selects the
closest entrance to the building or not. Fig. 4 shows the elements of the experi-
ment, where the graph shows the parking structure, E1 and E2 are the different
entrances to the building and the X shows the position of the car.
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Fig. 4. Experiment 2 - Parking Structure

We have run 25 different tests, changing the position of the car, E1 and E2.
In all the tests, the distance of the route selected by the algorithm was slightly
shorter than the real distance travelled by the car, being the mean deviation of
5.02%.

Experiment 3 - Closest parking space selection. In this experiment, the
main objective is to test that the chosen parking space is the closest one to the
building and that it is the one that most people would choose. The structure
os the parking is the same as in the previous experiment (see Fig. 4), and the
location of the parking spaces can be seen in Fig. 5. Each one of the 25 tests that
have been run in this experiment is a continuation of the corresponding test run
for Experiment 2.

After running the tests, each of the solutions have been evaluated according
to what a user would think of it (this has been done by the same person who
ran the tests; the results of the user validation will be shown later in this paper).
The values used have been: totally disagree, slightly disagree, agree, quite agree,
totally agree. Then, a numerical value ranging from 1 to 5 has been given to
each of the options, and the resulting average was 4.65. This average shows that,
most of the times, we believe a human user would think he would have chosen
the same parking space.

4.2 Scenario Validation

In this validation, the objective has been to test that the SIAPAS application
offers a practical solution to the previous experiments. Fig. 6 shows the struc-
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Fig. 5. Experiment 3 - Parking Spaces Location

ture of the parking, where the stars mark the entrance to the building and the
rectangles show the parking spaces.

We have run 26 tests, changing the position of the car and the free parking
spaces, and the results have been evaluated the same way it was done in Exper-
iment 3. This time, the obtained average has been 4.58, which is quite close to
the previous result.

After running this test, we can see that the experimental results obtained
using SIAPAS are the ones expected after running the theoretical validation,
and the system has shown that most of the times it is able to find the most
suitable parking space for a driver. This point will be effectively evaluated in the
next validation.

4.3 User Validation

This validation has been carried out using the Performance Measure technique
[7]. Three groups of five people were made to be able to compare whether the
results depended a lot on the kind of user or not:

• Users between 21 and 26 years old with low skills using hardware and soft-
ware.

• Users between 24 and 25 years old with an average level experience using
PCs.
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Fig. 6. Parking Structure for the Scenario Validation

• Users between 21 and 28 years old with high skills using PCs, PDAs and
GPS applications.

Each user had to park his car twice, first without using SIAPAS and then
using it, and we measured the time it took since they got into the car till they
arrived walking to the building entrance. After that, the users had to fill in a
questionnaire about their opinion of the system.

In most cases, it took shorter to park using SIAPAS, although the differences
in time ranged between 6 and 112 seconds, being the average difference of 28
seconds.

The analysis of the results of the questionnaire showed that all the users
thought the system was easy to use, even the ones without experience, but they
also agreed in the need to provide a more user-friendly GUI, and specially in the
level of detail of the parking representation.

5 Conclusions

Finding a parking space is a common challenge faced by thousands of people
every day. Wireless ad-hoc networking technologies offer a new and efficient
means to simplify the parking process. In this paper we have described a GPS-
based application (SIAPAS) that allows a user to quickly locate and drive to an
available parking space.

Our solution is achieved by equipping drivers with a PDA to navigate in the
area. The results of the evaluation that has been carried out point out that the
system is accurate enough to be useful, which has been confirmed by the people
who have taken part in the experiments: in their opinion, the system is useful
and easy to use, although some improvements need to be made in the GUI for
the application to be a little more user-friendly.
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Abstract. In the past several years, the World Wide Web has experienced a 
new era, in which user communities are greatly involved and digital content 
explodes via the Internet. Community information systems have been 
highlighted with the emerging term “Social Software”. In this paper, we explore 
the impact of social software on the community of cultural heritage 
management. Furthermore, mobile and ubiquitous technologies have provided 
capabilities for more sophisticated approach to cultural heritage management. 
We analyze these features of mobile information systems for cultural 
communities. We also present a mobile community framework with mobile 
Web Services to enable professionals to collect, manage and retrieve cultural 
heritage information in wide user communities.  

Keywords: Social Software, Cultural heritage management, mobile Web 
Services, Web 2.0. 

1   Introduction 

At the very beginning of the 21st century, a lot of new technologies have emerged. 
Most of these terminologies always end with computing, such as distributed, public, 
grid, and social computing. Among them social computing, also known as social 
software, has been booming due to the simplicity, intuitions and the community base. 

Moreover, web technologies have been ready for the second boom after the 
downfall of the dot-com bubble between 1997 and 2001. Nowadays, a general travel 
planning scenario should not be alien for any one as an Internet user. Your flight or 
train tickets are printed at home, since you have booked the tickets online. You get the 
confirmation message on the cell phone. You surfed at Google earth to have a virtual 
tour previously and so on.   

Impacts of social software technologies have also outreached various communities 
such as the cultural communities for heritage management. However, the 
development is still at the beginning stage, initiated by cultural scientists. The quick 
dissemination in the cultural communities shows the essentials of social software, the 
sociality. However, the cultural communities have more professional requirements on 
social software. Thus, we aim at social software to support professionals to research, 
collaborate and communicate within cultural communities.   
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The rest of this paper is organized as follows. Section 2 pertains to the impact of 
social software especially on cultural heritage management.  In Section 3, mobile 
aspects are discussed. A mobile community framework for cultural heritage is 
proposed. The design and implementation of mobile Web Services which is an 
innovative technology for the proposed mobile community are introduced in Section 
4. Section 5 gives a summary of the paper and discusses the upcoming work.   

2   Cultural Heritage Management and Social Software 

Cultural heritage is a kind of public goods that includes artefacts and archaeological 
areas, monuments, group of buildings, single building and the other [24]. We 
generalize cultural heritage into movable items (artefacts) and geographic heritage 
(sightseeing). Movable items, also called artefacts, can be preserved and exhibited in 
museums. So they are generally museum objects.   

From the technical point of view, social software technologies are based on Web 
2.0. A widely accepted definition of Web 2.0 is an emerging collection of Internet-
based social services that provide online collaboration features such as RSS, blogs, 
wikis, and mashups [22]. 

2.1   The Impact of Social Software 

Lee Bryant has featured social software with smart, simple and social [3].  Web 2.0 -
based social software enables communities to collaborate and communicate via the 
Internet through smart idea and simple user interface, aiming at socialization.   

The collaboration of users in online communities ranges from different fields. In 
the scientific field, the SETI@home Project at the University of California, Berkeley 
[19] can be seen as the first attempt to involve wide user communities to perform a 
search for radio signals from extraterrestrial civilizations.  In the industrial field, 
Enterprise 2.0 has emerged [4, 21]. In this, the advocated measures are to move the 
responsibility of the content manage systems of the companies from administrators to 
employees’ weblogs. Such a bottom-up approach to content organization and delivery 
is being tested in a controlled experiment at Ernst & Young. 50 employees use Web 
2.0 technologies such as blogs and wiki to faster collaboration.  Correspondingly, e-
learning 2.0 refers to e-learning systems using Web 2.0.  

Moreover, in the field of personal information management, personal information 
and personal activities can find dominating innovative Web 2.0 based social software 
technologies. Among them are mercora for music, del.icio.us for bookmarks, flickr 
for images, YouTube for videos, writely for documents, Weblogs for diaries, Google 
Calendar for calendars, 43things for goals, skype for telephones, instant message for 
e-mails, meeting friends at MySpace etc. Certainly, there is still some legacy from 
dot-com era: the Amazon. The most significant feature is socializing by sharing.  But 
what is the impact of social software on cultural heritage management? 

2.2   The Impact of Social Software in Cultural Heritage Management 

The connection between the Web and the community of cultural heritage management 
is getting tight. The new applications of some social software or Web 2.0 have been 
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influencing the field of cultural heritage management. For instance, how to create and 
update an entry in Wikipedia is discussed in [13]. New terminology like Museum 2.0 
has emerged [2].  However, the discussion about the applications of Web 2.0 and 
social computing in museums is solely on how to observe these phenomena and how 
to use some technologies such as RFID, podcasting and folksonomy [6].  

The state-of-the-art research work of Web 2.0 in cultural communities is listed in 
Table 1. The Steve.museum Project employs social tagging for management of 
exponents in many museums worldwide. Storytelling has also been employed in 
several cultural heritage management projects [7]. Since this approach has been used 
for years, it is hard to evaluate the influence by Web 2.0. Above all, the collaboration 
feature shows the sociality of Web 2.0. Wide employment of media sharing ideas 
such as Flickr has not been discovered in cultural communities yet.  

Table 1.  Web 2.0 technologies in cultural communities  

Terms Web 2.0 Cultural communities 
Folksonomy, 
social tagging 

Flickr, delicious Steve.museum Project (The Metropolitan Museum of 
Art, Guggenheim Museum, Denver Art Museum, etc.) 

Wikis Wikipedia Semapedia, Placeopedia 
Storytelling -- Collaborative storytelling 

Media sharing Flickr, Zooomr -- 

The quick influence of social software on the cultural communities shows the 
sociality feature definitely. However, there are still rare cases of social software 
applications in cultural sites and monuments (sightseeing), such as Google Maps. On 
the one hand, sightseeing concerns with location information, so that the common 
information systems can not handle the geographic coordination information well. 
More complicated geographic information systems are required. On the other hand, 
mobile technologies may play an important role in providing some location-based 
services. Consequently, Mobile Social Software (MoSoSo) [9] is highly demanded by 
user communities. In our work we attempt to explore mobile social software for 
management of cultural sites and monuments within cultural communities.  

3   Cultural Community Goes Mobile with Standards 

Usability and sociability are two essential measurements to evaluate online 
communities [26], which are also key issues for mobile communities. The 
communities with mobile devices are much larger than the desktop communities.  

In this section we discuss the main two approaches. First, the professional cultural 
community is standardized with metadata. Second, cultural community goes mobile. 
With both approaches we attempt to define a mobile social software framework for a 
mobile community of cultural heritage management.  

3.1   Standardization with Metadata Standards 

Featured with smart and simple, social software is small in its component. However, 
it should be scalable in user communities of different scales. It should be able to work 
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with other social software, together accomplishing some complicated tasks. To that 
end, metadata for description, preservation and administration could play a major 
role. The wide adoption of RSS feeds by Web sites demonstrates metadata feeds 
items successfully. At the same time, RSS feeds can be easily syndicated, which 
proves the concepts of smart and simple of social software.    

Two categories of metadata are related to cultural heritage managements: metadata 
for digital preservation and metadata for cultural heritage. The state-of-the-art 
metadata standards for digital preservation are systematically surveyed in [8]. The 
standards are closely associated with some museum-, government- or library-based 
projects. A comprehensive overview of the related work in this area is reported 
monthly by the online D-Lib Magazine. Cultural heritage standards include standards 
for museum objects and location-based sightseeing. Examples of metadata standards 
are listed in Table 2.  

Table 2. Metadata standards in cultural communities 

Cultural heritage [17] Digital preservation  
(digital library) [8] Museum objects Cultural sites 
ISO OAIS model,  
MARC, RLG, Dublin Core 

CIDOC, Object ID, 
SPEKTRUM 

MIDAS, Core Data Index, 
Core Data Standard 

Many projects and initiatives in cultural communities have developed new 
standards or extended some existing standards. There are still no dominating metadata 
standards in cultural heritage management, after decades-long development. Unlike 
the quick propagation of the Web 2.0 and the social software wave, standardization is 
a very long tedious process.   

3.2   Mobile Communities 

Mobile devices have been widely used as digital guides in museums. Moreover, in 
[23] Headquarter, Mobile Camp and Operative Team build up a hierarchical network.  
Mobile devices are frequently employed in the level of Operative Team, which 
collects information on-site. Yet, mobility is still a new topic for cultural 
communities. The advantages of mobile devices will be increasingly advanced in the 
aspects of location awareness, one-handed operation, always on and universal alerting 
device [27]. 

In addition, recently the capabilities of the wireless devices like smart phones, 
PDAs are expanding quite fast. This is resulting in their quick adoption in domains 
like mobile banking, location based services, e-learning, social systems etc. 

With these developments, we foster the importance of mobile devices for the 
cultural communities, based on following reasons. Firstly, more users use cell phones 
than the Internet over desktops. Secondly, the Internet connection on site might be 
unavailable sometimes. The professionals can only make use of UMTS, GPRS and 
the other mobile networks. Thirdly, a distributed system is employed to make backup 
and replication easily. So the security of the system is enhanced.  Finally, usability 
should not be designed from the viewpoint of the system designers but of 
communities. User-friendly user interfaces are one of the key points [25].  
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3.3   Services for Mobile Cultural Heritage Communities 

After the discussion about the two approaches above, we aim at designing a mobile 
community for professionals, using metadata standards. The target groups are 
professional cultural communities who work on management of cultural sites and 
monuments. The experiences of developing a desktop-based community information 
system for cultural heritage management in Afghanistan are also useful [16].    

From the technological front, Service Oriented Architecture (SOA) [5] is the latest 
trend in distributed information systems engineering. Every piece of functionality 
delivered by any entity in a distributed system can be exposed as a service to the 
external systems. This concept has been employed in enterprise systems and business 
processing systems. Web 2.0 and social software are extensions to the SOA concept 
and can be seen as the first success story of SOA in wide-spread user communities.     

 

Fig. 1. Professional support for cultural communities through the mobile service framework 

The services that are to be provided in a cultural community can be defined as 
follows (cf. Figure 1). In order to support professionals in cultural heritage 
management efficiently and flexibly, some services are deployed onto servers, while 
some services are deployed onto mobile servers such as cell phones and PDAs. 

In case that the services need more computing and storage capacities, they can be 
realized with usual Web Service technologies [32] on work stations or servers. For 
example, a cultural Web site adaptation service needs to be defined to adapt usual 
cultural Web site for cell phones and PDAs according to the display capacities. 
Multimedia services are to be responsible for multimedia management, e.g. 
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multimedia search on site of historic buildings and other sightseeing. A community 
hosting service is used for user management including new users registration, log in 
and user profile management, and multimedia access right management (cf. [28]).   

The rest services based on cultural heritage or communities can be deployed on 
mobile servers. In the aspect of cultural heritages, there are mainly cultural 
information input services, cultural information search services, and metadata 
services. A cultural information input service provides professional users to input 
data with selected standards according to users’ wish. A cultural information search 
service enable users to search site descriptions in text. Since there are lots of standards 
in the field of cultural heritage management and most of the standards are based on 
texts, the file size of the application is not very big. A metadata service can be 
defined to do mappings among different standards. 

In the aspect of cultural communities, the defined services are location service, 
cultural event notification service, and community context adaptation learning 
service. A location service can be used to locate professionals at fieldwork. A cultural 
event notification service is to send alerts onto mobile devices to inform professionals 
about cultural events as well as the presence of the community members in the 
neighbourhoods. A community context adaptation learning service is deployed to 
deliver professionals learning stuff with regard to the community context. This use 
case is proposed in detail in [18]. An Image service is provided for picture upload. 

These services can be mainly accessed by the mobile devices. To realize these 
requirements, we employ an approach of mobile Web Services [29], which will be 
introduced systematically in the next section. With mobile Web Services the mobile 
devices can participate in service consumption as well as service delivery.  

3.4   Summary of Mobile Cultural Communities  

Summarily, the benefits to employ mobile Web Services are, on the one hand, the 
flexibility and that service provider and service consumer can be on the same devices. 
On the other hand, the deployment can be executed via mobile devices, if the mobile 
network is available. However, there are several potential problems and challenges. 
First, the instability exists. Services might be easily removed by the mobile device 
owner. Next, the capacity is still quite limited despite the rapid development of 
hardware. Last, it lacks a business model to control the charge of the services. 

Technical companies together with W3C have agreed on mobile Web rules lately, 
in order to solve the problems of low visits of mobile Web sites. Google has also just 
launched its mobile personalized site in Europe. Although all these measures provide 
some soft conditions, it is still hard to let user communities pay for mobile content 
services as willingly as for phone calls.      

However, our mobile community framework tries to employ new technologies to 
promote more mobile use cases. To support such mobile social software, mobile Web 
Services alone can not meet all requirements.  The framework using usual as well as 
mobile Web Services can make good use of the advantages of both services. Thus, 
such a piece of mobile social software can perform the tasks more efficiently and 
flexibly.   
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The following section explains the details of mobile Web Services and the 
realization details of social software services. The discussion has to get into some 
technical detail, but we believe that this kind of approach can also carry over to many 
other of the forthcoming pervasive applications of mobile information systems in 
social networks and may therefore be worthwhile presenting here. 

4   Mobile Web Services  

Service Oriented Architecture is the latest trend in information systems engineering. It 
is a component model, presenting an approach to building distributed systems. SOA 
delivers application functionality as services to end-user applications and other 
services, bringing the benefits of loose coupling and encapsulation to the enterprise 
application integration. A service having a neutral interface definition that is not 
strongly tied to a particular implementation is said to be loosely coupled with other 
services. SOA is not a new notion and many technologies like CORBA and DCOM at 
least partly represent this idea. Web Services are newest of these developments and 
by far the best means of achieving SOA. 

The Web Service architecture defined by the W3C enables application-to-
application communication over the Internet. Web Services are self-contained, 
modular applications whose public interfaces are described using Web Services 
Description Language (WSDL) [33]. Web Services allow access to software 
components through standard Web technologies and protocols like SOAP [34] and 
HTTP [12], regardless of their platforms, implementation details. A service provider 
develops and deploys the service and publishes its description and binding/access 
details (WSDL) with the UDDI registry [31]. Any potential client queries the UDDI, 
gets the service description and accesses the service using SOAP. [10] The 
communication between client and UDDI registry is also based on SOAP.  

Web Services and its protocol stack are based on open standards and are widely 
accepted over the internet community. Web Services have wide range of applications 
and range from simple stock quotes to pervasive applications using context awareness 
like weather forecasts, map services etc. The biggest advantage of Web Services lies 
in its simplicity in expression, communication and servicing. The componentized 
architecture of Web Services also makes them reusable, thereby reducing the 
development time and costs.  

The quest for enabling these open XML Web Service interfaces and standardized 
protocols also on the radio link lead to new domain of applications mobile Web 
Services. In this domain, the resource constrained mobile devices are used as both 
Web Service clients and providers. Figure 2 shows the deployment scenario of mobile 
Web Services, where mobile devices are used as both Web Service providers and 
clients. While mobile Web Service clients are quite common these days, the research 
with mobile Web Service provisioning is still sparse. To support this, during one of 
our previous projects, we have developed and analyzed the performance of a mobile 
Web Service provider on smart phones. [1, 15, 29] 

Mobile Host is a lightweight Web Service provider built for resource constrained 
devices like cellular phones. It has been developed as a Web Service handler built on 
top of a normal Web server. The Web Service requests sent by HTTP tunneling are 
diverted and handled by the Web Service handler. Using HTTP tunneling it is 
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Fig. 2. Mobile Web Services scenario 

possible to send data of any protocol through proxy over HTTP. The protocol 
messages are wrapped into the HTTP message body and are transferred as normal 
HTTP GET/POST requests. Detailed description of Mobile Hosts’ design is beyond 
the scope of this paper and is available at [29]. 

The Mobile Host was developed in PersonalJava [14] on a SonyEricsson P800 
smart phone. The footprint of our fully functional prototype is only 130 KB. Open 
source kSOAP2 [20] was used for creating and handling the SOAP messages.  

The detailed evaluation of this Mobile Host clearly showed that service delivery as 
well as service administration can be done with reasonable ergonomic quality by 
normal mobile phone users. As the most important result, it turns out that the total WS 
processing time at the Mobile Host is only a small fraction of the total request-
response time (<10%) and rest all transmission delay. This makes the performance of 
the Mobile Host directly proportional to achievable higher data transmission rates. 
Thus, the high data transmission rates achieved, in the order of few Mbps, through 
advanced mobile communication technologies in 2.5G, 3G and 4G, help in realizing 
these Mobile Hosts in the commercial applications [11, 35].  The Mobile Host was 
also successful in handling concurrent accesses for reasonable service like location 
data provisioning service. 

Mobile Host opens up a new set of applications and it finds its usage in many 
domains like collaborative learning, social systems, mobile community support and 
etc. Many applications were developed and demonstrated using Mobile Host, for 
example in a distress call, the mobile terminal could provide a geographical 
description of its location along with location details. Similarly interesting scenarios 
like mobile expertise finder services, mobile learning media sharing services are 
possible in e-learning domain. Current research in this domain concentrates on 
adopting this Mobile Host feature into the social software systems. [30] 

5   Conclusion and Outlook 

The mobile community support for cultural heritage researchers is still in its early 
phase. The impact of social software on professional communities in various fields is 
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significant. It is time to survey the adaptation of the requirements and design of social 
software esp. mobile social software from non-professional level to professional level.  

In this paper we made an analysis of the relationships between social software and 
cultural communities. Standardization with metadata and mobility are main issues to 
provide professionals a mobile community for cultural heritage management. We 
have defined the basic services to support the community. The basics of mobile Web 
Services technology are also introduced. The upcoming tasks are to apply the mobile 
Web Services into the designed mobile community framework for cultural heritage 
management.          
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Abstract. Over the past few years, several studies have been made on Location 
Based Service (LBS) middleware platform about performance and architecture. 
And service area is extended as mobile client is an indispensable factor in LBS. 
Although LBS middleware platform process a large transactions to cope with 
interoperability and real time processing, current LBS system use an existing 
Geographical Information System (GIS). In this paper, we propose an Open 
LBS Middleware Platform (OLMP) which is possible to process a large moving 
object and to support different mobile clients such as PDA and cellular phone. 
We describe the system architecture of an OLMP and a main memory DBMS. 
A proposed OLMP is consisted of open LBS components, mobile gateway, and 
main memory DBMS. 

1   Introduction  

Location Based Services encompass broad areas of technology and the need for real-
time interoperable processing is evident for engagement between technology compo-
nents. Such components include Content & Applications, Gateways & Middleware, 
Network Equipment, Service Provider, and End-user Devices. Seamless integration of 
these into a reliable Location based service requires open interface for data exchange 
and real-time data processing. But Conventional methods of proprietary data and 
components have distinct disadvantages in terms of interoperability and integration 
and do not allow much flexibility in cost and scalability [9]. 

In the age of information explosion and technological advancement, ubiquitous  
location based service is becoming a significant feature in the era of telecommunica-
tion [1]. The ubiquitous location based service is a requirement for certain telecom-
munication or mobile applications that uses location information. This development is 
linked to the tremendous growth in the number and the sophistication of mobile phone 
and mobile technology. And the trend continues stealthily invading mobile domains 
especially of those that utilize geographical positions or location information of the 
mobile devices or that of the mobile user. Various ubiquitous location based service 
applications that are available in the market are normally tailored to a specific tech-
nology. Most of these applications require support from a combination of a number of 
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technologies such as location sensor technologies (GPS, MSR RADAR, etc) and 
service providers [2]. 

The examples of LBS are a buddy finder service to find a location of a friend, a 
navigation service to provide routing information to a driver, L-commerce to adver-
tise goods based on customer’s location, and “E911” service for emergency calls. In 
those applications, there are enormous numbers of “moving objects” to be managed 
and queried. Since the moving objects may report their locations frequently, a data-
base  system  should  be  able  to  handle  a  huge  number  of  updates  and  queries 
quickly [3]. However, traditional disk resident relation DBMS cannot handle the up-
dates and queries efficiently.  Even  more  it  does  not  support  a  query language  
specific  to handling moving objects. It means application developer should concern 
all the things to update and retrieve the locations.  

To solve those problems simultaneously, architecture of middleware should assure 
interoperability and assist various mobile clients. Moreover, it is needed that a large 
moving object and GIS data should be processed in real-time. 

In this paper, we proposed an open LBS middleware platform architecture that 
guarantees interoperability and real-time processing. It was experimented in within 
the South Korea. Section 2 describes a general overview of the LBS platform archi-
tecture. The proposed prototype implementation is described in Section 3; followed 
by a conclusion and future works. 

2   Proposed Open LBS Middleware Platform Architecture  

2.1   System Architecture 

As Location based service provider is not dependent on the wired (or wireless) 
network companies, some commercial LBS platform should have characteristics of 
interoperability, flexibility and scalability. Those products are MapPoint Location 
Server(MLS), QUALCOMM Internet Services (QIS), Hewlett Packard’s OpenCall 
MLS, and Openwave Location Services Platform [5]. But these platforms do not 
consider the standard specification and real-time processing of the large moving 
objects.  

Moreover, LBS Solution Company and Developer have a burden on system inte-
gration. To solve these problems, the proposed platform is composed of XML web 
service using open (standard) interface and main memory DBMS to process moving 
object and GIS data. And mobile gateway is included to support a client which can 
not process XML data. 

The proposed Open LBS Middleware Platform (OLMP) is described in figure 1. 
Each sub-system is composed of an open LBS components (travel advisory, routing, 
presentation, location utility, directory, tracking, positioning component), mobile 
gateway, and main memory DBMS. And positioning service is connected with MPC 
(Mobile positioning Center) of telecommunication companies ( SKT, KTF, LGT : 
Korean mobile companies). Information of travel advisory service is provided by 
traffic, road construction information, and weather Information Company. 
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Fig. 1. System architecture 

The interface is developed according to Open Mobile Alliance(OMA), Open Geo-
spatial Consortium (OGC), and Telecommunication Technology Association (TTA). 

2.2   Open LBS Component 

Recently, middleware platform adopts web service architecture to communicate with 
other middleware platform. One of the newest innovations for the use of the Internet 
is web services. Web services allow applications and Internet-enabled devices to 
easily communicate with one another and combine their functionality to provide ser-
vices to each other, independent of platform or language. Web services are character-
ized by SOAP messages used to talk to a web service, WSDL files that describe a web 
service, and the UDDI used to find web services. Conceptually, web services are very 
understandable. They eliminate many of the complexities that have been required 
when there is a need for computer applications to interact with each other. 

Open LBS components (routing , presentation , directory, location utility, travel 
advisory, tracking, positioning service) is working in multi-application server and 
connected with one or a few DBMS. Here, application server is working with rule of 
round robin. 

2.3   Mobile Gateway 

Although XML web service is interoperable, XML data, too huge burden to cellular 
phone, is not adequate to mobile client. Because most mobile client platform has not a 
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Fig. 2. System model of open LBS components 

XML parser module, XML response data from LBS server based on web service can 
not be interpreted in mobile device. These problems force the LBS provider company 
to have dual LBS server for interoperable service. But, in the proposed architecture, 
these drawbacks are solved by using Mobile Gateway. In figure 3, mobile gateway is 
composed of server proxy module, request/response adaptor, data (de)compressor, 
and coordinate converter. 

 

Fig. 3. Structure of gateway 

Protocol Analyzer interpret the communication protocols ( HTTP and TCP). And 
Service Analyzer classifies the request from mobile client according to each service 
type. Subsequently, Service Logic Processor interprets request type, and Request 
Adaptor transform request type into XML request data. Server proxy modules (Pres-
entation Service Proxy, Directory Service Proxy, Location Utility Service Proxy, 
Routing Service Proxy, Travel Advisory Service Proxy, Tracking Service Proxy, and 
Positioning Service Proxy) are interface proxies that are connected to OLMP (Open 
LBS Middleware Platform) for exchanging the request and response message.  
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2.4   Main Memory DBMS  

When tracing wireless network users, tracking fleet vehicles, finding the best way to 
deliver goods and services, or analyzing transportation traffic, resolving the problems 
from a moving objects perspective is crucial to providing advanced location-based 
services [10]. Traditional database systems have two major problems in managing 
moving objects. One is that conventional disk-based database systems cause disutility 
to cope with massive update operations of location information. The other is that, 
since they don’t support moving objects data model and query language, application 
developers should implement all of them.  

Figure 4 shows the overview architecture of the main memory moving objects da-
tabase system and applications. Moving objects databases consists of moving objects 
components, moving objects SQL processor, and a main memory storage including 
moving objects indexes. 
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Fig. 4. Architecture of Moving Object Database System 

Moving objects class components are a set of temporal, geometry, and moving ob-
jects classes that implement moving objects data model and operations. Moving  
objects SQL processor would processes and executes various and powerful moving 
objects queries. The extended query language is compatible with SQL3, and supports 
to make application system like moving objects data mining and customer relation-
ship management through application programming standard such as JDBC, ODBC, 
and OLEDB. Main memory storage component consists of transaction manger, lock 
manager, recovery manager, deadlock detector, and index manager as like other con-
ventional DBMS. But, we support current memory location indexes and past moving 
objects index such as R*-tree [6], TB*-tree [7], and 3DR-tree [8]. This will increases 
the performance of moving object access efficiently. 
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2.4.1   Modeling Moving Objects  
Temporal classes consists of Period, Interval, Instant, and TemporalCollection 
classes(see figure 5). These classes have interfaces ITemporal, ITemporalRelation, 
and ITmporalOperator Interfaces. 

 

Fig. 5. Temporal Class Hierarchy 

Geometry classes consists of Point, LineString, Polygon, GeometryCollection, Sur-
face classes, and et al. UML modeling for geometry classes is borrowed from its of 
International Standard of Open GIS Consortium [4] for geographic information sys-
tem. Classes for Moving objects consists of TObject, MObject, MBase, MGeometry 
classes, and et al (see figure 5 and figure 6). 
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Fig. 6. (a) Moving Objects Class Hierarchy (b) Interfaces and Classes for Moving Objects 
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3   Implementation 

A proposed system is tested using PC, PDA, and mobile phone client (see figure 7, figure 
8, and figure 9). Mobile client, connected to mobile gateway, is tested in each service  
case, but PC and PDA client, connected to open LBS component or mobile gateway, is 
tested in each service case twice. Each system specification is described in table 1. 

Table 1. Client specification 

 OS CPU Memory Network GPS Model 

PC 
Windows 

XP 

Intel  
Pentium 4

3.0Ghz 
512MB LAN None 

LG 
XPION 

260 

PDA 
Windows 
 Mobile  
2003 SE 

Intel  
PXA272 
Bulverde 

128MB 
(ROM) 

& 
64MB 
(RAM) 

CDMA2000
1x EVDO &

802.11b 

External 
GPS 

Samsung 
SPH- 

M4300 

Mobile 
Phone 

Wireless 
Internet 
Platform 
for Inter- 
operabil- 

ity 
(WIPI) 

MSM600
0 series 

128MB 
CDMA2000
1x EVDO 

Standalone
GPS  

& 
A-GPS 

Samsung 
SPH- 
S1100 

 

    
(a) Travel Advi-

sory service 
(b) Route service (c) Directory 

service 
(d) Tracking service 

 

   
(e)Location Utility 

service 
(f) Presentation 

service 
(g) Positioning 

service 

Fig. 7. PDA client 
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Overall test-result tell us that the proposed system could be used in (wireless) LAN 
or Code Division Multiple Access (CDMA) network with PC, PDA, and mobile 
phone. 

Figure 4 illustrates the screens displayed on the PDA(Samsung SPH-M4300). Each 
screen shot implies the result of service request. All processes in this PDA system are 
carried out in server side and just a response in XML form ( or binary data form Mo-
bile Gateway) is sent to the PDA Client. In case of PDA client, XML response from 
LBS Middleware Platform and binary data from Mobile Gateway is possible to be 
processed.  

Figure 5 illustrates the screens displayed on the mobile phone (Samsung SPH-
S1100). In this case, each request and response is processed by way of Mobile Gate-
way. XML parser in Mobile Gateway interprets the XML contents and a mobile 
phone receives a binary data from Mobile Gateway to display the result. 

 

    
(a) Travel Advi-

sory service 
(b) Route service (c) Directory 

service 
(d) Tracking 

service 
 

   
(e) Location Util-

ity service 
(f) Presentation 

service 
(g) Positioning 

service 

Fig. 8. Mobile phone client 

4   Conclusion and Future Work 

Current LBS platform has a problem on interoperability and real-time process of  
large moving objects (GIS data). In this paper, we proposed an Open LBS Middle-
ware Platform (OLMP) using main memory DBMS to overcome the limitation of 
interoperability and data process time. The proposed OLMP provides an strong con-
trast to other commercial LBS middleware platform with mobile client independency 
and real-time processing of 3D( 2D geometry(object) and time) data. 

The future study focuses on a personalized LBS system for context awareness. 
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Abstract. The penetration of mobile device in western countries is still 
increasing. The Italian case is really surprising: every single Italian has more 
than one mobile terminal. Thus, considering this large potential audience, there 
is real need for innovation and new services. In this context,  usable multimodal 
services could have an unexpected impact on social behaviour. Nevertheless, 
the research community should be able to propose a framework for building 
generic multi-modal services, covering all their lifecycle.  We are currently 
defining  an architecture for building coordinated simultaneous multimodal 
applications trying to use as much as possible open source software: our goal is 
to define a set of tools for enabling a rapid deployment of a generic multimodal 
service. In our opinion, a platform based on open source software could meet 
the expectations of a large numbers of service developers. A special effort for 
enabling a mass diffusion of mobile multimodal services  should be focused on 
the client side, where the situation is still evolving.     

1   Introduction 

Atos Origin Italy and the Italian Ministry of Research have funded a new project 
called C.H.A.T. which main purpose is to study multimodal systems using mobile 
terminals. When we have started this project we found that, in recent years, many 
papers have talked about the great advantages we should have had interacting with a 
multimodal computer interface [1,2,3,4,8]. Some authors have studied the usability of 
a multi-modal interface for common users, trying to establish how multimodality 
could add a real value for them [10,17]. Oviatt’s Ten Myths of Multimodal Interacion 
[10] remains a pillar of any research on multimodality since it shows clearly the real 
nature of multimodal interaction .  

In the meanwhile, on the market we are starting to see the first multimodal 
applications (Kirusa is one of the most active companies, see http://www.kirusa.com). 
Such applications are though for being used on mobile terminals. However, even if 
some attempt to open the market of mobile multimodal applications is in progress,  
we believe that the target should be reconsidered: most of the application both 
commercial or experimental, are based on very powerful PDA and on .Net 
technologies (Microsoft). This is a good choice for addressing high-end terminal and 
a small slice of the potential users (and ,in fact, some interesting application exists). In 
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the meanwhile the penetration of Java enabled phones makes even more interesting to 
reconsider multimodality for this huge market. On the other hand, some of the bigger 
players on the market (Google, Opera) are distributing Java applications for mobile 
handsets,  and, thus, there are important sign that this is the market direction . Thus, 
the possibility of thinking to a multimodal platform that could be used for enabling 
not just PDAs, but also smart-phone and java-phone become even more interesting.   

The above discussion on terminals and multimodality could be generalised in some 
extent. If the “scalability” model on the client is still an issue, the same could apply 
for the server. We have considered a lot of papers reporting very interesting and 
scientifically relevant results, but few of them are trying to move in the direction of an 
effective engineering of a multimodal platform and, from our point of view, this is 
one of the major barriers for a realistic diffusion of multimodal application on the 
market: creating a new multimodal application (at least a synergic multimodal 
application) is still a research lab matter, where very high-skilled people are able to 
collect, aggregate and develop all the necessary software. There are many issues that 
must be still faced and solved and, thus, there is still a lot of work to do and several 
open issues and that is why we want to open a discussion on them. 

2   Open Issues for a Practical Multimodality 

Let us start from considering what are for us the priorities: 

• Define a development methodologies for ensuring the highest level of usability. It 
is clear from [3] that multimodality is not a panacea for user interaction. Usability 
must be considered very well. This is even more true in the context of small 
devices. Thus a methodology that concentrate the attention on usability [18] and 
ensure it all along the development cycle is fundamental 

• Define a evolution model for multimodal platforms. Most of the potential 
multimodal service providers are currently just “service providers”. In other words 
they are now offering services using “traditional” multi-channel service delivery 
platforms. It is quite obvious that the evolution toward multimodal services should 
save as much as possible their investment. It is not neither practical nor effective to 
move toward technologies that are proprietary or even not “well-known”. The idea 
we are pursuing  is to build modules for enabling multimodality on top of standard 
middleware, trying to ensure the minimum impact on pre-existent service deliver 
platforms. 

• Consider as much as possible very small terminal and their limited capability for 
enabling multimodal services (even if very simple) starting from the bottom going 
up. The support of MExE [15] platform is a fundamental requirement for 
penetrating the market and, thus, contribute to a real change of the people lifestyle.  

• Thin/Fat client architecture. A framework for building multimodal services should 
be able to support both fat and thin clients. A constraint on  clients could lead to a 
new barrier to the multimodality diffusion. When speaking about thin vs fat client 
we do not refer simply to a browser mediated interaction but more in generally to 
the physical location of the multimodal modules. PDAs and smart-phone are able 
to run speech recognition applications (see, for example, www.nuance.com) and 
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TTS application, while other mobile devices are not enabled to run anything but 
Java application.  Thus, a platform for building a generic multimodal application 
should be able to receive raw data and pre-processed data, depending on the 
terminal capabilities.  

• Independence from the recognisers. Considering that the W3C activities and 
standard are concentrated on how to represented data coming from the recognisers 
([11]), it is not so obvious how to transport and inject data into a generic 
recogniser. An integration module for ensuring the independence from the specific 
technology adopted should be in place. 

• Being open to new standard. It is a matter of fact that does not exist a standard for 
building synergic multimodal application at least on the client side. While 
X+V[14], EMMA [12], SGML [13] and all the activities of the W3C around 
multimodality are addressed to create standards for multimodal interactions, for 
synergic multimodality we have not found any useful initiative. Being open to new 
standard means to work around software modules that could converge easily 
toward a new standard. 

• Consider as much as possible the user context. We think that a multimodality and 
context-aware computing should be considered as two faces of the same medal: 
acquire information of the user context could enrich the information for a better 
understanding of the user willing and work together to a better and effective user 
experience. 

• It’s interesting to note that, at beginning, the efforts on multimodal integration have 
concentrated mainly on semantic representations and incorporation of new input 
technologies [6,8,9] while, later, other studies started considering the statistical 
integration process that defines a multimodal system architecture [19]. In any case, 
a modular extensible framework could add several benefits. For example it could 
be particularly useful to add or remove modality analyzers or renderer components 
to adjust the system’s capabilities to different user contexts, implementing a plug 
and play architecture [20].   

It is important to underline the aspects related to a lack of standards. The few 
companies that are on the market  with real multimodal application on mobile clients, 
are using proprietary technologies (and they are not giving any detail on them). 
Languages like X+V and SALT are too much form-centered and are not powerful 
enough for a real synergic multimodality. These facts impose strong constraints: 
whatever  you are going to develop  now must be based on a independent initiative. 
The problem thus could be stated: how can I build a framework that could be easily 
expanded or refactored  for supporting new eventual standards (especially on mobile 
terminals). This framework should  necessarily be modular and  support the following 
features: sensitive screen (if any), simple management of input channels, integration 
of input and output in the same interface. 

The third point is especially crucial and impact the way content are presented to the 
user. Again, does not exist a standard for presenting multimodal content on client 
terminals even if an extension of SMIL [15] (SMIL/ReX) could be a good candidate 
[7]. Anyway it should be not simple to integrate in the same interface a SMIL output 
with input modules in a single coherent interface. 



 Multimodal Architectures: Issues and Experiences 977 

3   Our Reference Architecture 

The proposed architecture, showed schematically in Fig. 1, is composed of different 
modules. As discussed in the introduction we have analysed different papers 
concerning multimodal architectures and platforms. Our reference architecture 
follows the general guidelines described in these papers, especially [4,24,25,26]. 
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Fig. 1.  Our Reference Architecture 

Nevertheless,  we would put the attention on aspects that are not discussed in depth 
in literature (highlighted in the figure): 

• Recogniser independence. There are several product on the market that 
could be used for executing recognition (speech recognition, handwriting 
recognition).  For integrating them into a multimodal architecture their 
capabilities should be standardised. Nevertheless, we have not found any 
trace of such an effort. This mean that a system using a specific recogniser 
could be tied to it forever. For such a  reason we believe that a discussion 
on standardising recogniser interfaces could help in building new 
generation multimodal services. In the meanwhile, a software layer for 
abstracting recognisers from their real implementation is more than 
necessary: this software layer could enable the reuse of existing 
recognisers (especially for speech recognisers). 

• Adaptation modules. Most of the interest of the community is currently 
concentrated in building new multimodal platforms and interfaces. We 
have not found, however, any discussion on how to reuse Service Delivery 
Platforms that are up and running in hundreds of companies around the 
world. The best strategy for achieving the complete reuse of existing  
platforms is complex if we enlarge the scope to synergic multimodality 
(while it is quite “natural” considering a pure mark-up oriented evolution 
like X+V). For the moment we are following two main roads: 
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o Using as much as possible standard products and standard 
technologies. Currently most of the Service Delivery Platform 
are based on J2EE technologies and, thus, it is quite obvious to 
move in this direction. We have found that several architectures 
are based on agents platforms [21]. We consider agent 
technologies very promising and attractive. However they are not 
widely accepted: at least in our limited experience, agents 
platforms are not used for real, proven service delivery platform. 
Why should they used for multimodal service delivery 
platforms?   Considering the evolution of the ICT in the last five 
years, a better approach could be based on web services. 

o Using as much as possible open source middleware for creating 
the conditions of a real diffusion of multimodality. It is a matter 
of fact that there are very few multimodal services up and 
running. Probably this is due  that does not exist a software 
infrastructure that could be easily used for building new 
multimodal services. That is why we believe that  open source 
must be taken into account. Thousand of people are able to use 
open source software, and its quality is now comparable to the 
best of breed equivalent industrial products. The problem is to 
select the open source software correctly and find what are the 
real software modules that must be conceived, designed and 
implemented ex-novo. 

• Design tools/IDE. We have found interesting works presenting new tools 
for rapid development of multimodal services. These papers are a very 
good starting point for designing new generation multimodal platforms 
[20,21,22,23].  We have found especially interesting the attention that the 
scientific community has dedicated to new languages for describing 
multimodal interactions  If such a language exists, thus it could be 
represented graphically and “run” on a specific execution platform. 
Nevertheless, at the present we have not found any “interpreter” for 
multimodal languages.       

• Client modules: as discussed above, the diffusion of new multimodal 
services must be seen in the perspective of the real device market. The 
first priority is to build reusable modules for “composing” new 
multimodal interfaces.  There are interesting works concerning user 
interfaces that we have found very interesting and inspiring [27,28,29]. 
More in general, the attention for an abstract representation of user 
interfaces   is growing [27]. It is not surprising that for multimodality 
XML user interface representation are very good candidate: it is a solution 
for creating an high personalized, context-aware environment for users. 
For synergic mobile multimodal services using an abstract representation 
of the user interface allows to exploit the terminal resources, adding 
input/output modes depending on the terminal capabilities and, more in 
general, on the user context.  In [28] and [29] the authors demonstrate that 
it is possible to use XML UI on mobile devices. Their experiments are 
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always based on high-end mobile devices1 and, thus, for a small slice of 
the potential multimodal service market.  

Currently we are defining a software architecture, trying to explore possible optimal 
solution to the issues discussed above. Currently we are selecting and prototyping 
using as much as possible open source software. This experience could be interesting 
and reusable and, thus, in the following we discuss what we have found out. We have 
selected just Java open source, considering the fact that most of the service delivery 
platforms in the world are based on Java-technologies. In perspective, implementing 
additional multimodal enablers using Java should  simplify the integration phase. The 
same for the basic libraries for developing mobile clients: considering that our target 
are java-enabled phones we are considering just J2ME libraries.  

Table 1.  Open source components for implementing the reference architecture: client modules 

Client: open source software 
2D graphics TinyLine 2D http://www.tinyline.com/download.html 
SVG 
graphics 

TinyLine SVG http://www.tinyline.com/download.html 

XML 
interfaces 

Thinlet http://www.thinlet.com/ 

MMI Piccolo http://www.cs.umd.edu/hcil/jazz//play/applet/grapheditor.
shtml 
 

User Context OpenDTMP http://www.opendmtp.org/ 
 

UI libraries J2ME Polish www.j2mepolish.org/ 

On the client side, as discussed, the situation is not well established. The Java API 
are progressing incredibly in the last few years and are usable on the largest range of 
mobile devices currently conceivable. In Table 1 we report some of the most 
interesting libraries for building Java-based mobile clients available on  internet (apart 
the ones that are directly installed on the phone from the producer). We believe that 
they can be used for building a complete framework for creating multimodal 
interfaces  (we are currently working to a first prototype based on them). Our first 
results are encouraging and this is why  we report this experience. Thinlet is probably 
one the most interesting libraries for building XML interfaces. Our idea is to use it for 
aggregating basic modules (downloaded on the phone over-the-air): as in [29], it will 
be possible to modify the user interface considering the user context and preferences.   

The Piccolo library is very well known and used all around the world: it is 
normally used for graph visualization on fat clients (Personal Computers) , but we 
believe that it can be extended easily for managing multimodal inputs and outputs on 
mobile devices.  We have found that the this library could be ported on small devices 
provided that a library for managing bi-dimensional graphic on small devices exists 

                                                           
1 In [29] the target language is Java, but it is not specified which Java profile. Since they speak 

about mobile Java code it is very likely they have used at least the Personal Java profile, since 
for very limited devices J2ME does not support introspection and, thus, code mobility. 
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(on the other hand a PocketPC version of the Piccolo framework exists). Considering 
that, we have found very interesting libraries for managing graphics on small mobile 
phones, and we are working for building a new enriched version inspired to the 
Piccolo library. The idea is to have a single environment for managing a graphical 
representation of the service data and new input-output modes. Thus, we could say 
that, starting from available open source it is possible to create a complex multimodal 
environment for creating dynamic, appealing, XML based, multimodal clients.  
Furthermore, for the java-enabled mobile devices supporting the stylus2, we are 
developing modules for  managing handwriting and gesture (including sketches) . 
Concluding, it is possible to use open source software for building a complete 
multimodal framework, even if new modules must be designed and implemented, and 
the basic software packages reported in Table 1 must be extended for supporting a 
wider range of inputs/outputs.    

Table 2. Open source components for implementing the reference architecture: middleware 

Middleware : open source software 
J2EE Application 
server 

JBoss A/S http://labs.jboss.com/portal/ 
 

Communication 
library 

JBoss remoting http://labs.jboss.com/portal/ 
 

Session and 
communication 
libraries 

JBoss 
Cache/JGroup 

http://labs.jboss.com/portal/ 

Execution 
environments 

Openemcee http://openemcee.sourceforge.net/ 
 

Execution 
environments 

PXE (BPEL) 
ActiveBPEL 
(BPEL) 

http://www.intalio.com/ 
www.activebpel.org/ 
 

Server 
localisation 

IPTEL SIP 
server 

http://www.iptel.org/ 

Special SIP 
services 

Cafè SIP http://www.cafesip.org/projects/jiplet/index.html 

Security and 
session 
management 

JOSSO http://www.josso.org/ 
 

Map Server GeoServer http://docs.codehaus.org/display/GEOS/Home 

In Table 2 we report some open source that we are using for building our platform. 
We started from considering that some effort has been spent for the definition of an 
abstract language for describing multimodal interactions. This works demonstrate that 
it is possible to give an abstract description of a multimodal interaction. This fact can 
be reused for developing a graphical design environment for creating  new 
multimodal services. Thus, new services described using graphical building blocks, 

                                                           
2 There are very few Java-enabled devices supporting the stylus (QTek and SonyEricsson), 

even if several new announced smart-phone will support it. For example Nokia will launch a 
new advanced phone supporting the stylus for the first quarter of the 2007. 
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are translated in the target multimodal language and executed  by an interpreter. Thus, 
middleware plays an important role: whatever the multimodal  language is, it must be 
interpreted and executed using an appropriate middleware. We are currently using 
Openemcee, a small project, very simple and not so diffused, but very effective. 
Among the other features, it does not spawns new threads: thus it is easily 
embeddable in enterprise objects, while keeping their behaviour consistent.  

While other software mentioned in Table 2 are very well known (especially JBoss), 
probably it must be discussed which kind of middleware must be used for an effective 
data transmission among mobile clients and servers. Using open source software it is 
possible to use SIP/SDP for creating a session (and during the handshake establish the 
communication details) or to use a more traditional approach based on proprietary 
TCP/IP protocols. It is obvious that a SIP-enabled framework could be more flexible 
and could exploit all the benefits that such a protocol could offer (for example, it is 
always possible to know the terminal presence and the user availability). 
Nevertheless, SIP alone is not enough: a transfer protocol (like RTP) must be 
implemented. We are currently implementing such a protocol for Java-enabled phone 
(it exists for Symbian and Windows Mobile) since it is not available as open source. 

We have already discussed on a possible integration with pre-existing service 
delivery platforms. The idea is to use as much as possible web services, eventually 
orchestrating them, using a BPEL engine (we report a couple of the best).    

Table 3. Open source components for implementing the reference architecture: multimodal 
infrastructure 

Multimodal infrastructure : open source software 
Speech 
Recognition 

Sphinx http://cmusphinx.sourceforge.net/html/cmusphinx.php 

Handwriting 
recognition 

Jarnal http://www.dklevine.com/general/software/tc1000/jarnal.
htm 

State tracking Unimod http://unimod.sourceforge.net/ 
Rule engine  JBoss Rule http://labs.jboss.com/portal/ 
Semantic 
disambiguation 

Wordnet http://wordnet.princeton.edu/ 

Context analysis YALE http://www-ai.cs.uni-
dortmund.de/SOFTWARE/YALE/download.html 

We have found open source tools for speech and handwriting recognition. While 
for speech recognition there are several very good tools (at least for starting up a 
laboratory), for handwriting the situation in not so mature. Nevertheless the existing 
tools are good starting points. In other words, an efficient multimodal recognition  is 
still not possible using open source software, but anyway feasible. For a basic fission 
framework, we are having very good results using open source software. For the 
service state tracking (sometime called plan management) we are using Unimod. 
Using this tool it is possible to model the user interaction and the service states as a  
finite state machine. Unimod offers a very good Eclipse plug-in (www.eclipse.org) , 
that allow to implement, test and deploy a multimodal interaction plans. As discussed 
previously, our main purpose is to create a complete design suite for multimodal 
services: Unimod could be a piece of this complete framework.  
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For a simple input disambiguation the usage of a simple rule engines (e.g. JBoss 
Rule) and the Princeton WordNet gives good results at least in very simple cases.  We 
are absolutely aware that our work in this moment reproduce well-known techniques 
for dialog management  (our reference is [26], an excellent review of the state-of-art). 
It could be of some help the fact that some basic tool exists and it is possible to quicly 
start-up a laboratory using  open source software. 

4   Conclusions 

As discussed in this paper, our work is in progress. We are currently building an 
experimental proof for validating our architectural approach.  The more we study the 
more we find new issues to face. Our feeling is, however, that our work could 
stimulate a interesting discussion on multimodal mobile services. This paper, thus, is 
just a view of the problem from the perspective of a group that comes from different 
experiences and it is trying to define its own vision of the domain.   The issues we are 
proposing in this paper are related mostly to our direct work experience: the diffusion 
of mobile devices (and, thus, the potential service market) as well as a comfortable 
incremental evolution of  traditional service delivery platform for supporting synergic 
multimodality, are issues that, probably, deserve more attention. We hope that this 
paper could contribute in this direction.  
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Abstract. We present an agent-based middleware for social-mobile ap-
plications, which has been developed as part of an ongoing linkage project.
One aspect of the MobiSoft project is the vision of facilitating, augment-
ing, and promoting human social interaction by electronic personal as-
sistants during face-to-face encounters. Possible areas of social mobile
applications include the establishment of groups or communities based on
shared interests or goals, the exchange of information such as personal pro-
files, news, private sales, or any kind of recommendations, and the prese-
lection of possible communication partners in social networks. We outline
the decentralized peer-to-peer based architecture and present techniques
for information representation using semantically rich languages based on
existing standards. We describe, how mobile agents are facilitated as user
representatives and intelligent information carriers in mobile ad-hoc net-
works and present a first prototype of a social-mobile application.

1 Introduction

In the last few years, mobile devices, in particular mobile phones, have become
part of our daily life. They are already our indispensable companions and are
powerful enough to provide services beyond plain phone functionality, for exam-
ple to help us managing appointments, contact lists, and personal tasks.

We expect mobile phones to be an important means in future for setting up
and maintaining social networks between people. First approaches have already
been presented, for example Dodgeball is an SMS-based notification service for
friends and acquaintances in proximity. An approach for localization and imme-
diate communication between members of a group is presented in [1]. Beyond
these first approaches for network maintenance, we envision new application
scenarios for creating social networks taking the opportunities of personal area
networks into account.

Our MobiSoft project is driven by the vision of facilitating, augmenting, and
promoting human social interaction by electronic personal assistants during face-
to-face encounters. The main idea is to let autonomous software agents act as
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personal representatives and search for possible communication partners in the
digital space that is created by a personal area network based on Bluetooth
or WiFi around mobile phones. Agents can communicate with each other, for
example for exchanging personal profiles and task lists. Finally, a pair of agents
can notify their respective owner for continuing this process in the real world.
In the following, we call these agents social-mobile assistants.

Areas of such social-mobile assistants include the establishment of groups or
communities based on shared interests (work, hobbies) or activities and goals
(such as to reduce travel costs by sharing a taxi). Social-mobile assistants can
exchange information such as personal profiles, news, private sales, and preselect
possible communication partners in social networks. It will be possible for them
to coordinate shared task lists and diaries by automated negotiations.

In this paper we will describe our approach in detail, in particular the under-
lying agent technology, and the current state of our implementation. The rest
of this paper is structured as follows: The next section discusses similarities and
differences to other projects and Section 3 outlines the goals of our research
project. The following section describes the architecture of our approach and
the current state of implementation. Finally, the last section gives an outlook to
future development.

2 Related Work

Current approaches for social-mobile applications [2] are mostly based on central
servers and text messages. For example, Dodgeball and Playtxt are social-mobile
networks to locate friends, friends of mutual acquaintances or other people with
matching profiles. In those applications a user has to provide his or her current
location manually, whereas in the Reno system [2] the current location is deter-
mined via GSM technology. Our approach differs from these techniques in that
we focus on personal area networks, which can be seen as a digital space around
a person, whose size depends on the underlying wireless transmission technique.
If two digital spaces overlap, people can virtually see each other, that is, their
mobile devices are able to exchange information. In a personal area network we
do not need an explicit notion of places and provision of proximity information
is an inherent network function.

Looking into research in the area of mobile ad-hoc networks, we see that most
research has focused on the problem of multi-hop routing data packets to en-
able Internet-like applications in ad-hoc networks. In particular, they address
the issues of how to enable peer-to-peer like applications on mobile devices [3]
to share files [4,5], MP3 play-lists [6], or information dissemination of homoge-
neous data of one application domain such as traffic information [7]. Most of
those approaches were developed mainly for enabling information exchange that
is manually triggered by users [6] or make information dissemination completely
independent of the user [7]. In contrast, our project aims at the establishment
of social interactions by use of mobile ad-hoc networks and tries to overcome
the application-specific data modeling and restriction on specific application
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Fig. 1. Interaction between agents running on mobile devices and their users in our
approach. At first, agents start to communicate together before in a second step, agents
delegate responsibility for further communication back to their users.

domains. In [8] we have first introduced MobiSoft to a wider audience and de-
scribed the projects aims as well as early ideas and concepts.

3 The MobiSoft Project

The MobiSoft project is an ongoing linkage project including Friedrich Schiller
University Jena, the agent factory GmbH, and Godyo AG and is funded by the
Thuringian Ministry of Economy, Technology and Labor in Germany.

In MobiSoft we aim at application scenarios, in which humans travel around
and meet at specific places, for example shopping malls, sports stadiums, public
transport, museums, libraries, conferences, lecture halls, etc. Although it might
be helpful and interesting, people rarely start talking to complete strangers, be-
cause of inhibitions, social barriers or simply a lack of time. Otherwise, if people
knew each other, they would more freely exchange information and, therefore,
spread and receive pieces of useful information that could further be combined
with already existing information and forwarded to others.

In this project we aim at supporting such a very human behavior of infor-
mation exchange with software agents [9] as user representatives that reside on
mobile devices and to which users have delegated the task of finding proper hu-
man communication partners, compare Fig. 1. We conceive software agents to
be small entities that are situated in a networked environment of mobile devices.
Agents are able to react on percepts from the environment about other agents in
proximity and then autonomously commence information exchange with them.
Communication between agents is based on messages, which are annotated with
semantic information as defined in an agent communication language using high-
level communication protocols such as negotiations [10].

This information exchange works transparently for the user only in the first
step, in which the agents exchange information, such as user profiles, or negoti-
ate best interaction time. Later, agents inform their respective users about the
potential communication partner and let them decide on further steps. By this,
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we overcome existing inhibitory behavior of humans by delegating this task to
software agents, while the agents’ goal is to find proper communication partners
and interesting information. The project focuses on developing a new framework
for social peer-to-peer information exchange in mobile ad-hoc networks. It has
the following key aims:

– Develop efficient agent-based techniques for managing peer-to-peer overlays
in mobile ad-hoc networks. In particular, we restrict ourselves to Bluetooth,
since most of today’s mobile phones support this network technique rather
than WiFi.

– Develop hybrid information exchange techniques, in which mobile agents
pro actively distribute information to as well as reactively receive interesting
information from other agents, taking into account the specific limitations
of mobile ad-hoc networks.

– Develop methods to describe user profiles, interests and information using
semantically rich languages, which are based on existing standards known
from the Semantic Web. Efficient techniques have to be developed for match-
ing user profiles while taking into account the specific hardware limitations
of mobile devices.

We are aware of several additional research issues, for example in the area of
privacy protection and human-computer interaction to make this type of appli-
cation both useful and acceptable by users. We see this project as a first step
in which we aim at developing the framework and technical infrastructure that
will also enable later studies of those issues in detail.

4 Architecture and Implementation Details

The MobiSoft middleware consists of a multi-agent system that is distributed
over mobile devices. We use the Java-based Tracy2 agent toolkit [11] as foun-
dation for our middleware, because of its clear separation between basic and
extended (optional) functionality, which enables a straightforward incremental
down-sizing process while taking into account the restrictions of mobile devices.

The MobiSoft middleware is divided into three layers, where the lowest layer
contains the micro kernel of the Tracy2 agent system. It provides basic func-
tionality for thread scheduling and maintaining the life-cycle of software agents.
The middle layer of our architecture is formed by several plugins for Tracy2.
Some of them were taken from Tracy2 without any or only slight modifications,
while others were newly developed to match the specific functional requirements
of social-mobile assistants. Finally, the top layer of our architecture contains
the social-mobile assistants, which are mobile software agents that provide the
business logic of the whole application. The lower two layers of our architecture
have to be deployed on all mobile devices upfront, whereas agents are deployed
at run-time at the earliest and can easily be replaced in case of newer versions.

Based on the techniques described below we developed a prototype running
on Bluetooth-enabled mobile phones for this year’s CeBIT exhibition. This
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Fig. 2. Structure of a Semi Ad-Hoc Network

prototype allowed business people to find communication partners with simi-
lar interests using peer-to-peer Bluetooth communication and let their personal
assistants negotiate on a suitable appointment. User interests where defined by
browsing an exhibition catalog. We will outline our experience in the last part
of this section.

4.1 Peer-to-Peer Network Overlay Plugin Using JXTA

As mentioned above, we aim at application scenarios where mobile users meet
each other and establish ad-hoc networks. Despite of social-mobile applications,
which can be implemented solely on networks established between mobile de-
vices, MobiSoft does not disregard application scenarios which require hard-
wired powerful backbones that consist of a number of workstations. For example,
this kind of network structure can be found in a shopping mall, in which shops
or restaurants establish a network of stationary workstations providing Web
services for product information or restaurant bookings. We call those hybrid
networks semi ad-hoc and Fig. 2 depicts that case.

To structure semi ad-hoc networks we will apply a peer-to-peer approach
using JXTA [12]. We decided on JXTA, because it is available for various plat-
forms including J2SE and J2ME environments and powerful peer-to-peer routing
mechanism for mobile devices in ad-hoc networks base on JXTA have already
been proposed in literature, for example [13]. We employ JXTA in two use-cases:

– To publish and find information about available Tracy2 platforms. This in-
cludes the discovery of mobile devices in proximity.

– To publish and find information about available services. This allows agents
to find desired functionality or information dynamically and independent of
a specific platform.

Nevertheless, the choice for JXTA should not lead to a tight coupling between
Tracy2 and JXTA, thus we aimed at providing an abstract network management
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which is just a wrapper for any type of network overlay. The plugin provides a
fixed interface for other plugins and agents to find Tracy platforms and search for
respectively publish services. It will delegate those requests to a network overlay
module – in our case JXTA – which is capable to provide those services. Using
such a modular plugin architecture, it would be easy to replace JXTA with one
or more better alternatives without changing the plugins interface. That would
have led to changes in all agents and plugins that use the network management.

4.2 Mobile Agents on Mobile Devices

On top of the network overlay technique and some other basic plugins of Tracy2,
which we cannot mention here due to a lack of space, mobile software agents
[14] are used for providing the whole business logic of social-mobile assistants.

The reason to employ mobile agents in this project is simply its benefi-
cial design paradigm compared with other more traditional paradigms such as
client/server. Using mobile agents, it is not necessary to define complex network
protocols for the transmission of information units because mobile agents carry
the protocol. Modifications of the protocol do not imply changes to the two
lower layers of our architecture and, therefore, it is not necessary to deploy the
application to mobile devices again. With this approach we are able to imple-
ment existing strategies for information dissemination and are open for future
enhancements. In addition, mobile agents have been proven theoretically to work
very well in mobile environments and to be in particular robust against network
failures.

Although, the benefits of mobile agents on mobile devices are already known
for a couple of years, no Java-based mobile agent toolkit is available on mobile
devices, yet. The reason for this is that Java’s mobile edition does not support
many of the features necessary for mobile agents, such as object serialization,
class loaders, and dynamic code downloading. Our approach for enabling mo-
bile agents on mobile devices makes use of a virtual machine for a proprietary
agent-oriented programming language. This virtual machine defines control flow
statements such as conditionals and loops, and a basic set of commands neces-
sary for agents to access high-level functions provided by the agent toolkit and
its plugins. We have developed an own internal representation based on abstract
syntax trees [15], which are stored as data objects in an agent’s data store. By do-
ing so, we have chosen the obvious solution to the problem of code transmission
by translating code into data. Each agent uses it’s own virtual machine for this
programming language. Data serialization is also implemented straightforward
by own mechanisms to flatten objects recursively into byte streams.

4.3 Mobile Agents as Information Carriers

Mobile agents are injected into the system and then roam autonomously from peer
to peer to distribute the information they carry as their data. Mobile agents are
aware of their environment, that is, devices and other agents in their vicinity, and
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communicate spontaneously to other agents. After careful consideration of differ-
ent strategies for information dissemination [16] such as flooding or broker-based
approaches [17], we have decided on a technique known as epidemic dissemination,
where a mobile agent carries an information unit to a randomly chosen group of
mobile nodes. This dissemination approach enables messages to propagate quickly
in the network and it is very robust against the node and network link failures. For
more information on those algorithms we refer to [18,19]. So far, the epidemic-
based algorithms have only been studied as a general replacement for traditional
routing and multicast algorithms in mobile ad-hoc networks. The mobile agents’
code can be considered to define the dissemination strategy, for example the scope
of the information unit, that is, the distance from the information source, the spa-
tial direction and temporal freshness [20].

Our approach spreads information units in two ways. First, they virtually
hop in a form of mobile agents from device to device. Second, as the users move
physically through an environment, they distribute information to new areas.

4.4 Stationary Agents as User Representatives

Stationary agents are used on mobile devices as user representatives. They act
as data consumers as well as data providers, to protect users’ private profile and
to protect users against information spamming. Stationary agents communicate
to arriving mobile agents and launch mobile agent themselves to explore the
environment for other agents. Since we are working in open environments, which
should not be restricted to one specific application domain, we aim at a flexible
and extensible approach for matchmaking between user profiles and interests.
Although, there has been a lot of research done in this area already [21], today’s
available techniques are still quite limited.

For example, www.tribe.net is a Web site enabling people to find other peo-
ple based on their interest, given by keywords. On mobile devices, we find
www.upoc.com or www.jambo.org to establish communities and locate each other
based on keyword-based profile matching. Neither approach uses semantic de-
scriptions of user profiles and preferences, but only simple text-based approaches.

Friend of a Friend Finder (FOAF) is a project that aims to share informa-
tion about persons in the Internet. The language used in this project is RDF
that provides a means to describe data and meta-data. RDF defines a simple
data model which consists of resources and statements that link two resources,
comparable to a subject-verb-object relationship. A statement is called a triple,
which consists of subject and object, and the predicate that plays a role of the
verb mentioned previously. In a so-called FOAF file, a user describes his personal
data and which other persons this user knows. With a help of these links to other
persons, a search engine can now create a graph of who knows whom. However
it is not possible to describe interests and preferences with FOAF. We have
adapted FOAF profiles and added appropriate information to describe interests.
Figure 3 shows an example RDF profile.

Whenever user agents receive new information from roaming mobile agents,
they have to match it to user interests on a semantic level. New information will
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Fig. 3. User Profile Description in RDF. On the left hand side, the structure of a user
profile in RDF is given. On the right hand side, one can see a concrete instance of
such a profile. For the sake of clarity we have omitted Uniform Resource Identifiers
and skipped all arrow labels on the right hand side.

be presented to the user only if it is important and related to the current context.
Otherwise, it will be inserted to a pool of pending information units. The agents
will improve their internal user model by learning from user feedbacks about
the relative importance of information. Other information units, not important
to the user at the moment, will be tolerated to some extent to support the
general dissemination strategy of our approach. The user agents also sort out
out-dated or falsified information from time to time, if necessary. Access to the
user profiles is protected by the user agents. Whenever a mobile agent gains
access to sensitive profile information, the user is requested for acknowledgment.
Again, these user agents are able to learn users’ intentions and in the longer
term act autonomously on behalf of their owner and provide access to the user
profile in a very fine-grained way.

4.5 Lessons Learned

As mentioned in the introduction of this section, we developed a prototype based
on this architecture for the CeBIT exhibition. While running stable and fast in
a controlled environment, the application proved to be nearly useless at the
exhibition due to Bluetooth limitations. Even when lying right next to each
other, our mobile phones were, in most cases, unable to detect each other. They
rather found some of the numerous Bluetooth-enabled devices like notebooks,
keyboards or headsets that crowded the exhibition. The problem not only oc-
curred in our application, even on operating system level we were unable to
establish a link between two devices. This is unfortunate, but we expect that
upcoming device generations can better fit our needs.
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5 Conclusions and Outlook

The aim of MobiSoft is to deliver a new architecture for social-mobile appli-
cations which is based on existing techniques like mobile agents, peer-to-peer
networking and semantic descriptions of services and profiles. After years of in-
depth research on mobile agents and mobile applications we are confident that
such a combination can lead to an adaptable and powerful middleware.

We will now move on to improve user profile and service descriptions and
tackle open issues like service propagation, dynamic service binding and profile
matching. One of our next steps will be to integrate several semantic matching
algorithms/systems into Tracy and evaluate and compare their suitability.

Motivated by the experiences with the CeBIT prototype, we will establish
a test bed at the university campus. This test bed will provide university in-
formation, community functions, and access to the library system for students
and employees all around the campus. The users feedback, both on hard- and
software issues, should help us to improve the whole system. Furthermore, we
will be able to conduct comprehensive performance and reliability experiments.
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Abstract. Mobile users require location based, situation aware services,
especially when healthcare is involved. Within “Nomadic Media” an
Eureka-ITEA International projects, Ontology based semantic web ser-
vice discovery and orchestration have been studied and applied to provide
mobile users with innovative healthcare services.

The designed system identifies, orchestrates and customises the ser-
vices, according to the health status of the user and his usage location,
usage conditions and environmental situations.

The paper will describe the developed technologies and the imple-
mented services.

Similar approach was followed in PIPS: “Personalised Information
Platform for Life & Health Services”. However in PIPS more emphasis
has been applied in the definition and the development of Use Cases and
service definition and development for Patients and Citizen.

1 Introduction

The PIPS Project1 is an ongoing Integrated Project within the IST 6th Frame-
work Programme, coordinated by Fondazione Centro San Raffaele del Monte Ta-
bor. Together with FCSR and Atos Origin, other 15 Companies and Universities
from Europe, Israel, Canada and China cooperate to it. The PIPS project objec-
tive is to encompass the entire set of business processes, professional practices,
and products, applied to the analysis and preservation of the citizen’s well-being,
using the latest innovations in ICT. The project joins healthcare (HC) suppliers,
citizens, public organizations, food/drug industry and services, researchers, and
health related policy makers. These actors create a dynamic knowledge envi-
ronment that feeds the system and gives added value feedback for personalized
contextual knowledge and services to improve the European public’s wellbeing.
In the PIPS context each actor is a supplier and receiver of personalized knowl-
edge. This includes both explicit and implicit knowledge management based on

1 IST 2004 507019 PIPS: Personalised Information Platform for Life & Health Ser-
vices, www.pips.eu.org.
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traditional and new approaches to knowledge discovery out from current med-
ical practice, evidence based medicine, and disparate knowledge sources from
health/nutrition domains.

The Nomadic Media2 consortium was composed by different European com-
panies such as Nokia, VTT, Philips Digital Systems, Cefriel and Atos Origin.
The Nomadic Media Project aimed to enhance consumer flexibility in the use
of services and contents in the places they wish, and to enable the movement
of content between their preferred devices according to their needs and circum-
stances. Implicit in this vision is also the need for consumers to configure services
and content in the ways that suit their particular circumstances and thus enjoy
the benefits of a personalized environment.

2 eHealth Services

In the following chapters we describe the approaches in the multimodal and
pervasive eHealth services adopted in the two research projects Nomadic Media
and PIPS.

2.1 The PIPS Service Oriented Approach

PIPS implemented solutions enable:
– HC Professionals to deliver just-in-time personalized and prevention-focused

HC services compliant with the Citizen’s personal health state, preferences
and ambient conditions

– Citizens to make informed decisions about therapies and nutrition at any
time and place according to the real-time evaluation of their health state

– HC Authorities to improve risk management of HC systems
The current PIPS project implementation foresees three scenarios: Diabetes,

Hearth Failure, and Nutritional. Figure 1-A depicts an example of possible func-
tionalities that could be implemented for the scenarios.

In order to better explain which kind of services the Platforms allows, we
are going to present one fictional scenario, completely supported by the current
version of the PIPS Platform. In the remaining of this section we will then present
the technical architecture employed by the Project, which allows to implement
such scenario.

Our main actor for this scenario will be John Fitzegerald, a 55 year old person
who is currently under treatment for an ischemic cardiomyopathy with heart
failure (HF) complication. This type of disease usually impairs the functional
capacity and quality of life of affected individuals.

For this kind of patient it is mandatory to monitor vital signs and the arise
of symptoms indicating possible disease accentuation [1]. For this reasons, John
is following a complex treatment made of different components: he has to take a

2 Eureka E!2023 - ITEA if02019: Nomadic Media: Entertainment at home and on
leave. ITEA - Information Technology for European Advancement, http://www.itea-
office.org
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Fig. 1. PIPS Scenarios and possible services (A) and PIPS overall architecture (B)

quite large number of pills daily, he must measure a fixed set of vital signs every
morning and he is on a diet.

Therefore, the first support that PIPS provides to John is a reminder service,
set with respect to all his prescriptions and integrated with his mobile phone
agenda, that reminds him of all actions he must perform on a timely basis.

In John’s case, he must measure his weight, blood pressure and heart rate
every day before breakfast. Monitoring these signals daily is fundamental to
keep his overall health status controlled and to react properly to any abnormal
condition, for instance to accumulation of the body fluids.

For this scenario let’s suppose that John was out of town for the weekend,
exceeded a little with drinking and forgot to take some of his pills. When he
receives the reminder on Monday morning he uses the measurement devices pro-
vided by PIPS and collects the needed vital signs. These devices are all connected
wirelessly to John’s home network and the data collected are immediately sent
to the PIPS system via a web service.

In John’s case, the analysis of the collected vital signs (increased weight, low
blood pressure, high heart rate) indicates a body fluids accumulation, which is
confirmed by the symptoms collected using an online questionnaire (weakness,
shortness of breath, reduction of diuresis, etc.) and additional vital signs (low
oximetry). As a result, he is suggested to resume his diet (strictly adhering to his
water intake regime) and a new therapy with an augmented dosage of diuretic is
set by the system for him (updating his agenda). The diuretic therapy change is
prescribed beforehand by John’s doctor who, along with the normal dosage, will
provide the augmented dosage to be taken in case of suspected fluid accumulation.

John’s doctor is also warned of the situation. On her PIPS Portal home page,
or cellphone if so configured, she will receive a message that John’s therapy
has been changed according to her indication and she will be able to check the
collected data (both vital signs and questionnaire answers). At that point she
can take an informed decision and react appropriately (for example, fixing John’s
therapy, contacting and reassuring him or inviting him for a checkup).
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This scenario demonstrates some of the key benefits that a system like PIPS
can provide: constant monitoring of patient health status enabled by the in-
tegration of self-care networked measuring devices, complex decision support
system and new communication technologies, just in time abnormal health con-
dition detection for chronic patients, integrated access to patients continuity of
care records, personalized advices to improve health status. Moreover, all these
functionalities are personalized according to the context, the situation and the
adopted communication devices.

The architecture applied for PIPS system is based on different tiers as shown
in Figure 1-B: Front End, Business, Decision Support System, Knowledge Man-
agement.

– Front End Tier: it is the collector of the requests incoming from users that
can interact with PIPS system through the Portal web application, personal
mobile devices and medical devices.

– Business Tier: it implements the Business Logic of the PIPS system, inter-
acting with Front End tier and Decision Support System

– Decision Support System (DSS): it is the technological core of the delivered
PIPS system and is based on multi agent platform [2]. DSS processes the
information incoming from users in order to monitor the Patient health and
wellness status and provide suggestions that should be performed by the
PIPS actors [3].

– The Knowledge Management (KM): it provides Knowledge Base information
that can be used by DSS and by the final user in order to retrieves trusted
e-health information [4].

The DSS is the technological core of the delivered PIPS system and is based
on multi agents platform and rule engine. The analysis and design of the system
was based on the notion of computational organisations, whereby the roles played
by the agents are modeled on the basis of the roles in real-world organisations.
For the high-level analysis and much of the design was guided using the Gaia
methodology [5], in which roles are a central concept.

The model is based on real-world health-care systems. Using the Gaia method-
ology, two main roles within the PIPS DSS were derived, personal and specialized
agents, as follows: citizens have personal advisory agents, what in many organ-
isations are “personal assistants”, which provide personal information to them,
such as their diary, or their medical history; specialised agents represent the
health care specialists and nutritional experts that assess the health and diet
of the citizen and provide advice or information for the nutritional and medical
fields in which the PIPS system specialises, such as diabetes or heart problems.

2.2 The Nomadic Media Service Approach

To reach its aim the Nomadic Media project explored different usage scenarios:
“At the Airport”, “On-the-Go”, “At Home” and “Healthcare”. The Healthcare
scenario was the one in which Web Services (WS) [6] were investigated. For this
scenario a technological architecture was defined to be able to:
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– Connect a variety of related services into a coherent set and thereby im-
prove the process of, for example, ordering prescriptions, making patient
appointments, and scheduling laboratory tests by healthcare professionals

– Enhance physician productivity with real-time access to information via a
variety of preferred devices, adapted to the variable usage condition (situa-
tional awareness)

– Allow collaborative access for different users such as insurance companies,
healthcare providers, drug companies and patients.

As a result of this investigation we realized that the healthcare context shares
many characteristics that are common to many complex and distributed appli-
cations. This led to the following summary of the key problems:

– Services should be composed at runtime, based on a multiparty business
process model, using an orchestration framework.

– To enhance the choices and to dynamically compose the services, advanced
techniques should be used to advertise and discover them.

– Content and level of services provided should be adapted in relation to con-
text, situation and user preferences.

A Service-oriented Architecture (SOA) is a possible way to solve the above
mentioned problems, that is to say an architecture where functionalities are
implemented, essentially, as a collection of services communicating with each
other. A service is a function that is well-defined, self-contained, and does not
depend on the context or state of other services. As known, SOA is not new, but
is an alternative model to the more traditionally tightly-coupled object-oriented
models that have emerged in the past decades. Web Services (WS) represent a set
of specifications defining the details needed to implement services and interact
with them. Although WS is a technology in development and standardization
efforts are not completed, robust enterprise toolsets are available: industrial WS
based solutions can be developed in specialized areas. One of the main areas
explored in Nomadic Media was service composition. It allows complex tasks to
be executed as sequences of processes written using standard specifications.

In the Nomadic Media Healthcare scenario the need to exchange information
between different providers (services, content and context providers) was clearly
identified. WS standards were used to solve the problem of obtaining robust
multiparty interaction. Standards also helped to solve the interoperability prob-
lems at a syntactic level; however, the real strength of WS technologies is the
possibility to afford the heterogeneity of the systems in a semantic way too. To
achieve semantic interoperability, information systems must be able to exchange
data in a way that allows ready accessibility to the precise meaning of the data
and the data itself can be translated by any system into a form that it under-
stands. This was achieved by describing, functionally and operationally, services
in a formal, machine-readable way.

Semantic interoperability enables the automation of some procedures:

– Web Service discovery; the action of matching available service descriptions
to a requester’s candidate service query and returning the resulting matches,
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– Web Service invocation; the principle of automatically interacting with an
atomic service by using the semantic description to understand how to access
it,

– Web Service selection and composition; the action of choosing the most suit-
able service(s) from a set of known services and running a composite service
by invoking WS, in the correct order, overcoming syntactic, structural, se-
mantic and process heterogeneity, and handling errors and exceptions,

– Web Service execution monitoring; the principle of tracking what is happen-
ing to some described aspects of a service and its component services.

Fig. 2. Nomadic Media Structure

One possible way to proceed toward the semantic interoperability is to provide
semantics using metadata and ontologies.

The two major efforts in defining a Semantic Web Services Language [7] are
SWSL developed by the OWL-S (Web Ontology Language for Services) [8] com-
mittee in the USA, and WSML (Web Service Modeling Language) [9] developed
by the Web Service Modeling Ontology [10] project in the EU. A table presented
in [11] summarizes the comparison between WSMO and OWL-S.

However the approach to semantic web services does not only engage the lan-
guage problem, but also the architecture. Since the WSMO project also proposes
a framework (WSMF) to solve semantic interoperability, we chose this approach
in our project. Its philosophy is based on two (complementary) principles; max-
imum de-coupling of its components, and a scalable mediation service.

One of the important points we found in the WSMO was the possibility of
enabling support for static and dynamic composition. The composition approach
we chose was defined as Orchestration. Orchestrator is the one who defines how
the overall functionality is achieved by the cooperation of more elementary ser-
vices. In the orchestration approach a workflow process invokes a number of
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different services in a specific order because they have data and control depen-
dencies between each other. Infrastructure based on this approach just requires
one central service that is the workflow engine that controls and executes the
entire workflow process. The engine we used executes an XML-based [12] script
language: BPEL4WS [13]. BPEL4WS (Business Process Execution Language
for Web Services) provides a language for the formal specification of business
processes and business interaction protocols. By doing so it extends the WS
interaction model and enables it to support business transactions.

2.3 Multimodality and Content Adaptation

Multimodality is the technology whose purpose is to enhance the user experience
by enabling service providers to combine different ways to build-up intuitive and
powerful applications.

For users, multimodality represents an efficient way to interact with a de-
vice. For network operators, the combination of audible and visual functions
represents the future of communications. Soon, applications such as the mobile
ones, will take advantage of multiple simultaneous channels of communication,
leading to a new wave of service offerings. Some new standards are focused on
multimodality technology [14] [15].

Multimodality and adaptation of contents cover an important role in Health
services. Multimodality allows the possibility to transfer information through
different channels, while adaptation can be read according to a more general
meaning, depending not only on the features requested by the device (hardware
and software), but also on particular contexts in which the request is made. A
generic eHealth framework should manage situations in which the user cannot
receive complete information, but just an abstract of them, or he would like to
temporally freeze and save this information.

In particular, when user’s presence is revealed, his state is communicated to
the system, together with his preferences and his possibility to make use of
nomadic services; for example it is possible that a user would not like to be
disturbed by unexpected communications.

Besides, the user physical collocation makes easier the service interaction:
information related to the structure in which the user is located, are immediately
provided (i.e. pharmacies, hospitals) so he can be better assisted in his choices.

The PIPS system offers to final users different access mode in order to acquire
information data, related to vital signs user data, food and drug information.

The user can provide data to the system manually, through web Browser
UI, or mobile application (e.g. transcript the vital signs values from traditional
device to the web form provided by system). The same type of data can be
directly sent to PIPS system if are used wireless medical devices connected to
the custom applications installed in the mobile devices or PC.

The user can send to the system food and drug information data interacting in
different mode: optical mode, RFID technology. For example using the camera of
user mobile phone, the picture of the product bar code is processed by an OCR,
in order to send the food information data directly to the PIPS system. The



Innovative Healthcare Services for Nomadic Users 1001

same information could be sent to the system by filling the web form provided
by the mobile application with the barcode number.

Also the RFID technology is used if the food or drug product data are store
in tag RFID.

The user can also provide inputs to the system, writing on a paper, using an
optical pen connected via Bluetooth to the mobile device. Also in this case the
data can be provided automatically to PIPS system.

In Nomadic Media the solution approach is based on an adaptation engine
service: it uses the client features to dynamically support the device context.

The page rendering is performed at run time, whenever possible, depending on
wireless device multimedia capabilities. The Nomadic Media Framework, using
database devices service [16], is able to display images and adapted content. It
supports, also,Voice Interaction [17] used for managehealthcarevocal application.

3 Conclusions

The technologies studied and applied in PIPS and Nomadic Media have shown
their powerfulness to build Healthcare and Wellness Services for Citizen and
Patients. This technological enablers have allowed to define innovative complex
Service models, derived and sustained by a strong Business Strategy.

In order to make the servicesmore and more intelligent and automated, machine
processable data have been adopted, to deal with dynamic content and services. In
order to enable the interoperability among systems, a framework using machine
processable data, rather than more human oriented data, should be developed.
Process ontologies, rule based Multi-Agent environments, and ontology bridging
are the most promising avenues for integrating automation and orchestration.

According to the practical experience, the technology required to make eHealth
services more “intelligent” (meaning that they are tailored on user) should be ex-
plored based on the work in the field of semantic web and multi agent platform.
Taking into account the different environments in which eHealth and Wellness so-
lutions may be exploited, the Service should automatically adapt their behavior
to the current environment (Situational Awareness) and allow to use the most
suitable communication channels and mode (Multi-Channel Multi-Modal Inter-
action). The aforementioned development lines should allow to concretely achieve
the condition that Tim Berners-Lee described as the “Next Generation Web” [18].
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Zeidler, Andreas II-1347
Zhang, Miao II-1500
Zhao, Xiaohui I-1
Zhong, Duhang I-116
Ziekow, Holger I-10
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Erratum

LNCS 4277 Editorial

In an earlier version by mistake the volume editors have been stated instead of the
authors of each paper. The current version is the correct source for any reference
made to a paper included in the OTM 2006 Proceedings LNCS 4275-4278.
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