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Klaus P. Jantke (Eds.)

Discovery Science

9th International Conference, DS 2006
Barcelona, Spain, October 7-10, 2006
Proceedings

13



Series Editors

Jaime G. Carbonell, Carnegie Mellon University, Pittsburgh, PA, USA
Jörg Siekmann, University of Saarland, Saarbrücken, Germany

Volume Editors
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Preface

The 9th International Conference on Discovery Science (DS 2006) was held in
Barcelona, Spain, on 7–10 October 2006. The conference was collocated with
the 17th International Conference on Algorithmic Learning Theory (ALT 2006).
The two conferences shared the invited talks.

This LNAI volume, containing the proceedings of the 9th International Con-
ference on Discovery Science, is structured in three parts. The first part contains
the papers/abstracts of the invited talks, the second part contains the accepted
long papers, and the third part the accepted regular (short) papers. Out of 87
submitted papers, 23 were accepted for publication as long papers, and 18 as
regular papers. All the submitted papers were reviewed by two or three refer-
ees. In addition to the presentations of accepted papers, the DS 2006 conference
program consisted of three invited talks, two tutorials, the collocated ALT 2006
conference and the Pascal Dialogues workshop.

We wish to express our gratitude to

– the authors of submitted papers,
– the program committee and other referees for their thorough and timely

paper evaluation,
– DS 2006 invited speakers Carole Goble and Padhraic Smyth, as well as An-

drew Ng as joint DS 2006 and ALT 2006 invited speaker,
– invited tutorial speakers Luis Torgo and Michael May,
– the local organization committee chaired by Ricard Gavaldà,
– DS 2006 conference chair Klaus P. Jantke,
– the DS steering committee, chaired by Hiroshi Motoda,
– Andrei Voronkov for the development of EasyChair which provided excellent

support in the paper submission, evaluation and proceedings production
process,

– Alfred Hofmann of Springer for the co-operation in publishing the proceed-
ings,

– the ALT 2006 PC chairs Phil Long and Frank Stephan, as well as Thomas
Zeugman and José L. Balcázar, for the cooperation and coordination of the
two conferences, and finally

– we gratefully acknowledge the financial support of the Universitat Politècnica
de Catalunya, Idescat — the Statistical Institute of Catalonia (for provid-
ing support to tutorial speakers), the PASCAL Network of Excellence (for
supporting the Pascal Dialogues), the Spanish Ministry of Science and Edu-
cation, the Slovenian Ministry of Higher Education, Science, and Technology,
and Yahoo! Research for sponsoring the Carl Smith Student Award.



VI Preface

We hope that the week in Barcelona in early October 2006 was a fruitful, chal-
lenging and enjoyable scientific and social event.

August 2006 Nada Lavrač and Ljupčo Todorovski
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e-Science and the Semantic Web: A Symbiotic 
Relationship 

Carole Goble1, Oscar Corcho1, Pinar Alper1, and David De Roure2 

1 School of Computer Science, University of Manchester,  
Manchester M13 9PL, UK 

{carole, ocorcho, penpecip}@cs.man.ac.uk 
2 School of Electronics and Computer Science, University of Southampton,  

Southampton SO17 1BJ UK 
dder@ecs.soton.ac.uk 

Abstract. e-Science is scientific investigation performed through distributed 
global collaborations between scientists and their resources, and the computing 
infrastructure that enables this. Scientific progress increasingly depends on 
pooling know-how and results; making connections between ideas, people, and 
data; and finding and reusing knowledge and resources generated by others in 
perhaps unintended ways. It is about harvesting and harnessing the “collective 
intelligence” of the scientific community. The Semantic Web is an extension of 
the current Web in which information is given well-defined meaning to 
facilitate sharing and reuse, better enabling computers and people to work in 
cooperation. Applying the Semantic Web paradigm to e-Science has the 
potential to bring significant benefits to scientific discovery. We identify the 
benefits of lightweight and heavyweight approaches, based on our experiences 
in the Life Sciences.  

1   Introduction 

The term e-Science is normally used to describe computationally intensive science 
that is carried out collaboratively in highly distributed network environments [1]. 
Typically, a feature of such collaborative scientific enterprises is that they require 
access to very large data collections, very large scale computing resources and high 
performance visualisation back to the individual user scientists. Brain neuroscientists 
remotely control and collect data from the world’s largest and most powerful 
transmission electron microscope in Japan (telescience.ucsd.edu). Astronomers steer 
telescopes from their offices, collect the data using remote archive repositories, and 
process it by exploiting the availability of machines of other institutions. The 
International Virtual Observatory Alliance (www.ivoa.net) makes available vast 
digital sky archives to all astronomers not just a lucky few. myGrid-Taverna 
(www.mygrid.org.uk) allows biologists to assemble personalised exploratory in silico 
experiments that interoperate between remotely and locally available applications, 
code-bases and databases to identify new genes [2]. The Human Genome effort is an 
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example of e-Science – over 500 datasets and tools are available on the web for 
bioinformaticians to piece together our understanding of life [3, 4].  

The e-Science infrastructure supports and enhances the scientific process by 
enabling scientists to generate, analyse, share and discuss their insights, experiments 
and results in a more effective manner, particularly in the context of the deluge of 
data resulting from new experimental practices [5, 6]. 

Scientific progress increasingly depends on pooling resources, know-how and 
results; making connections between ideas, people, and data; and finding and 
interpreting knowledge generated by others, in ways that may not have been 
anticipated when it was created. It is about harvesting and harnessing the “collective 
intelligence” of the scientific community. It has as much to do with intelligent 
information management as with sharing scarce resources like large scale computing 
power or expensive instrumentation.  It is about making connections between 
decoupled resources and people in the broadest context of diverse scientific activity, 
outside the bounds of localised experiments and closed projects, and enabling 
scientific endeavour “in the wild”.  

The Semantic Web is defined as an extension of the current Web in which 
information is given well-defined meaning, better enabling computers and people to 
work in cooperation [7]. Applying Semantic Web to Science [8] has attracted great 
interest particularly in the Life Sciences [9-13] which has been proposed as  a 
“nursery” for incubating the required technological developments [14]. We take a 
perspective in which the Semantic Web is seen foremost as an infrastructure for 
gathering and exploiting collective intelligence; i.e. the capacity of human 
communities to evolve towards higher order complexity and integration through 
collaboration and innovation. 

Section 2 introduces the Semantic Web and distinguishes between lightweight and 
heavyweight approaches. In Sections 3 to 5 we present three aspects of the Semantic 
Web – annotation, integration and inference – and sketch how the methods, 
techniques and tools used for each of them could provide benefits to scientists. In 
Section 6 we reflect on the symbiosis between e-Science and the Semantic Web.  

2   The Semantic Web 

Annotation is the process of associating metadata with an object. Metadata, defined as 
structured data about an object that supports functions associated with it, can be 
generated for any entity for which contextual data can be recorded [15]. We can 
annotate any object, be it a document, dataset, publication, codes, notebooks, and so 
on, within the scientific process – even a person or scientific instrument. Metadata can 
be expressed in a wide range of languages (from natural to formal ones) and with a 
wide range of vocabularies (from simple ones, based on a set of agreed keywords, to 
complex ones, with agreed taxonomies and formal axioms). It can be available in 
different formats: electronically or even physically (written down in the margins of a 
textbook). It can be created and maintained using different types of tools (from text 
editors to metadata generation tools), either manually or automatically. 
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The foundational pillars of the Semantic Web are the tagging of entities with 
machine-processable metadata which asserts facts using terms, and the associated 
languages which define these terms and their relationships [16].  These languages 
extend existing markup languages like HTML or XML in order to represent 
knowledge – they enable Semantic Annotation. The publishing and sharing of the 
annotations and languages is crucial to realising the benefits of this approach. 

 

Fig. 1. Markup languages and the Semantic Web of Annotation, Integration and Inference 

Figure 1 shows the mark-up languages that have been developed in recent years. 
Each language is based on the ones that are under it (i.e., OWL is based on RDF 
Schema, RDF and XML). The right-hand part of the figure shows that this stack of 
languages can be used for different purposes, distinguishing three functions that the 
Semantic Web can provide: 

- Annotation. The Semantic Web can be used to provide machine-processable 
descriptions of resources in any of the languages in the stack, asserted using 
RDF statements.  Anything can be annotated, and annotations can be shared. 

- Data Integration. The Semantic Web can be used as a means of integrating 
information from diverse sources, connecting through shared terms (in RDF(S) 
or OWL) and shared instances (in RDF) and preserving context and provenance.  

- Inference. The Semantic Web can be used as a powerful tool to infer new 
knowledge or detect inconsistencies in the knowledge already described in it, 
provided in RDF Schema and OWL. Each of these languages has different 
expressiveness, and different reasoning mechanisms that can be applied to its 
descriptions, so the inferences that can be achieved are different in each case. 

These three different but complementary views of the Semantic Web are discussed in 
the following sections in the context of e-Science. 
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3   The Semantic Web as the Annotation Web 

3.1   Annotation in e-Science 

The annotations associated with Web resources form their own overlaid and 
intertwingled Web – the Annotation Web.  This is potentially a powerful tool which 
enables e-Science to be carried out collaboratively in highly distributed network 
environments. Not only does it provide a means for describing the resources being 
dealt with by e-Scientists (new findings, experiment results and provenance, etc.), but 
it also allows content and people to be connected, hence allowing the harvesting and 
harnessing of the collective intelligence of the scientific community. Let us see some 
examples: 

- The myGrid-Taverna workflow environment [17] is a significant example of a 
new platform for scientific discovery [2]. Services are described according to a 
service ontology that specifies the model to be used to describe the service 
inputs and outputs. Following this approach, annotated services can easily be 
reused for the design and execution of scientific workflows. The annotation of 
services is done collectively using annotation tools like Pedro [18] and 
maintained by a curator in order to ensure their quality. 

- The CombeChem project  [19] (www.combechem.org) focuses on the notion of 
“publication at source”, capturing comprehensive annotations in order to 
facilitate interpretation and reuse of results. Using RDF to interlink information 
in multiple datastores, both internally and externally, CombeChem has 
established a Semantic DataGrid containing tens of millions of RDF triples [20].  
The annotation commences in the laboratory [21]. The project also captured 
scientific discourse as part of the provenance record, through provision of tools 
to annotate meetings [22]. 

- The Friend-Of-A-Friend (FOAF) initiative (www.foaf.org) is being adopted for 
science and scientific publications. Scientific FOAF (www.urbigene.com/foaf/) 
is an example of how so-called “Web 2.0 technologies” [15] can be used to 
relate content and people in order to improve e-Science. For each article in the 
NCBI Pubmed bibliographic database (www.ncbi.nlm.nih.gov/entrez/), users are 
asked if a specific person is unambiguously one of the authors and whether they 
know any of the co-authors (which may not be necessarily the case when there 
are a large number of collaborators). Authors' interests are defined using the 
MeSH (Medical Subject Headings) terms of their papers. All this information is 
used to generate the FOAF profile of scientists. 

- Recording the provenance of scientific results is important in facilitating 
interpretation and reuse of data, as well as for regulatory purposes. Semantic 
Web technologies are used to provide a flexible and extensible record of the 
experimental process in the in silico experimentation of myGrid [23] and 
commencing in the laboratory in CombeChem  [24]. 
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3.2   Lightweight and Heavyweight Annotation 

We can make a distinction between what we call lightweight and heavyweight 
annotation, by considering the vocabularies used to create metadata. Both forms of 
annotation are relevant to scientific tasks such as those above but they have 
significantly different characteristics.  Our classification is analogous to that of 
lightweight and heavyweight ontologies, introduced by Studer [25]. 

Lightweight annotation 
We define lightweight annotation as the process of associating metadata with a 
resource, where the metadata does not necessarily refer to an existing ontology but 
consists of tags defined by the person(s) in charge of the annotation, which express 
the meaning of the information source by using terms instead of logical expressions. 
Furthermore, if the annotation is based on existing ontologies, it normally identifies 
instances of the ontology concepts, but not the relationships between those instances. 

For example, should we have a Web document that describes a gene and the 
processes in which the gene is involved, a lightweight annotation would consist of 
tags assigned to different parts of the document. These tags may be: “Gene”, 
“BRCA2”, “Breast Cancer”, “disease”, etc. The CombeChem and SciFOAF examples 
above also illustrate lightweight annotation. 

The advantage of this type of annotation is that it eases the collection of the most 
important terms and relations of a community, and can be a good starting point to 
achieve agreement in a specific area. Lightweight annotation has appeared in the 
context of the Web 2.0 initiative, which refers to a second generation of tools and 
services on the Web that lets people collaborate and share information online [26]. 
While lightweight annotation does not focus on relating annotations to existing 
common vocabularies, vocabularies can be created out of them in what we call 
folksonomies [27]. 

Heavyweight annotation 
We define heavyweight annotation as the process of associating metadata with a 
resource, where the metadata refers to an existing ontology that is implemented in a 
formal language (e.g., RDF Schema, OWL, etc.); and the annotation does not only 
identify instances of ontology concepts but also relationships between those instances, 
which are compliant with the underlying ontology.  

For example, should we have a Web document that describes a gene and the 
processes in which the gene is involved, a heavyweight annotation of this document 
would comprise metadata based on an ontology about genes, such as the Gene 
Ontology (www.geneontology.org). The metadata consists of instances of concepts 
that are defined in the Gene Ontology, plus instances of relations between those 
concepts, including genes, the processes where they are involved, etc. The myGrid-
Taverna service discovery framework uses heavyweight annotation [5]. 

Heavyweight annotations normally give precise information about the contents of a 
document. This information is not necessarily exhaustive and is normally costly, since 
it is usually authored by domain experts. The ontologies in which those annotations 
are based are normally shared in a community.  
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3.3   Tools for Annotation 

Tools for creating more lightweight annotations are based on the Web 2.0 philosophy 
and emerging tools.  SemanticMediaWiki allows adding semantic information to a 
Web document while creating it; the semantic information added consists of typed 
links and typed attributes (wiki.ontoworld.org/index.php/Semantic_MediaWiki). 
del.icio.us (http://del.icio.us/) is a social tagging tool that allows annotating Web 
resources by adding tags that are not specifically connected to an existing ontology, 
but that can be used to derive folksonomies. Flickr (www.flickr.com) is a social 
tagging tool that allows annotating images in a similar way to del.icio.us. 

Tools for creating heavyweight annotations (ontology-based annotators) are 
primarily designed to allow inserting and maintaining ontology-based mark-ups in 
Web documents  [28] [29]. First conceived as tools that could be used to alleviate the 
burden of including ontology-based annotations manually into Web resources, many 
annotators have evolved into more complete environments that use Information 
Extraction, Machine Learning and Natural Language techniques to propose semi-
automatic annotations for any type of Web resources. In general, the more automated 
the annotation process is, the lower the quality of the annotations obtained. 

Other tools are aimed at annotating data available in data sets by establishing 
mappings between the data set model and a set of terms coming from ontologies [30]. 
This annotation improves data discovery and integration, among others.  

4   The Semantic Web as the Integration Web 

Scientific discovery involves bringing together information from diverse sources, 
many of which may be available in the form of databases rather than Web pages. The 
set of these Web resources, also known as the “Deep Web” or “”Data Web”, 
represents more than 80% of the total amount of data available on the Web [31].  

Many of these databases contain overlapping or complementary information about 
the same individuals. For instance, the same protein might appear in UniProt and 
PDB, or two proteins might share the same Gene Ontology code as part of their 
annotation. One of the main challenges for the Integration Web is how to align the 
data that is available in heterogeneous distributed databases so that the appropriate 
connections are made among the pieces of information described in different 
disconnected databases.  

Semantic technologies can be applied to this vital task of integrating information 
from multiple sources [13] [32]. They can describe the content of a set of databases 
according to a shared model, or according to a set of semantic models that can be 
aligned using ontology alignment or merging techniques (www. ontologymatching. 
org). Using these approaches we can leverage the information available in the Deep 
Web to information whose meaning is clearly described according to a common 
understood and/or agreed model of the domain. 

In e-Science the information available in documents (e.g., journal publications) 
represents only a small percentage of the total information available. According to 
[33], “traditional biological journals will become just one part of various biological 
data resources as the scientific knowledge in published papers is stored and used more 
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like a database”. One of the examples that support this vision is that of reading a 
description of an active site of biological molecule in a paper and being able to access 
immediately the atomic coordinates specifically for that active site, and then using a 
tool to explore the intricate set of hydrogen-bonding interactions described in the 
paper. A similar illustration is provided by the “Crystal EPrints” interface in 
CombeChem [20]. 

There are many examples in the literature that show how heterogeneous data 
sources can be integrated, supporting users by providing a common view of them and 
shortening the time needed to find and relate information. Here are two approaches: a 
data web and a wikipedia.  

 

Fig. 2. Resources cross-linked through using the Gene Ontology 

A Data Web approach encourages databases to export their data self-described in 
RDF, breaking down the barriers of different schemas. If the same instance – a 
protein, say – appears in many databases we can integrate the various RDF 
descriptions. The data entries are commonly annotated within the databases using 
controlled terms such as GO ids from the Gene Ontology (Fig 2). These “within 
record” annotations are exposed on the Data Web, and we can use shared terms to 
link between different database entries, and between the database records and other 
resources, such as documents, that are annotated using the Gene Ontology [34]. 
YeastHub is an RDF data warehouse that integrates different types of yeast genome 
data provided by different resources in different formats [35]. BioDASH takes 
advantage of UniProt’s RDF export facility and the BioPAX ontology to associate 
disease, compounds, drug progression stages, molecular biology, and pathway 
knowledge for a team of users. CombeChem used RDF to annotate entities but also to 
hold chemical data in RDF format [36], recognising the flexibility of this approach. 
The Collaboratory for Multi-scale Chemical Science (CMCS) [37] has developed an 
open source toolkit addressing provenance tracking and lightweight federation of data 
and application resources into cross-scale information flows, and provides another 
case study in the chemical data arena.  
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A Wikipedia is an example of how Web 2.0 technologies can be used to support 
information collection in e-Science. The Gene Wikipedia is proposed as a 
comprehensive knowledge collection about genes, gathering information from 
multiple data sources: GenBank, UniProt, Bind, Kegg, etc (www.bioinformatics. org/ 
genewiki/wiki/). It is based on a common set of ontologies: NCBI taxonomy, Gene 
Symbol, Disease/Phenotype ontology, Protein Interaction databases, GenBank, 
Pathway and Gene Ontology allowing searches on the information based on these 
resources. The first wiki pages, and the curation of the available data, is based on the 
use of text mining tools, ensuring data quality and assurance. 

The whole notion of “self-describing experiments” is taking hold as part of the 
W3C’s Health Care and Life Sciences Interest Group’s exploration of RDF, and 
initiatives such as King’s EXPO ontology of scientific experiments [38] and 
collection standards expressed in RDF [39]. Calls to the scientific publishers to 
annotate papers at publication with ontologies [40] and responses by publishers such 
as Nature to embrace collaborative tagging systems like Connotea (www. connotea. 
org) hold out the promise that we could build Integration Webs between data and 
publications. 

5   The Semantic Web as the Inference Web 

BioPax (the Biological Pathways Exchange) makes inferences over biological 
pathway data; an automated OWL reasoner is used to find overlapping and non-
overlapping molecular interactions between two pathway datasets [41]. The myGrid-
Taverna project provides the ability to search over scientist-centric descriptions in a 
subject specific way, using taxonomy information in the associated ontology [42]. 
These are both examples of inference: metadata that uses terms from OWL ontologies 
can be reasoned over using logic-based decision procedures, which means that new 
relationships can be inferred between statements that had not been explicitly made 
before.  

There are several languages in the Semantic Web, with different expressivity and 
complexity. Depending on the formal language selected, different types of reasoning 
functions will be available. If we use RDF Schema to describe our ontologies (which 
means that we will use RDF to describe our annotations), we will be able to execute 
queries over the models created, using RDF query languages like SPARQL. We can 
do this to retrieve annotations, as well as during the data integration process once the 
data source to be queried has been identified and selected. The query engines that 
process these languages are able to perform basic taxonomic reasoning and 
consistency checking regarding the domain and range of properties. A more 
expressive language like OWL, based on the description logic formalism, enables us 
to perform more complex reasoning processes. For instance, we will be able to detect 
inconsistencies in the vocabulary that we are creating during the modelling process, 
such as finding missing terms in the Gene Ontology [43], and we will be able to 
derive concept taxonomies automatically from the descriptions that we have provided.  
Furthermore, we will be able to infer the concepts to which an individual belongs 
given the information that we have from it, or we will be able to detect whether an 
individual description is inconsistent due to the constraints expressed in the ontology, 
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for example finding new properties of proteins leading to possible drug discovery 
targets [39]. The complexity of modelling in OWL, however, should not be 
underestimated [44, 45]. 

Other logical formalisms, such as rules, allow inferring conditional relationships 
between individuals that were not possible with the previous formalisms – for 
example correspondences between data are not necessarily obvious to detect, 
requiring specific rules [46]. 

6   Symbiosis 

The practice of science and e-Science can be enhanced by the technologies of the 
Semantic Web, enabling a dramatic reduction in the time needed to create new results 
and consequently the so-called “time to insight” and discovery [47]. Semantic Web-
based applications promise help in: the development of controlled vocabularies, 
flexible metadata modelling, intelligent searching and document discovery, social and 
knowledge networking, advanced content syndication and publishing, data 
integration, aggregation and cross linking, application interoperability and knowledge 
mining [48]. A heavyweight approach, (“pain today”) can be combined with a 
lightweight approach (“pain tomorrow”) to facilitate community participation. 
Sometimes a little semantics goes a long way [49].  

Significantly we have taken a holistic view of the scientific process.  Rather than 
looking at specific, self-contained projects, we observe that scientific discovery 
occurs “in the wild” using diverse resources. The Semantic Web permits this 
decoupling between the people, the content of information sources, the metadata 
about the content, and the time when this content and metadata is created. The person 
who creates the data is not necessarily the one who digests it. Furthermore, data and 
metadata can be used for objectives that were not expected when they were created, 
and at any point in time since its creation. 

The natural match between Semantic Web and Life Sciences has been recognised 
by W3C in their focus on Life Sciences [50]. The Semantic Web benefits from 
e-Science, since its emerging technologies are being tested on a large-scale thanks to 
their use in e-Science applications [14] and the piloting of Semantic Webs for Life 
Science such as Sealife (www.biotec.tu-dresden.de/sealife/) and SWAN [51]. 
Realising the benefits of bringing Semantic Web and Science together depends on 
establishing awareness and understanding across those communities [52]. 

In fact the Semantic Web technologies also have a role inside the e-Science 
infrastructure. The Semantic Grid [53] is characterised as an open system in which 
people, services and computational resources (all owned by different stakeholders) are 
brought together flexibly and dynamically. While Semantic Web technologies can be 
used on the Grid, the Semantic Grid emphasises applying the Semantic Web 
technologies within the e-Science infrastructure – the machine processable 
descriptions then enable the services and resources to be brought together 
automatically [54]. 

We suggest that there is in fact a deeper mutual benefit for e-Science and  
the Semantic Web. The Semantic Web will thrive in an environment where the 
annotations – heavyweight and lightweight – are produced and consumed through  
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the routine use of the infrastructure. To reach that point there needs to be a 
mechanism for bootstrapping the semantic infrastructure, and this will occur where 
there is incentive and a low cost to entry. We have described the incentives which 
lead to new scientific discovery.  The low entry cost emphasises the need for tools for 
e-Scientists and also highlights the value of the lightweight tagging approach to move 
the endeavour forward.  The Web flourished through ease of use and incentive to 
publish as well as to consume content, and e-Science appears to provide similar 
circumstances for the Semantic Web. 
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Data-Driven Discovery
Using Probabilistic Hidden Variable Models
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Abstract. Generative probabilistic models have proven to be a very
useful framework for machine learning from scientific data. Key ideas
that underlie the generative approach include (a) representing complex
stochastic phenomena using the structured language of graphical models,
(b) using latent (hidden) variables to make inferences about unobserved
phenomena, and (c) leveraging Bayesian ideas for learning and predic-
tion. This talk will begin with a brief review of learning from data with
hidden variables and then discuss some exciting recent work in this area
that has direct application to a broad range of scientific problems. A
number of different scientific data sets will be used as examples to illus-
trate the application of these ideas in probabilistic learning, such as time-
course microarray expression data, functional magnetic resonance imag-
ing (fMRI) data of the human brain, text documents from the biomedical
literature, and sets of cyclone trajectories.
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Reinforcement Learning and Apprenticeship
Learning for Robotic Control�

Andrew Ng��

Computer Science Department, Stanford University, Stanford, U.S.A.
ang@cs.stanford.edu

Abstract. Many control problems, such as autonomous helicopter flight,
legged robot locomotion, and autonomous driving are difficult because
(i) It is hard to write down, in closed form, a formal specification of the
control task (for example, what is the cost function for ”driving well”?),
(ii) It is difficult to learn good models of the robot’s dynamics, and
(iii) It is expensive to find closed-loop controllers for high dimensional,
highly stochastic domains. Using apprenticeship learning—in which we
learn from a human demonstration of a task—as a unifying theme, I
will present formal results showing how many control problems can be
efficiently addressed given access to a demonstration. In presenting these
ideas, I will also draw from a number of case studies, including appli-
cations in autonomous helicopter flight, quadruped obstacle negotiation,
snake robot locomotion, and high-speed off-road navigation.

Finally, I will also describe the application of these ideas to the STAIR
(STanford AI Robot) project, which has the long term goal of integrating
methods from all major areas of AI—including spoken dialog/NLP, ma-
nipulation, vision, navigation, and planning—to build a general-purpose,
“intelligent” home/office robotic assistant.

� The full version of this paper is published in the Proceedings of the 17th International
Conference on Algorithmic Learning Theory Lecture Notes in Artificial Intelligence
Vol. 4264.

�� Joint work with Pieter Abbeel, Adam Coates, Ashutosh Saxena, Jeremy Kolter,
Honglak Lee, Yirong Shen, Justin Driemeyer, Justin Kearns, and Chioma Osondu.
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Abstract. We consider methods for the solution of large linear opti-
mization problems, in particular so-called Semi-Infinite Linear Programs
(SILPs) that have a finite number of variables but infinitely many lin-
ear constraints. We illustrate that such optimization problems frequently
appear in machine learning and discuss several examples including max-
imum margin boosting, multiple kernel learning and structure learning.
In the second part we review methods for solving SILPs. Here, we are
particularly interested in methods related to boosting. We review re-
cent theoretical results concerning the convergence of these algorithms
and conclude this work with a discussion of empirical results comparing
these algorithms.

� The full version of this paper is published in the Proceedings of the 17th International
Conference on Algorithmic Learning Theory Lecture Notes in Artificial Intelligence
Vol. 4264.
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Spectral Norm in Learning Theory:
Some Selected Topics�

Hans Ulrich Simon��

Fakultät für Mathematik, Ruhr-Universität Bochum, 44780 Bochum, Germany
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Abstract. In this paper, we review some known results that relate the
statistical query complexity of a concept class to the spectral norm of its
correlation matrix. Since spectral norms are widely used in various other
areas, we are then able to put statistical query complexity in a broader
context. We briefly describe some non-trivial connections to (seemingly)
different topics in learning theory, complexity theory, and cryptography.
A connection to the so-called Hidden Number Problem, which plays an
important role for proving bit-security of cryptographic functions, will
be discussed in somewhat more detail.

� The full version of this paper is published in the Proceedings of the 17th International
Conference on Algorithmic Learning Theory Lecture Notes in Artificial Intelligence
Vol. 4264.

�� This work was supported in part by the IST Programme of the European Commu-
nity, under the PASCAL Network of Excellence, IST-2002-506778. This publication
only reflects the authors’ views.

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, p. 16, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Classification of Changing Regions Based on
Temporal Context in Local Spatial Association

Jae-Seong Ahn1, Yang-Won Lee2,�, and Key-Ho Park1

1 Department of Geography, College of Social Sciences, Seoul National University
2 Center for Spatial Information Science, University of Tokyo

Cw-503 IIS, 4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan
Tel.: +81-3-5452-6417; Fax: +81-3-5452-6414

jwlee@iis.u-tokyo.ac.jp

Abstract. We propose a method of modeling regional changes in lo-
cal spatial association and classifying the changing regions based on the
similarity of time-series signature of local spatial association. For intu-
itive recognition of time-series local spatial association, we employ Moran
scatterplot and extend it to QS-TiMoS (Quadrant Sequence on Time-
series Moran Scatterplot) that allows for examining temporal context in
local spatial association using a series of categorical variables. Based on
the QS-TiMoS signature of nodes and edges, we develop the similarity
measures for “state sequence” and “clustering transition” of time-series
local spatial association. The similarity matrices generated from the sim-
ilarity measures are then used for producing the classification maps of
time-series local spatial association that present the history of changing
regions in clusters. The feasibility of the proposed method is tested by
a case study on the rate of land price fluctuation of 232 administrative
units in Korea, 1995-2004.

1 Introduction

One of the most notable concepts in spatial data analysis is Tobler’s first law
of geography [17]: “everything is related to everything else, but near things are
more related than distant things.” Central to this law are the words “related”
and “near” [12]. The relationship or association among geographic entities is
modeled in spatial autocorrelation statistics to analyze the dependence relative
to nearness [13, 8, 9]. The nearness or closeness among geographic entities is
typically defined based on distance or contiguity relationship [3, 10, 4, 15]. In
addition to the global measures of spatial association that present the overall
degree of spatial dependence among regions in the whole area, local measures of
spatial association provide the information as to how much each region and its
neighbors are spatially associated.

Two things may be stressed with regard to the local spatial association: tem-
poral and clustering aspects. First, as to the temporal aspect, since the relation-
ship of a region and its neighbors changes by time, the local spatial association
� Corresponding author.
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needs to be approached by time-series concept. Secondly, as to the clustering
aspect, since near things are more related, the related things can have more
possibility to be near located (or clustered), vice versa. Moreover, with the two
aspects combined, the time-series of local spatial association may be captured
in a clustered pattern. If we measure the similarity of a series of local spatial as-
sociation accumulated by time, we can group together similar regions that have
experienced similar changes in local spatial association. Thus, understanding lo-
cal spatial association in temporal context and finding out common history of
spatially associated regions can facilitate the analysis of spatial and temporal
characteristics of changing regions.

The objective of this paper is to propose a method of modeling regional
changes in local spatial association and classifying the changing regions based
on the similarity of time-series signature of local spatial association. We deal
with the regional changes in local spatial association as a time-ordered sequence
in which region’s state of local spatial association is continuously connected at
certain intervals. For intuitive recognition of time-series local spatial association,
we employ Moran scatterplot and extend it to QS-TiMoS (Quadrant Sequence
on Time-series Moran Scatterplot) that allows for examining temporal context
in local spatial association using a series of categorical variables. Based on the
QS-TiMoS signature of nodes and edges, we develop the similarity measures for
“state sequence” and “clustering transition” of the time-series of local spatial
association. The similarity matrices generated from the similarity measures are
then used for producing the classification maps of time-series local spatial as-
sociation that present the history of changing regions in clusters. Through a
case study on the rate of land price fluctuation of 232 administrative units in
Korea, 1995-2004, the feasibility of the proposed method is tested for the simi-
larity analysis of sequential changes in local spatial association and the clustered
classification of changing regions.

2 Related Work

A number of techniques for measuring spatial association have been developed
to examine the nature and extent of spatial dependence. Global measures of spa-
tial association (or autocorrelation) such as Moran’s I [13], Geary’s C [8], and G
statistic of Getis & Ord [9] derive a single value for the whole area. Since these
global value may not be universally applicable throughout the whole area, local
measures of spatial association alternatively examine the spatial dependence in
subsets focusing on the variation within the study area [6, 7, 5]. As local indica-
tors of spatial association (LISA), local Moran’s I, local Geary’s C [1], and local
G and G* of Ord & Getis [14] produce a local value for each subset region.

In particular, Local Moran’s I can be extended to Moran scatterplot [2] that
assesses local instability of spatial association in a study area. As in Figure
1, the horizontal axis denotes Z -score of each subset region, and the vertical
axis denotes spatially lagged Z -score, namely, mean of the neighbors’ Z -score
of corresponding region. The slope of regression line corresponds to the global
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Moran’s I. Letting the intersection of horizontal and vertical means be an origin,
four quadrants of Moran scatterplot are interpreted as in Table 1. The Moran
Scatterplot is thought to be a very useful tool for revealing several aspects of
local spatial association. First, as the spatial-lag pairs become concentrated in
quadrant I/III or quadrant II/IV, the overall level of spatial association in the
distribution strengthens. Secondly, outliers in terms of spatial-lag pairs that devi-
ate from the overall trend (high or low outliers) can be easily identified. Thirdly,
clusters of local spatial association (hot or cold spots) can also be identified in
the scatterplot [16].

Fig. 1. Moran scatterplot for assessing local pattern of spatial association

Table 1. Interpretation of Moran scatterplot

State Quadrant Interpretation
HH I Cluster - “I’m high and my neighbors are high.”
LH II Outlier - “I’m a low outlier among high neighbors.”
LL III Cluster - “I’m low and my neighbors are low.”
HL IV Outlier - “I’m a high outlier among low neighbors.”

If considering temporal changes in Moran scatterplot, a series of state {LL→
LL → LH → LH → HH → HH}, for instance, can be interpreted as “I was low
like my neighbors (LL). While I was still low, my neighbors became high (LH).
Then, I became high like my neighbors (HH).” In order to examine such changes,
Rey [16] has proposed a space-time transition measure using Moran scatterplot
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and Markov chain. This method provides a refined analysis on the probability
of a region’s changes along with its neighbors’ changes. Five transition types
are defined in the analysis. Type 0 denotes no move of both a region and its
neighbors. Type I denotes a relative move of only the region, such as HH→ LH,
HL → LL, LH → HH, and LL → HL. Type II denotes a relative move of only
the neighbors, such as HH → HL, HL → HH, LH → LL, and LL → LH. Type
III denotes a move of both a region and its neighbors to a different side: Type
III-A includes joint upward move (LL → HH) and joint downward move (LL →
HH) while Type III-B includes diagonal switch such as HL→ LH and LH→ HL.
The transition types by time-span are incorporated into a discontinuous Markov
chain; hence, each transition is taken as an individual observation. For example,
{t0 → t1 → t2 → · · · → t7 → t8 → t9} includes nine individual observations
for the time-span {tn → tn+1}, and each observation participates in calculating
the probability of regional changes by transition type, regardless of time order.

3 Proposed Method

Since the space-time transition measure mentioned above is based on discontin-
uous Markov chain (that is, {t0 → t1 → t2} is taken as two separate data {t0
→ t1} and {t1 → t2}), the probability of regional changes by transition type
may not sufficiently reflect the sequential aspect of regional changes. As an al-
ternative to this, we deal with the regional changes in local spatial association as
a time-ordered sequence in which a region’s state of local spatial association is
continuously connected at certain intervals. Although regional characteristics are
changing seamless in real life, statistical data has no choice but to be gathered
at certain intervals like day, month, or year. Therefore, in this paper we assume
the interval basis discrete data represents the sequential state of an object, like-
wise the time-series local spatial association. Local Moran’s I derived from the
data appears on Moran scatterplot in the form of a Z -score, but for intuitive
recognition of time-series local spatial association, we use quadrant category as
a simplified representative of the Z -score. With the similarity analysis on the
time-series local spatial association, the final result would be the classification
maps for time-series local spatial association that present the history of changing
regions in clusters. Figure 2 illustrates the workflow of the proposed method.

3.1 QS-TiMoS Signature

In order to formalize the time-series signature of local spatial association in terms
of continuous regional changes, we employ Moran scatterplot and extend it to the
time-series Moran scatterplot by the accumulation at certain intervals. If we con-
nect n corresponding points of certain region on time-series Moran scatterplot, the
connected line composed of n nodes and n-1 edges forms a time-series signature of
local spatial association for the region. A node of a region’s signature represents
the state of local spatial association at certain time (black point in Figure 3(a)),
and an edge of a region’s signature represents the change of local spatial associa-
tion at certain period (thick line in Figure 3(b)). For the notations of a node’s state
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Fig. 2. Method for clustered classification of time-series local spatial association

of local spatial association, we use I/II/III/IV after four quadrants of Moran scat-
terplot. In addition, the edge connecting two nodes possesses the information as
to “clustering transition,” such as upward/downward clustering and declustering.
We set up six notations for the “clustering transition” as in Table 2.

Table 2. Notations for “clustering transition” of local spatial association

I (HHi) II (LHi) III (LLi) IV (HLi)
I (HHi) O DD JD UD
II (LHi) UC O DC UD
III (LLi) JU DD O UD
IV (HLi) UC DD DC O

Upward clustering (UC) includes the transitions such as LH → HH and HL
→ HH. Downward clustering (DC) includes the transitions such as LH → LL
and HL → LL. Upward declustering (UD) includes the transitions that a region
(relatively) moves up while its neighbors (relatively) move down, such as HH →
HL and LL → HL. Downward declustering (DD) includes the transitions that a
region (relatively) moves down while its neighbors (relatively) move up, such as
HH → LH and LL → LH. Joint upward clustering (JU) denotes LL → HH, and
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Fig. 3. QS-TiMoS signatures: “state sequence” and “clustering transition”

joint downward clustering (JD) denotes LL → HH transition. No change in the
transition is represented as (O).

3.2 Similarity Measure for QS-TiMoS Signature

Each region has its own signature of QS-TiMoS. Some signatures may be similar
to one another or may be not. The similarity measure for QS-TiMoS signature
is a key to the classification of changing regions because the similarity of QS-
TiMoS signature explains as to which regions have experienced similar history
in local spatial association and thus can be grouped together.

In order to obtain the similarity matrix for region pairs from QS-TiMoS sig-
nature, we employ Levenshtein metric [11], the most widely used method for
sequence comparison of categorical data. Levenshtein metric is defined as the
minimum number of edit operation (insertion/deletion/substitution) needed to
transform one sequence into the other, namely, a unit cost for the edit opera-
tions. The algorithm of Levenshtein metric for two sequences s and t is described
in Table 3, producing the degree of dissimilarity (distance) of them. Using the
Levenshtein metric, the similarity measures for the time-series signature of local
spatial association indicates how far (or dissimilar) each region pair is in terms
of “state sequence” (in the notations I/II/III/IV) and “clustering transition” (in
the notations UC/DC/UD/DD/JU/JD).

3.3 Clustered Classification of Changing Regions

The clustered classification of changing regions in terms of time-series local spa-
tial association is conducted using the similarity matrices for “state sequence”
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Table 3. Algorithm of Levenshtein metric

Step Description
1 Set n to be the length of s.

Set m to be the length of t.
Construct a matrix containing 0..m rows and 0..n columns.

2 Initialize the first row to 0..n.
Initialize the first column to 0..m.

3 Examine each character of s (i from 1 to n).
4 Examine each character of t (j from 1 to m).
5 If s[i ] equals t [j ], the cost is 0.
6 Set cell d [i,j ] of the matrix equal to the minimum of:

(a) The cell immediately above plus 1: d [i-1,j ] + 1.
(b) The cell immediately to the left plus 1: d [i,j -1] + 1.
(c) The cell diagonally above and to the left plus the cost: d [i-1,j -1] + cost.

7 After the iteration steps (3, 4, 5, 6) are completed, the distance is found in cell
d [n,m].

and “clustering transition” in QS-TiMoS signature. For a cluster analysis, we
employ Ward method [18] that minimizes the sum of squares of any two (hypo-
thetical) clusters.

4 A Case Study

As a feasibility test of the proposed method, we conduct a case study using yearly
basis data of land price fluctuation of 232 administrative units in Korea, 1995-
2004. This experiment aims to examine the sequential changes of local spatial
association in land price fluctuation and thus to classify the changing regions
based on the similarity of QS-TiMoS signature. With this data, we first explore
data distribution pattern, and then carry out a similarity analysis of time-series
local spatial association using the similarity measures for QS-TiMoS nodes and
edges. Through the similarity analysis, we present a clustered classification of
changing regions in terms of “state sequence” and “clustering transition” of
time-series local spatial association. Necessary functions for this case study are
implemented using Microsoft Visual Studio .NET.

4.1 Data Exploration

As in the time-series parallel coordinate plot of Figure 4(a), the rate of land
price fluctuation has experienced a sudden drop caused by IMF crisis around
1998 and a steep rise owing to deregulations and development plans around
2002. The local G* statistic that considers the neighbors within certain distance
including itself may be appropriate for visualizing the distinction of local spatial
association among regions. As in Figure 4(b), the local G* maps of a few years
(1995, 1998, 2002, and 2004) show that upward regions and stagnant regions
respectively are somewhat spatially clustered.
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Fig. 4. Exploration of land price fluctuation in Korea, 1995-2004

4.2 State Sequence of Time-Series Local Spatial Association

In order to capture the change characteristics of local spatial association and
the similarity among changing regions, we build a time-series Moran scatterplot
by accumulating the local Moran’s I with the reciprocal of centroid distance
as a spatial proximity weight. From the 10 years’ QS-TiMoS signature, a “state
sequence” similarity matrix of region pairs is extracted for cluster analysis. Using
Ward method, seven clusters that have experienced similar history in the state
change of local spatial association are classified (Figure 5). The cluster 3 and 4
are thought to be cold spots that have stayed in quadrant III for almost ten years.
These regions have not been involved in remarkable development plans during
the period. The cluster 5 and 6 are thought to be hot spots that have stayed
in quadrant I for almost ten years. Seoul, the capital of Korea is located in the
cluster; hence, its neighboring regions may have been affected by the development
plans for alleviating metropolis concentration during the period. In Figure 6,
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Fig. 5. Classification map for “state sequence” of time-series local spatial association

the number of each cluster’s region participating in each quadrant on Moan
scatterplot is provided in the form of a proportional grayscale representation for
illustrating the change characteristics of local spatial association.

4.3 Clustering Transition of Time-Series Local Spatial Association

While the analysis of “state sequence” derived from QS-TiMoS signature is based
on each region’s state change in relation to its neighbors, the analysis of “cluster-
ing transition” is about the change in the tendency of clustering with neighbors,
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Fig. 6. Change characteristics of local spatial association for each cluster

such as upward/downward clustering and declustering. From the “clustering
transition” of QS-TiMoS signature, five clusters are classified as in Figure 7: the
cluster 4 and 5 are characterized by upward clustering particularly since 2001
while the cluster 3 is characterized by downward clustering for almost the whole
years.

5 Concluding Remarks

In order to model regional changes in local spatial association and thus to classify
the changing regions based on the similarity of time-series signature, we devel-
oped the similarity measures for “state sequence” and “clustering transition” of
local spatial association by extending and integrating related methods. We deal
with the regional changes in local spatial association as a time-ordered sequence
in which region’s state of local spatial association is continuously connected at
certain intervals. Based on the QS-TiMoS signature incorporating both “sequen-
tial state” (e.g., hot/cold spot or high/low outlier) and “clustering transition”
(e.g., upward/downward clustering or declustering), our method performs the
similarity analysis using QS-TiMoS nodes and edges to produce the similarity
matrices for clustered classification of changing regions. Through a case study
on the rate of land price fluctuation of 232 administrative units in Korea, 1995-
2004, we confirmed the feasibility of the proposed method that could find out
the temporal context in spatial changes.
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Fig. 7. Classification map for “clustering transition” of time-series local spatial asso-
ciation
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Abstract. We study the combination of Kalman filter and a recently
proposed algorithm for dynamically maintaining a sliding window, for
learning from streams of examples. We integrate this idea into two well-
known learning algorithms, the Näıve Bayes algorithm and the k-means
clusterer. We show on synthetic data that the new algorithms do never
worse, and in some cases much better, than the algorithms using only
memoryless Kalman filters or sliding windows with no filtering.

1 Introduction

We deal with the problem of distribution and concept drift when learning from
streams of incoming data. We study the combination of a classical estimation
method in automatic control theory, the Kalman filter, with the also classical idea
in machine learning of using a window of recently seen data items for learning.
Many of the previous works in the machine learning area use windows of a fixed
length. We use instead an algorithm that we proposed recently [2] for adaptively
changing the size of the window in reaction to changes observed in the data.

In automatic control theory, many modern complex systems may be classed
as estimation systems, combining several sources of (often redundant) data in
order to arrive at an estimate of some unknown parameters. Among such systems
are terrestrial or space navigators for estimating such parameters as position,
velocity, and altitude, and radar systems for estimating position and velocity.

One of the most widely used estimation algorithms is the Kalman filter, an
algorithm that generates estimates of variables of the system being controlled
by processing available sensor measurements.

Kalman filtering and related estimation algorithms have proved tremendously
useful in a large variety of settings. Automatic machine learning is but one of
them; see [12,6] among many others. There is however an important difference
in the control theory and machine learning settings: In automatic control, we
assume that system parameters are known or easily detectable; these parameters
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are physical properties of devices, and therefore fixed. In contrast, in most ma-
chine learning situations the distribution that generates the examples is totally
unknown, and there is no obvious way to measure its statistics, other than esti-
mating them from the data. In addition, these statistics may vary impredictably
over time, either continuously at a slow rate, or abruptly from time to time.

Besides occasional uses of filtering, most previous work on learning and time
change has used variations of the sliding-window idea: at every moment, one
window (or more) is kept containing the most recently read examples, and only
those examples are considered relevant for learning. A critical point is the choice
of a window size, and several strategies have been proposed [4].

We have recently proposed a different strategy [2]: keeping a window whose
length is adjusted dynamically to reflect changes in the data. When change seems
to be occurring, as indicated by some statistical test, the window is shrunk to
keep only data items that still seem to be valid. When data seems to be sta-
tionary, the window is enlarged to work on more data and reduce variance. Our
algorithm, called ADWIN for Adaptive Windowing, can be implemented with a
low amount of memory and time per data item, and experimentally outperforms
every window of a fixed size S when the time scale of change is either much
smaller or much larger than S. In a way, ADWIN adjusts its window size to “best”
one for the data it is seeing.

1.1 Proposal and Results of This Paper

In this paper, we combine ADWIN and Kalman filter and compare experimentally
the performance of the resulting algorithm, K-ADWIN, with other estimator algo-
rithms. The intuition why this combination should be better than ADWIN alone
or the Kalman filter alone is as follows.

The Kalman filter is a memoryless algorithm, and it can benefit from having
a memory aside. In particular, running a Kalman filter requires knowledge of at
least two parameters of the system, named state covariance and measurement
covariance, that should be estimated a priori. These are generally difficult to
measure in the context of learning from a data stream, and in addition they can
vary over time. The window that ADWIN maintains adaptively is guaranteed to
contain up-to-date examples from which the current value of these covariances
can be estimated and used in the Kalman filter.

On the other hand, ADWIN is somewhat slow in detecting a gradual change,
because it gives the same weight to all examples in the window – it is what we
will call a linear estimator. If there is a slow gradual change, the most recent
examples should be given larger weight. This is precisely what the Kalman filter
does in its estimation.

As in [2], we test K-ADWIN on two well-known learning algorithms where it is
easy to observe the effect of distribution drift: the Näıve Bayes classifier and the
k-means clusterer. We also perform experiments that directly compare the ability
of different estimators to track the average value of a stream of real numbers
that varies over time. We use synthetic data in order to control precisely the
type and amount of distribution drift. The main conclusions are:
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– In all three types of experiments (tracking, Näıve Bayes, and k-means),
K-ADWIN either gives best results or is very close in performance to the best
of the estimators we try. And each of the other estimators is clearly out-
performed by K-ADWIN in at least some of the experiments. In other words,
no estimator ever does much better than K-ADWIN, and each of the others is
outperformed by K-ADWIN in at least one context.

– More precisely, in the tracking problem K-ADWIN and ADWIN automatically
do about as well as the Kalman filter with the best set of fixed covariance
parameters (which, in general, can only be determined after a good number
of experiments). And these three do far better than any fixed-size window.

– In the Näıve Bayes experiments, K-ADWIN does somewhat better than ADWIN
and far better than any memoryless Kalman filter. This is, then, a situation
where having a memory clearly helps.

– For k-means, again K-ADWIN performs about as well as the best (and difficult
to find) Kalman filter, and they both do much better than fixed-size windows.

The paper is structured as follows: In Section 2 we describe a general frame-
work for discussing estimator algorithms, as made of three modules: Memory,
Estimator, and Change detector. In Section 3 we describe the Kalman filter (an
example of Estimator) and the CUSUM test (an example of Change Detector).
In Section 4 we review the ADWIN algorithm. and its theoretical guarantees of
performance. In Section 5 we describe how ADWIN and the Kalman filter can
be combined, and describe the tracking experiments. In Sections 6 and 7 we
describe the experiments with Näıve Bayes and k-means, respectively.
NOTE: Many proofs, experimental results, and discussions are omitted in this
version due to the page limit. A full version is available on-line from the authors’
homepages.

2 Time Change Detectors and Predictors: A General
Framework

Most approaches for predicting and detecting change in streams of data can
be discussed in the general framework: The system consists of three modules:
a Memory module, an Estimator Module, and a Change Detector or Alarm
Generator module. These three modules interact as shown in Figure 1, which is
analogous to Figure 8 in [11].

In general, the input to this algorithm is a sequence x1, x2, . . . , xt, . . . of data
items whose distribution varies over time in an unknown way. The outputs of
the algorithm are, at each time step

– an estimation of some important parameters of the input distribution, and
– a signal alarm indicating that distribution change has recently occurred.

In this paper we consider a specific, but very frequent case, of this setting:
that in which all the xt are real values. The desired estimation is usually the
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Fig. 1. General Framework

expected value of the current xt, and less often another distribution statistics
such as the variance. The only assumption on the distribution is that each xt is
drawn independently from each other.

Memory is the component where the algorithm stores all the sample data or
summary that considers relevant at current time, that is, that presumably shows
the current data distribution.

The Estimator component estimates the desired statistics on the input data,
which may change over time. The algorithm may or may not use the data con-
tained in the Memory. The simplest Estimator algorithm for the expected is
the linear estimator, which simply returns the average of the data items con-
tained in the Memory. Other examples of run-time efficient estimators are Auto-
Regressive, Auto Regressive Moving Average, and Kalman filters.

The change detector component outputs an alarm signal when it detects
change in the input data distribution. It uses the output of the Estimator, and
may or may not in addition use the contents of Memory.

We distinguish four classes of predictors, according to the presence or absence
of the Memory and Change detector modules.

– Type I: Estimator only. The simplest one is modelled by

x̂k = (1− α)x̂k−1 + α · xk.

The linear estimator corresponds to using α = 1/N where N is the width
of a virtual window containing the last N elements we want to consider.
Otherwise, we can give more weight to the last elements with an appropriate
constant value of α. The Kalman filter tries to optimize the estimation using
a non-constant α (the K value) which varies at each discrete time interval.

– Type II: Estimator with Change Detector. An example is the Kalman Filter
together with a CUSUM test change detector algorithm, see for example [6].

– Type III: Estimator with Memory. We add Memory to improve the results
of the Estimator. For example, one can build an Adaptive Kalman Filter
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that uses the data in Memory to compute adequate values for the process
variance Q and the measure variance R. In particular, one can use the sum
of the last elements stored into a memory window to model the Q parameter
and the difference of the last two elements to estimate parameter R.

– Type IV: Estimator with Memory and Change Detector. This is the most
complete type. Two examples of this type, from the literature, are:
• A Kalman filter with a CUSUM test and fixed-length window memory,

as proposed in [11]. Only the Kalman filter has access to the memory.
• A linear Estimator over fixed-length windows that flushes when change is

detected [7], and a change detector that compares the running windows
with a reference window.

In [2], we proposed another Type IV algorithm called ADWIN, which is a new
Memory+Change detector module together with a linear estimator. We showed
it performs advantageously with respect to strategies that maintain a fixed-
length window and linear estimators. The goal of this paper is to propose an
even better Type IV algorithm by combining the best of both worlds: a Kalman
filter as a “good” Estimation module and ADWIN as “good” Memory+Change
detector modules.

3 The Kalman Filter and the CUSUM Test

One of the most widely used Estimation algorithms is the Kalman filter. We give
here a description of its essentials; see [13] for a complete introduction.

The Kalman filter addresses the general problem of trying to estimate the
state x ∈ �n of a discrete-time controlled process that is governed by the linear
stochastic difference equation

xk = Axk−1 + Buk + wk−1

with a measurement z ∈ �m that is

Zk = Hxk + vk.

The random variables wk and vk represent the process and measurement noise
(respectively). They are assumed to be independent (of each other), white, and
with normal probability distributions

p(w) ∼ N(0, Q) p(v) ∼ N(0, R).

In essence, the main function of the Kalman filter is to estimate the state vector
using system sensors and measurement data corrupted by noise.

In our case we consider a sequence of real values z1, z2, . . . , zt, . . . as the mea-
surement data. The difference equation of our discrete-time controlled process
is simpler, with A = 1, H = 1, B = 0. So the equations are simplified to:

Kk = Pk−1/(Pk−1 +R), Xk = Xk−1 +Kk(zk−Xk−1), Pk = Pk(1−Kk)+Q.

The performance of the Kalman filter depends on the accuracy of the a-priori
assumptions:
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– linearity of the difference stochastic equation
– estimation of covariances Q and R, assumed to be fixed, known, and follow

normal distributions with zero mean.

When applying the Kalman filter to data streams that vary arbitrarily over
time, both assumptions are problematic. The linearity assumption for sure, but
also the assumption that parameters Q and R are fixed and known – in fact,
estimating them from the data is itself a complex estimation problem.

The cumulative sum (CUSUM algorithm),(see [6,10,11]) is a change detection
algorithm that gives an alarm when the mean of the input data is significantly
different from zero.

4 The ADWIN Algorithm

In this section we review ADWIN, an algorithm for estimating, detecting change,
and dynamically adjusting the length of a data window. For details see [2].

The inputs to the algorithm are a confidence value δ ∈ (0, 1) and a (possi-
bly infinite) sequence of real values x1, x2, x3, . . . , xt, . . . The value of xt is
available only at time t. Each xt is generated according to some distribution Dt,
independently for every t. We denote with μt the (unknown) expected value of
xt when it is drawn according to Dt.

Algorithm ADWIN uses a sliding window W with the most recently read xi.
Let n denote the length of W , μ̂W the (known) average of the elements in W ,
and μW the (unknown) average of μt for t ∈W .

The idea behind ADWIN is simple: whenever two “large enough” subwindows
of W exhibit “distinct enough” averages, we conclude that the corresponding
expected values are different, and drop the older portion of the window. Formally,
“large enough” and “distinct enough” translate into the computation of a cut
value εc (which depends on δ, the length of the subwindows, and the averages
of their contents). The computation of εc (not discussed here) is crucial to the
performance of the algorithm. In particular, the main technical result in [2] about
the performance of ADWIN is:

Theorem 1. [2] At every time step we have:

1. (Few false positives guarantee) If μt remains constant within W , the proba-
bility that ADWIN shrinks the window at this step is at most δ.

2. (Few false negatives guarantee) If for any partition W in two parts W0W1
(where W1 contains the most recent items) we have |μW0 − μW1 | > ε, and if

ε ≥ 4 ·
√

3 max{μW0 , μW1}
min{n0, n1} ln

4n

δ

then with probability 1− δ ADWIN shrinks W to W1, or shorter.

Thus, ADWIN is in a sense conservative: it is designed to sustain the null hypothesis
“no change” as long as possible. This leads to a very good false positive rate
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(essentially 0 in all experiments) but a somewhat slow reaction time to slow,
gradual changes. Abrupt changes, on the other hand, are detected very quickly.

This first version of ADWIN is computationally expensive, because it checks
exhaustively all “large enough” subwindows of the current window for possible
cuts. Furthermore, the contents of the window is kept explicitly, with the corre-
sponding memory cost as the window grows. To reduce these costs we presented
in [2] a new version, ADWIN2 that uses ideas developed in data stream algorith-
mics [1,8,3] to find a good cutpoint quickly. We summarize the behavior of this
policy in the following theorem.

Theorem 2. The ADWIN2 algorithm maintains a data structure with the follow-
ing properties:

– It can provide the exact counts of 1’s for all subwindows whose lengths are
of the form �(1 + ε)i�, for some design parameter ε, in O(1) time per point.

– It uses O(1
ε log W ) memory words (assuming a memory word can contain

numbers up to W ).
– The arrival of a new element can be processed in O(1) amortized time and

O(log W ) worst-case time.

ADWIN2 tries O(log W ) cutpoints, so the processing time per example is O(log W )
(amortized) and O(log2 W ) (worst-case). The choice of the internal parameter ε
controls the amount of memory used and the desired density of checkpoints. It
does not reflect any assumption about the time scale of change. Since points are
checked at a geometric rate anyway, this policy is essentially scale-invariant.

In the sequel, whenever we say ADWIN we really mean its efficient implemen-
tation, ADWIN2.

5 K-ADWIN = ADWIN + Kalman Filtering

ADWIN is basically a linear Estimator with Change Detector that makes an ef-
ficient use of Memory. It seems a natural idea to improve its performance by
replacing the linear estimator by an adaptive Kalman filter, where the parame-
ters Q and R of the Kalman filter are computed using the information in ADWIN’s
memory.

We have set R = W 2/50 and Q = 200/W , where W is the length of the
window maintained by ADWIN. While we cannot rigorously prove that these are
the optimal choices, we have informal arguments that these are about the “right”
forms for R and Q, on the basis of the theoretical guarantees of ADWIN.

Let us sketch the argument for Q. Theorem 1, part (2) gives a value ε for
the maximum change that may have occurred within the window maintained
by ADWIN. This means that the process variance within that window is at most
ε2, so we want to set Q = ε2. In the formula for ε, consider the case in which
n0 = n1 = W/2, then we have

ε ≥ 4 ·
√

3(μW0 + ε)
W/2

· ln 4W

δ
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Isolating from this equation and distinguishing the extreme cases in which μW0 	
ε or μW0 
 ε, it can be shown that Q = ε2 has a form that varies between c/W
and d/W 2. Here, c and d are constant for constant values of δ, and c = 200 is a
reasonable estimation. This justifies our choice of Q = 200/W . A similar, slightly
more involved argument, can be made to justify that reasonable values of R are
in the range W 2/c to W 3/d, for somewhat large constants c and d.

When there is no change, ADWIN window’s length increases, so R increases
too and K decreases, reducing the significance of the most recent data arrived.
Otherwise, if there is change, ADWIN window’s length reduces, so does R, and K
increases, which means giving more importance to the last data arrived.

5.1 Experimental Validation of K-ADWIN

We compare the behaviours of the following types of estimators:

– Type I: Kalman filter with different but fixed values of Q and R. The values
Q = 1, R = 1000 seemed to obtain the best results with fixed parameters.

– Type I: Exponential filters with α = 0.1, 0.25, 0.5. This filter is similar to
Kalman’s with K = α, R = (1 − α)P/α.

– Type II: Kalman filter with a CUSUM test Change Detector algorithm. We
tried initially the parameters υ = 0.005 and h = 0.5 as in [6], but we changed
to h = 5 which systematically gave better results.

– Type III: Adaptive Kalman filter with R as the difference of xt − xt−1 and
Q as the sum of the last 100 values obtained in the Kalman filter. We use a
fixed window of 100 elements.

– Types III and IV: Linear Estimators over fixed-length windows, without and
with flushing when changing w.r.t. a reference window is detected. Details
are as in [2].

– Type IV: ADWIN and K-ADWIN. K-ADWIN uses a Kalman filter with R = W 2/50
and Q = 200/W , where W is the length of the ADWIN window.

We build a framework with a stream of synthetic data consisting of some
triangular wavelets, of different periods, some square wavelets, also of different
periods, and a staircase wavelet of different values. We generate 106 points and
feed all them to all of the estimators tested. We calculate the mean L1 distances
from the prediction of each estimator to the original distribution that generates
the data stream. Finally, we compare these measures for the different estimators.

Unfortunately, due to the space limitation, we cannot report the detailed
results of these experiments. They can be found in the full version of the paper.
A summary of the results is as follows: The results for K-ADWIN, ADWIN, the
Adaptive Kalman filter, and the best fixed-parameter Kalman filter are the best
ones in most cases. They are all very close to each other and they outwin each
other in various ways, always by a small margin. They all do about as well
as the best fixed-size window, and in most cases they win by a large amount.
The exception are wavelets of very long periods, in which a very large fixed-size
window wins. This is to be expected: when change is extremely rare, it is best
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to use a large window. Adaptivity necessarily introduces a small penalty, which
is a waste in this particular case.

6 Example 1: Näıve Bayes Predictor

We test all the different estimators in a classical Näıve Bayes predictor. To
compute the class of each new instance I = (x1 = v1, . . . , xk = vk) that arrives,
we use an estimator for every probability Pr[xi = vj ∧ C = c] and Pr[C = c].

The experiments with synthetic data use a changing concept based on a ro-
tating hyperplane explained in [5]. A hyperplane in d-dimensional space is the
set of points x that satisfy

d∑
i=1

wixi ≥ w0

where xi, is the ith coordinate of x. Examples for which
∑d

i=1 wixi ≥ w0 are
labeled positive, and examples for which

∑d
i=1 wixi < w0 are labeled negative.

Hyperplanes are useful for simulating time-changing concepts because we can
change the orientation and position of the hyperplane in a smooth manner by
changing the relative size of the weights.

We test our algorithms on a classical Näıve Bayes predictor. We use 2 classes, 8
attributes, and 2 values per attribute. The different weights wi of the hyperplane
vary over time, at different moments and different speeds for different attributes
i. All wi start at 0.5 and we restrict to two wi’s varying at the same time, to a
maximum value of 0.75 and a minimum of 0.25.

To test the performance of our Näıve Bayes predictor we do the following:
At every time t we build a static Näıve Bayes model Mt using a data set of
1000 points generated from the distribution at time t. Model Mt is taken as a
“baseline” of how well a Näıve Bayes model can do on this distribution. Then
we generate 2000 fresh points, and compute the error rate of both this static
model Mt and the different sliding-window models built from the t points seen
so far. The ratio of these error rates is averaged over all the run.

Table 1 shows accuracy results. The “%Static” column shows the accuracy of
the statically built model – the same for all rows, except for small variance. The
“%Dynamic” column is the accuracy of the dynamically built model, using the
estimator in the row. The last column shows the quotient of columns 1 and 2,
i.e., the relative accuracy of the estimator-based model Näıve Bayes model with
respect that of the statically computed one. Again, in each column (a test), we
show in boldface the result for K-ADWIN and for the best result.

The results can be summarized as follows: K-ADWIN outperforms plain ADWIN
by a small margin, and they both do much better than all the memoryless
Kalman filters. Thus, having a memory clearly helps in this case. Strangely
enough, the winner is the longest fixed-length window, which achieves 98.73%
of the static performance compared to K-ADWIN’s 97.77%. We have no clear
explanation of this fact, but believe it is an artifact of our benchmark: the way
in which we vary the attributes’ distributions might imply that simply taking the
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Table 1. Näıve Bayes benchmark

Width %Static %Dynamic % Dynamic/Static

ADWIN 83,36% 80,30% 96,33%
Kalman Q = 1, R = 1000 83,22% 71,13% 85,48%

Kalman Q = 1, R = 1 83,21% 56,91% 68,39%
Kalman Q = .25, R = .25 83,26% 56,91% 68,35%

Exponential Estimator α = .1 83,33% 64,19% 77,03%
Exponential Estimator α = .5 83,32% 57,30% 68,77%
Exponential Estimator α = .25 83,26% 59,68% 71,68%

Adaptive Kalman 83,24% 76,21% 91,56%
CUSUM Kalman 83,30% 50,65% 60,81%

K-ADWIN 83,24% 81,39% 97,77%
Fixed-sized Window 32 83,28% 67,64% 81,22%
Fixed-sized Window 128 83,30% 75,40% 90,52%
Fixed-sized Window 512 83,28% 80,47% 96,62%
Fixed-sized Window 2048 83,24% 82,19% 98,73%

Fixed-sized flushing Window 32 83,28% 67,65% 81,23%
Fixed-sized flushing Window 128 83,29% 75,57% 90,73%
Fixed-sized flushing Window 512 83,26% 80,46% 96,64%
Fixed-sized flushing Window 2048 83,25% 82,04% 98,55%

average of an attribute’s value over a large window has best predictive power.
More experiments with other change schedules should confirm or refute this idea.

7 Example 2: k-Means Clustering

We adapt in essence the incremental version from [9]. In that version, every
new example is added to the cluster with nearest centroid, and every r steps a
recomputation phase occurs, which recomputes both the assignment of points
to clusters and the centroids. To balance accuracy and computation time, r is
chosen in [9] to be the square root of the number of points seen so far.

We change this algorithm to deal with time change in the following way. We
create an estimator Eij for every attribute centroid i and every attribute j. The
algorithm still interleaves phases in which centroids are just incrementally mod-
ified with incoming points and phases where global recomputation of centroids
takes place. Recomputation phases occur for two reasons. First, when any of
the Eij shrinks its window (for ADWIN-type estimators), we take this as a signal
that the position of centroid i may have changed and recompute. In the case of
estimators that use windows of a fixed size s, we recompute whenever this win-
dow becomes full. Second, when the average point distance to closest centroid
has changed more than an ε factor, where ε is user-specified. This is taken as
an indication that a certain number of points might move to another cluster if
recomputation took place now.

The synthetic data used in our experiments consist of a sample of 105 points
generated from a k-gaussian distribution with some fixed variance σ2, and
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Table 2. k-means sum of distances to centroids, with k = 5, 105 samples and change’s
velocity of 10−3

σ = 0.15 σ = 0.3 σ = 0.6
Width Static Dynamic Static Dynamic Static Dynamic

ADWIN 9,72 21,54 19,41 28,58 38,83 46,48
Kalman Q = 1, R = 1000 9,72 19,72 19,41 27,92 38,83 46,02

Kalman Q = 1, R = 100 9,71 17,60 19,41 27,18 38,77 46,16
Kalman Q = .25, R = .25 9,71 22,63 19,39 30,21 38,79 49,88

Exponential Estimator α = .1 9,71 21,89 19,43 27,28 38,82 46,98
Exponential Estimator α = .5 9,72 20,58 19,41 29,32 38,81 46,47
Exponential Estimator α = .25 9,72 17,69 19,42 27,66 38,82 46,18

Adaptive Kalman 9,72 18,98 19,41 31,16 38,82 51,96
CUSUM Kalman 9,72 18,29 19,41 33,82 38,85 50,38

K-ADWIN 9,72 17,30 19,40 28,34 38,79 47,45

Fixed-sized Window 32 9,72 25,70 19,40 39,84 38,81 57,58
Fixed-sized Window 128 9,72 36,42 19,40 49,70 38,81 68,59
Fixed-sized Window 512 9,72 38,75 19,40 52,35 38,81 71,32
Fixed-sized Window 2048 9,72 39,64 19,40 53,28 38,81 73,10
Fixed-sized Window 8192 9,72 43,39 19,40 55,66 38,81 76,90
Fixed-sized Window 32768 9,72 53,82 19,40 64,34 38,81 88,17

Fixed-sized flushing Window 32 9,72 35,62 19,40 47,34 38,81 65,37
Fixed-sized flushing Window 128 9,72 40,42 19,40 52,03 38,81 70,47
Fixed-sized flushing Window 512 9,72 39,12 19,40 53,05 38,81 72,81
Fixed-sized flushing Window 2048 9,72 40,99 19,40 56,82 38,81 75,35
Fixed-sized flushing Window 8192 9,72 45,48 19,40 60,23 38,81 91,49
Fixed-sized flushing Window 32768 9,72 73,17 19,40 84,55 38,81 110,77

centered in our k moving centroids. Each centroid moves according to a constant
velocity. We try different velocities v and values of σ in different experiments.

Table 2 shows the results of computing the distance from 100 random points
to their centroids. Again, in each column (a test), we show in boldface the result
for K-ADWIN and for the best result.

The results can be summarized as follows: The winners are the best fixed-
parameter Kalman filter and, for small variance, K-ADWIN. ADWIN follows closely
in all cases. These three do much better than any fixed-size window strategy, and
somewhat better than Kalman filters with suboptimal fixed-size parameters.

8 Conclusions and Future Work

The experiments on synthetic data give strong indications that the combina-
tion of Kalman filtering and a system that dynamically manages a window of
examples has good potential for learning from data streams. More precisely, it
seems to give better results than either memoryless Kalman Filtering or sliding
windows with linear estimators. Furthermore, it tunes itself to the data stream
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at hand, with no need for the user to hardwire or precompute parameters that
describe how the data stream changes over time.

Future work goes in two directions: on the one hand, these ideas should be
tested on real-world, not only synthetic data. This is a notoriously difficult eval-
uation problem, since it is generally difficult to assess the real drift present in
a real-world data set, hence compare meaningfully the performance of different
strategies. On the other hand, other learning algorithms should be tried; clear
candidates are algorithms for induction of decision trees.
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Abstract. One of the primary goals in discovery science is to understand the 
human scientific reasoning processes. Despite sporadic success of automated 
discovery systems, few studies have systematically explored the socio-technical 
environments in which a discovery tool will ultimately be embedded. Modeling 
day-to-day activities of experienced scientists as they develop and verify 
hypotheses provides both a glimpse into the human cognitive processes 
surrounding discovery and a deeper understanding of the characteristics that are 
required for a discovery system to be successful. In this paper, we describe a 
study of experienced faculty in chemistry and chemical engineering as they 
engage in what Kuhn would call “normal” science, focusing in particular on 
how these scientists characterize discovery, how they arrive at their research 
question, and the processes they use to transform an initial idea into a 
subsequent publication. We discuss gaps between current definitions used in 
discovery science, and examples of system design improvements that would 
better support the information environment and activities in normal science.   

Keywords: Socio-technical, information behaviors, knowledge discovery. 

1   Introduction  

As scientists, we often find the magic that surrounds a scientific discovery 
captivating. How could we forget Kekulé’s dream of a snake eating its tail that 
revealed to him the elusive benzene ring structure; or the contamination in Fleming’s 
lab that lead to the profoundly important discovery of penicillin? Kuhn would refer to 
these landmark discoveries as “scientific revolutions”[7]. Although revolutionary 
discoveries are powerful ways to attract new-comers to a field, or to keep ourselves 
motivated, scientists spend much of their time on day-to-day activities or what Kuhn 
would call “normal” science.  

The underlying premise of our research is that capturing the day-to-day activities 
used by scientists as they develop and verify hypotheses will provide both a glimpse 
into the human cognitive processes surrounding discovery and into the complex 
socio-technical environments in which successful discovery tools will eventually be 
embedded. Simon, the unequivocal father of discovery science, and his colleagues, 
stated that “Discovery systems which solve tasks cooperatively with a domain expert 
are likely to have an important role, because in any nontrivial domain, it will be 
virtually impossible to provide the system with a complete theory which is anyway 



42 C. Blake and M. Rendall 

constantly evolving” [11]. The need for additional user involvement in discovery 
systems is echoed by Langley who predicted that “as developers realize the need to 
provide explicit support for human intervention, we will see even more productive 
systems and even more impressive discoveries” [8].  

Our position is that in addition to the difficulty in encoding prior knowledge and 
the need to design more interactive computational discovery systems, we need to 
understand the broader context in which science takes place to ensure the habitual 
adoption of discovery systems.  

If adoption is one of the criteria of a successful discovery system, then it is critical 
that that we understand the work environment in which the discovery system will 
eventually be embedded. In this paper, we explore the processes used by experienced 
faculty in chemistry and chemical engineering. We focus in particular on how 
scientists define discovery, how they arrive at their research question and the 
processes used to transform research questions into published manuscripts. To frame 
our conversations, we interviewed 21 experienced scientists, using the critical 
incident technique[3] that employed two papers where each scientist was principal 
investigator and one paper they considered seminal to the field. Although we concur 
with Simon, et al., that a single publication captures only a highly circumscribed 
problem [11]; a published manuscript seems a natural level of analysis because we 
refer to work at this level through citations and because institutions measure the 
productivity of a scientist in terms of the number and quality of publications for 
promotion. Langley for example used publication as the “main criterion for success” 
of computer-aided scientific discoveries [8].  

2   Research Design  

Kuhn (1996) described discovery as “an inherently complex task”. Although much of 
the previous research in discovery science has emphasized automated discovery, we 
seek to develop a model of the reasoning processes that surrounds a scientist’s day-to-
day activities. In this study, we focus on the processes used to develop a research 
question (hypothesis development) and to transition from that question to a final 
published manuscript (hypothesis verification), activities that consume much of a 
scientist’s time. Our strategy is to conduct and record a series of interviews with 
experts in chemistry and chemical engineering. Chemistry has been a fruitful area for 
automated discovery systems, such as in MECHEM [14] and FAHRENHEIT [16].  

2.1   Recruitment  

The interviews reported in this paper were the first step in a two-year Text Mining 
Chemistry Literature project funded by the NSF in conjunction with the Center for 
Environmentally Responsible Solvents and Processes (CERSP). The primary 
investigators for the Center were strong supporters of the proposed interviews and 
sent the initial invitation for participation. Of the 25 scientists in the Center 21 
members participated, resulting in a response rate of 84%. Inclusion in the interview 
process was determined solely by whether the participant was currently or had 
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recently been involved in chemistry research. To ensure that subjects were familiar 
with the scientific discovery process, we required that they had previously published 
at least three articles and written one successful grant. Semi-structured interviews 
were conducted, recorded, transcribed verbatim, and analyzed during the Spring and 
Summer 2006. 

2.2   Methodology  

After approval by the Institutional Review Board of the University of North Carolina 
at Chapel Hill, we conducted the interviews in each scientist’s office. We confirmed 
their title, role, and affiliations and then asked targeted questions regarding their 
definition of a discovery, the factors that limited the adoption and deployment of a 
new discovery, the processes they used to come up with a research question and 
verify the hypothesis. We also asked questions about the role scientific literature plays 
during their discovery processes and about their information use behaviors with 
respect to information overload, but the latter two themes are beyond the scope of this 
paper.  

Data was collected using the critical incident technique [3] based on three articles 
or research grants: two the scientist wrote (one recently completed project and one 
project of which they were particularly proud), and a third they considered seminal to 
the field. For those scientists who were unable to provide these articles, we 
recommended frequently cited articles that we identified from a corpus of 103000 full 
text chemistry articles.  

In addition to our interview questions, we asked scientists to reflect on the process 
they used for each of the two papers they had written. We provided the following 
activity cards: reading, thinking, online searching, books, journals, experimenting, 
analyzing, writing, discussing, and organizing; we asked the scientists to organize the 
cards in a way that reflected the scientific process used in the first paper (we also 
provided repeat cards and invited scientists to add steps). We then asked them to 
review the cards to ensure that the process reflected their second and subsequent 
research processes. We asked they simultaneously describe the process. We recorded 
and subsequently transcribed the entire interview and used grounded theory[5] to 
identify reoccurring themes.  

3   Results  

The average duration of the recorded interviews was 52 minutes. Of the 21 
participants, half provided articles, and we suggested articles for the remaining 11 
participants. None of the scientists provided a research grant. Figure 1 contains a 
summary of the participants including their ID letter that we will use in the remainder 
of this paper. Interviews were transcribed (including those that were not recorded) and 
analyzed using NVivo 7 [9]. Once collected the data was analyzed using a grounded 
theory approach [5].  
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ID
Interview 

(mins) 
Title

Area of 
Research

Experience
(yrs) 

A 67 Director  Biochemical Engineering 32 

B 55 Assistant Professor  Colloid Science and Engineering 10 

C 51 Associate Professor  Polymer Design and Synthesis 12 

D 51 Professor  Semiconductor Surface Chemistry 34 

E 43 Professor  Polymer Chemistry 16 

F  60 Professor  Nanoelectronics and Photonics 10 

G 50 Professor  Electronic Materials Synthesis 26 

H  59 Director  Polymer Design and Synthesis 35 

I  39 Assistant Professor  Colloidal & Macromolecular Physics 14 

J  61 Professor  Nanoelectronics and Photonics 36 

K 58 Associate Professor  Bioorganic Chemistry 7 

L  44 Professor  Rheology 13 

M  41 Professor  Organometallic Chemistry 31 

N 54 Professor  Polymer Theory 23 

O 41 Professor  Electrochemistry 46 

P 56 Professor  Synthetic Organometallic Chemistry 37 

Q 5
 *  Associate Professor  Surface and Interface Polymers 10 

R †  Associate Professor  Polymer Thin Films 20 

S 53 Director  Polymer Synthesis 16 

X 56 Professor  Neutron Scattering 35 

Y 33 Professor  Chemical Reaction Engineering 40 
†  

*This time reflects a partial recording. † Declined permission to record the interview. 

Fig. 1. Summary of participants 

3.1   Definition of a Scientific Discovery  

The evaluation of a discovery system is problematic without a definition of scientific 
discovery. One of the most cited discovery definitions is borrowed from Knowledge 
Discovery in Databases (KDD), which has been defined as “the nontrivial process of 
identifying valid, novel, potentially useful, and ultimately understandable patterns in 
data” [2]. Valdés-Pérez revised this statement to, “Discovery in science is the 
generation of novel, interesting, plausible and intelligible knowledge about the objects 
of study” [13]. In addition to asking directly, “What is your definition of discovery?”, 
the seminal papers provided a framework for the discovery conversations. Nineteen of 
the 21 participants indicated the discovery characteristics, which fell into five key 
themes: novelty, building on existing ideas, a practical application, experimentation 
and theory, and simplicity.  

3.1.1   Novelty  
It was of little surprise that novelty was the most common theme surrounding 
discovery (11 out of 19 cases). Terminology comprised “not previously seen” (M); 
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“new insight” (G and M); “obviously novel and new and doesn’t exist in the 
literature” (L); “finding something new and unexpected” (P); “learning something 
that hasn’t really been well understood before (G)”; and “it [discovery] opens the door 
to exploration” (O).  

It was interesting that in addition to new materials and substances, scientists 
provided examples of new transformations and processes. For example, scientist J 
said, “Novelty meaning novelty in what you are going to look at, how you are going 
to look at it, what you expect.” Scientist R best characterized this difference between 
the actual output and the way that the problem had been characterized.  

You need to understand there are two different types of seminal 
papers. There are the some people working in certain fields, 
accumulating a lot of data with current models. They run 
experiments which are 80-90% of the time in agreement with the 
current models. 10-20% of the time they disagree with the model. 
At a certain point, these people reach a critical point when they can 
support a claim that the model is wrong. 

At this point, they put forth a new point of view/model, which 
raises the level of science. Perhaps this provides new language, 
ways of explaining what is going on, and perhaps develops a 
new/tangential line of science.  

Then there are other seminal papers that discuss a fundamental 
topic in a new light. For instances, hundreds of groups are working 
on the same topic, coming from the same angle, all trying to make it 
through the doorway first. But there are different approaches, and if 
you can find a different approach, you can find another door that 
unlocks the mystery everyone else is trying to solve simply because 
you took a different tack than any of the other groups working on 
the issue. 

Combined with the expectation of novelty and the need for something unexpected, 
scientist P said, “A discovery is more important than something partially 
anticipated”(Q), whereas another scientist thought discoveries could be “planned or 
serendipitous”. 

3.1.2   Building on Existing Ideas  
Ironically, the second most frequently occurring theme surrounding discovery was an 
improved understanding of an existing mechanism (7 out of 19 cases). Several 
scientists doubted that anything completely new existed. “Even supposedly the most 
creative people…I don’t think things are cut from a whole cloth anymore. I think 
there aren’t any more cloths without big holes anymore” (I); “Everything has 
precedent, in my opinion” (M); “from my standards, one has only less than ten 
completely new ideas in their lifetime, and so, most of the time you are sort of doing 
some modifications on a new idea or something” (N).  

3.1.3   Practical Application  
On par with the number of scientists who suggested building on previous ideas was a 
discussion for a practical application of the discovery (7 out of 19 cases), which is 
akin to the “useful” requirement proposed by Fayyad and Valdés-Pérez. However, in 
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contrast to explaining what was known our data revealed a tension between 
differentiating discovery and practice and the need for a practical or commercial 
application. “I’d much rather work in the discovery mode: we discover something, get 
enough data to publish it, and think about how might this be commercialized, what 
would we need to make it commercializable, who might be interested in 
commercializing it. But that’s kind of a secondary question. The primary question is 
‘what did we learn?’ “What new insight can we bring to the field?” Rather than is this 
going to make my funding agent happy” (G). 

Scientist M’s experience when working for a funding agency captured the tension 
between practice and theory  “Gee, I got tired of reading that this was the first this and 
the first that.” And I was, dependent on my outlook how frank I am, but I said, “This 
is the first time in April that I’ve reviewed a paper for [removed to maintain 
anonymity]!” But who cares? So there are lots of firsts that are wearing the shirt of a 
different color or making a new isorun that nobody cares about. I don’t put those in a 
discovery category. On the other hand, NSF likes to try to support research that is 
going to lead to discoveries that will be transformational and start new areas of 
research. Those are hard things to do and don’t happen very often.” 

3.1.4   Experimentation and Theory  
Scientists grappled with the duality of being both a theorist and an experimentalist. 
“… as an experimentalist, I treat analyzing data as ‘let me try to decide whether or not 
what I have measured is real before I get too excited about it’. It goes on and on, 
analyzing in the context of discussing and thinking about what’s occurring. I think 
when you try to do experiments, you have to disconnect yourself instead of getting all 
excited about results and thinking you have found something when you might not 
have” (I). This tension between developing theories that truly reflects the available 
evidence is a hallmark of a good scientist. 

In one case, the scientist had not yet published his theory because they were 
“waiting for more proofs” (N). In another, the scientist reflected on the importance of 
experimentation to test their theoretical knowledge, “There’s this added level of, 
almost, engineering that we build a system to see if we can mimic what nature does. If 
we can mimic what nature does then that tells us that we do understand it as well as 
we think that we do” (K).  

Valdés-Pérez observed the theoretical motivations in chemistry when he stated that 
chemistry is, “more of theory-driven than many of the recent tasks addressed by data-
driven discovery research” [15]. Our results suggest that scientists require discoveries 
to include both a theoretical foundation, and supporting experimental evidence. 

3.1.5   Simplicity  
Fayyad, et al,’s discovery definition required that the process be non-trivial. 
Stemming from the conversation of the importance of “a good description” was the 
need for simplicity which is typified by the following comments: “A discovery 
doesn’t have to be something that is very hard. It could be something very simple that 
you can get to work. It doesn’t have to be tedious work or years spent. Some people to 
see something simple might say it is way too simple, but as long as it is an elegant 
thing and hasn’t been thought out already; I think that’s fine. It’s a discovery” (L), 
and “I was trying to make as simple as possible understanding of how this long 
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molecules move sort of like spaghetti. … So this was my attempt to make to simplify 
to the minimum possible description simple as possible description of this very 
complicated problem” (N).  

3.2   Arriving at a Research Question  

Discovery systems have been used to confirm or refute an existing hypotheses or to 
generate hypotheses. Our second goal is to explore how scientists arrive at their 
research questions. We conjecture that an improved understanding of this process will 
lead to improvements in automated discovery systems that assist in hypothesis 
generation.  

One scientist noted that crystallizing the question and refining the problem were 
the fundamental elements of success in his projects, saying, “From my point of view, 
to get a good research question you have to define the problem properly. If you don’t 
define the problem, you cannot do anything. Once you define the problem clear 
enough, you can, if the person is smart, you can find a solution. The difficulty of not 
being able to find a solution is just because you haven’t crystallized and clearly posed 
the problem” (N). 

All 21 scientists described how they arrived at their research question. Their 
sources fell into four key themes: discussion, previous projects, combining expertise 
and the literature.  

3.2.1   Discussion  
Discussions with colleagues and students were the most heavily cited source of idea 
generation (14 out of 21 cases). Scientists consulted with colleagues one-on-one and 
during Center presentations to clarify ideas in a paper or to investigate new avenues 
of research. Scientist I best captured the importance of discussions: “It’s just like 
anything else, each time you start explaining something to somebody you realize how 
much you know and how well you understand it. To me that’s discussing things, and 
actively discussing the data in general.” 

Several scientists acknowledged that the level of cooperation depended on the 
degree to which they were in competition or collaboration with another research 
group. The greatest cooperation occurred between different areas of science rather 
than within one genre, unless the scientists were collaborating, in which case there 
was a regular stream of information.  

One scientist identified the importance of informal friendships, where he spent “40 
days together over a two-year time period doing some DARPA work and a lot of bus 
rides, finding out what each other does. He does that field. I simply asked the 
question. What are the [removed to ensure anonymity] problems he has? He was able 
to spell them out and I said, we can fix that. He said no, people have been trying to fix 
that. I said, give us a shot, and we did. That’s how it started” (S). Another scientist 
emphasized the importance of external conversations “Talking to people outside my 
field is something I would always do. I would never consider it a waste of my time to 
talk with people” (Q).  

Conferences provided another opportunity for discussions. Attending presentations 
and participating in conversations were integral to the generation of new ideas and 
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collaborations. One scientist noted that ‘hearing about other stuff’ (K) provided the 
source of their ideas, and incorporating ideas and processes into their research from 
related areas was beneficial. Discussions also arose from lectures, seminars, and 
interactions with visiting scholars.  

3.2.2   Previous Projects  
It is of little surprise that on-going projects also determined new research questions 
(13 out of 21 cases). Though our scientists acknowledged the evolution of ideas, 
many remained in the same general area as their graduate or post-doctoral work, 
stating: “I’ve been doing that since 1972” (D) and “This hard earned body of 
knowledge is what must determine future projects, whether mechanistic or 
experimental” (L).  

Several of the discoveries identified by these scientists stemmed from experimental 
“mistakes”, which one scientist challenged with, “Is it really wrong? No. It might be 
interesting” (E). Another stated that “There are times when an investigation finds 
itself off course and heading in an unanticipated direction, which may be for a variety 
of reasons including the original idea looking less and less promising to the 
unexpected outcome is very exciting and potentially a new area of science” (P).  

One scientist called his group the ‘follow your nose’ group, meaning they based 
their next set of experiments on the data from that day’s experiments, asking what had 
they learned, what were the obstacles, and what did that mean?” (E). Deciding to 
follow unexpected results or not depended on a matrix of situational elements, but the 
key elements seemed to be the purpose of the research and the perceived likelihood of 
success. If the purpose of the project was a mechanistic understanding of a system, 
then research groups were less likely to follow their noses. In some cases, the 
outcome of a project was the need to develop a new tool or technique. At least two of 
the scientists stated they had the only tool or technique in the world.  

3.2.3   Combining Expertise  
A re-occurring theme in arriving at a research question was collaborations with 
colleagues from different areas of chemistry. Scientist N reflected the international 
dimension of those collaborations on his visit to a lab in France “They had some very 
strange results they couldn’t explain, and on the other side we were working on this 
different part of the same problem. So the two things clicked. That’s how, from a 
discussion in France and our research at EKC, this idea came that this must be new.” 
This theme relates closely to discussions in general (see section 3.2.1); however, the 
differing backgrounds and geographical locations might have implications to a 
discovery system that supports these behaviors.  

3.2.4   Reading Literature  
Chemists read literature more articles per year and spend more time reading compared 
with scientists in other fields[13]. It is no surprise then, that literature was included as 
a source for new research questions. The scientists cited discrepancies and errors in 
articles as a strong motivator, with one scientist stating that he had to conduct the 
research because he found the article “chemically offensive” (E). 
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3.3   The “Normal” Scientific Process  

Our third goal was to model the process used by scientists to transform their initial 
research hypothesis into a published manuscript (hypothesis verification). We have 
created transition and co-occurrence models that reflect the process diagrams 
collected in this study; however due to space limitations in this paper, we provide 
recommendations that would close the gap between existing computational discovery 
system designs and the functionality required to support ‘normal’ science.  

Figure 2 shows one of the process diagrams (selected at random). The repeat cycles 
for cards on left and on the bottom right of the image were typical of process 
diagrams collected in this study. The most frequent iteration occurred between 
experimentation and analysis. A discovery system that integrated activities would 
better support iteration than existing stand-alone designs. For example, a discovery 
system that integrated the data collected during experimentation with analysis tools 
could then identify patterns that agreed with or refuted the scientist’s current 
experimental evidence.  

 
Fig. 2. An example of the process used to write a published manuscript 

Consider again Figure 2, where the scientist’s first iteration includes books, 
journals, online searching and reading. Perhaps the biggest gap between our obser-
vations of a scientist’s day-to-day activities and existing computational discovery 
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systems is the need to incorporate literature into the system. While discovery systems 
typically distinguish between structured and unstructured (aka data mining versus text 
mining), our observations suggest that data in both representations are critical to the 
process of verifying or refuting the validity of a new hypothesis. A discovery system 
that incorporated both could provide scientists with related articles and summaries of 
how previous work compares with current experimental findings. Such a system 
could also ease the transition from reading and analysis to writing by providing 
support for citation management.  

Our data collected during this study suggests that scientist do not arrive at the 
discovery process with no a priori expectations. Instead, they start with a hypothesis 
projection, “the purely conjectural proliferation of a whole gamut of alternative 
explanatory hypotheses that are relatively plausible, a proliferation based on 
guesswork - though not ‘mere’ guesswork, but guesswork guided by a scientifically 
trained intuition.”[8] To support this behavior, a discovery system should identify 
patterns that relate to a user’s previous studies. The characterizations of discovery 
(see section 3.1.2) also reflect the need to relate current findings to previous work. 

The process diagrams suggest that the scientific process is inherently a social 
endeavor, yet few discovery systems support interactions between scientists, or 
between scientists and students. Although mechanisms such as email (as shown in 
Figure 2) and instant messenger are available to scientists, discovery system designers 
have yet to incorporate these technologies into their design. In addition to real time 
communications, a discovery system could support collaboration by enabling 
scientists to share data, annotations, and manuscripts. 

These findings are consistent with a previous study of scientists in medicine and 
public health [1] and with existing cognitive science perspectives, such as personal 
construct theory, which emphasizes the importance of inconsistencies among 
information artifacts and between an information artifact and a user’s mental model 
[6]. Kelly suggests that inconsistencies force a user to discard information that 
threatens their existing mental models or formulate a tentative hypothesis. From the 
personal construct theory perspective, our study deemphasizes the early stages of 
confusion, doubt, and threat focusing on hypothesis testing, assessing, and 
reconstruing. Gardner’s cognitive model suggests that synthesis plays a pivotal role in 
information interactions [4]. He states, “the organism ... manipulates and otherwise 
reorders the information it freshly encounters – perhaps distorting the information as 
it is being assimilated, perhaps recoding it into more familiar or convenient form once 
it has been initially apprehended.” We observed re-ordering as several scientists used 
the organizing activity card in their process diagram. 

4   Conclusions 

This study explores activities conducted during what Kuhn would call “normal” 
science, including how scientists arrive at a research question (hypothesis 
development) and the processes used to transform a research question into a published 
manuscript (hypothesis verification). Such studies are critical if we are to design 
discovery systems that “solve tasks cooperatively with a domain expert” [10].  
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The most frequent themes surrounding the definition of discovery were novelty, 
building on existing ideas, practical application, conflict between experimentation and 
theory, and the need for simplicity. Such themes provide discovery systems designers 
with new criterion by which to measure the success of their automated discovery 
systems.  

This study reveals the iterative nature of the scientific process, and the inherently 
social context in which normal science place. It is only by embedding computational 
methods of discovery into such an environment that we can ensure their habitual 
adoption. 
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Abstract. In supervised machine learning, variable ranking aims at
sorting the input variables according to their relevance w.r.t. an output
variable. In this paper, we propose a new relevance criterion for vari-
able ranking in a regression problem with a large number of variables.
This criterion comes from a discretization of both input and output vari-
ables, derived as an extension of a Bayesian non parametric discretization
method for the classification case. For that, we introduce a family of dis-
cretization grid models and a prior distribution defined on this model
space. For this prior, we then derive the exact Bayesian model selection
criterion. The obtained most probable grid-partition of the data empha-
sizes the relation (or the absence of relation) between inputs and output
and provides a ranking criterion for the input variables. Preliminary
experiments both on synthetic and real data demonstrate the criterion
capacity to select the most relevant variables and to improve a regression
tree.

1 Introduction

In a data mining project, the data preparation step aims at providing a dataset
for the modeling step [CCK+00]. Variable (or feature) selection consists in select-
ing a subset of the variables which is useful for a given problem. This selection
process is an essential part of data preparation, which becomes critical in case of
databases having large numbers of variables (order of thousands of). Indeed, the
risk of overfitting the data quickly increases with the number of input variables,
which is known as the curse of dimensionality. The objective of variable selec-
tion is three-fold: to improve the performance of predictors, to provide faster
and more cost-effective predictors and to allow an easier interpretation of the
prediction [GE03]. Variable selection methods generally use three ingredients
[LG99]: a criterion to evaluate the relevance of a variable subset and compare
variable subsets, a search algorithm to explore the space of all possible variable
subsets and a stopping criterion. Variable selection is often linked to variable
ranking which aims at sorting the variables according to their relevance. These
two problems clearly differ as a subset of useful variables may exclude redundant
but relevant variables. Conversely, the subset of the most relevant variables can
be suboptimal among the subsets of equal size. Compared to variable selection,
variable ranking is much more simple as it does not need any search algorithm
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but only the evaluation of the relevance criterion for each variable. For linear
dependencies, the classical relevance criterion is the correlation coefficient or its
square. To capture non linear dependencies, the mutual information is more ap-
propriate but it needs estimates of the marginal and joint densities which are
hard to obtain for continuous variables.

In this paper, we introduce a new relevance criterion for variable ranking in a
regression problem with a large number of input variables. This criterion is based
on the discretization of both the input and the output variables. Discretization
has been widely studied in the case of supervised classification [Cat91] [Hol93]
[DKS95] [LHTD02]. Our discretization method for regression extends our dis-
cretization method for the classification case to deal with numeric output vari-
ables. We apply a non parametric Bayesian approach to find the most probable
discretization given the data. Owing to a precise definition of the space of dis-
cretization models and to a prior distribution on this model space, we derive a
Bayes optimal evaluation criterion. We then use this criterion to evaluate each
input variable and rank them. Besides a new variable ranking criterion, our
method provides a robust discretization-based interpretation of the dependence
between each input variable and the output variable and an estimator of the
conditional densities for the considered regression problem.

The remainder of the document is organized as follows. Section 2 presents our
discretization method for regression, with its criterion and optimization algo-
rithm. In Section 3, we show preliminary experimental results both on synthetic
and real data.

2 The MODL Discretization Method for Regression

We begin by recalling the principles of the Bayesian approach and the MDL
approach [Ris78] for the model selection problem. We then present our approach
(called MODL) which results in a Bayesian evaluation criterion of discretizations
and the greedy heuristic used to find a near Bayes optimal discretization. We
first present the principle of our discretization method for classification, and then
extend it to the case of regression.

2.1 Bayesian Versus MDL Model Selection Techniques

In the Bayesian approach, the searched model is the one which maximizes the
probability p(Model|Data) of the model given the data. Using Bayes rule and
since the probability is constant while varying the model, this is equivalent to
maximizing:

p(Model)p(Data|Model) (1)

Given a prior distribution of the models, the searched model can be obtained
provided that the calculation of the probabilities p(Model) and p(Data|Model)
is feasible. For classical parametric model families, these probabilities are gen-
erally intractable and the Bayesian Information Criterion (BIC) [Sch78] is a
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well-known penalized Bayesian selection model criterion. As detailed in the se-
quel, our approach, called MODL, conducts to an exact Bayesian model selection
criterion.

To introduce the MDL approach, we can reuse the Bayes rule, replacing the
probabilities by their negative logarithms. These negative logarithms of prob-
abilities can be interpreted as Shannon code lengths, so that the problem of
model selection becomes a coding problem. In the MDL approach, the problem
of model selection is to find the model that minimizes:

DescriptionLength(Model) + DescriptionLength(Data|Model) (2)

The relationship between the Bayesian approach and the MDL approach has
been examined by [VL00]. The Kolmogorov complexity of an object is the length
of the shortest program encoding an effective description of this object. It is
asymptotically equal to the negative log of a probability distribution called the
universal distribution. Using these notions, the MDL approach turns into ideal
MDL: it selects the model that minimizes the sum of the Kolmogorov complexity
of the model and of the data given the model. It is asymptotically equivalent
to the Bayesian approach with a universal prior for the model. The theoretical
foundations of MDL allow focusing on the coding problem: it is not necessary
to exhibit the prior distribution of the models. Unfortunately, the Kolmogorov
complexity is not computable and can only be approximated.

To summarize, the Bayesian approach allows selecting the optimal model rel-
ative to the data, once a prior distribution of the models is fixed. The MDL
approach does not need to define an explicit prior to find the optimal model,
but the optimal description length can only be approximated and the approach
is valid asymptotically.

2.2 The MODL Approach in Supervised Classification

The objective of a supervised discretization method is to induce a list of in-
tervals which splits the numerical domain of a continuous input variable, while
keeping the information relative to the output variable. A compromise must be
found between information quality (homogeneous intervals in regard to the out-
put variable) and statistical quality (sufficient sample size in every interval to
ensure generalization). For instance, we present on left of Figure 1 the number
of instances of each class of the Iris dataset w.r.t the sepal width variable. The
problem is to find the split of the domain [2.0, 4.4] in intervals which gives us
optimal information about the repartition of the data between the three classes.

In the MODL approach [Bou06], the discretization is turned into a model
selection problem. First, a space of discretization models is defined. The param-
eters of a specific discretization are the number of intervals, the bounds of the
intervals and the output frequencies in each interval. Then, a prior distribution
is proposed on this model space. This prior exploits the hierarchy of the param-
eters: the number of intervals is first chosen, then the bounds of the intervals
and finally the output frequencies. The choice is uniform at each stage of the
hierarchy. A Bayesian approach is applied to select the best discretization model,
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Fig. 1. MODL discretization of the Sepal Width variable for the classification of the
Iris dataset in 3 classes

which is found by maximizing the probability p(Model|Data) of the model given
the data. Using the Bayes rule and since the probability p(Data) is constant un-
der varying the model, this is equivalent to maximize p(Model)p(Data|Model).
Let N be number of instances, J the number of output values, I the number
of intervals for the input domain. Ni. denotes the number of instances of input
value in the interval i (total per column), N.j is the number of instances of class
j (total per raw), and Nij the number of instances of output value j in the
interval i. In the context of supervised classification, the number of classes J
and the number of instances per class N.j are supposed known. A discretization

model is then defined by the parameter set
{

I, {Ni}1≤i≤I , {Nij}1≤i≤I,1≤j≤J

}
.

We remark that the data partition obtained by applying such a discretization
model is invariant by any monotonous variable transformation since it only de-
pends on the variable ranks. Owing to the definition of the model space and its
prior distribution, the Bayes formula is applicable to exactly calculate the prior
probabilities of the models and the probability of the data given a model. Taking
the negative log of the probabilities, this provides the evaluation criterion given
in formula (3):

log N + log
(

N + I − 1
I − 1

)
+

I∑
i=1

log
(

Ni + J − 1
J − 1

)
+

I∑
i=1

log
Ni!

Ni,1!Ni,2! . . .Ni,J !
(3)

The first term of the criterion stands for the choice of the number of intervals
and the second term for the choice of the bounds of the intervals. The third term
corresponds to the choice of the output distribution in each interval and the last
term encodes the probability of the data given the model. The complete proof
can be found in [Bou06].

Once the optimality of the evaluation criterion is established, the problem is
to design a search algorithm in order to find a discretization model that mini-
mizes the criterion. In [Bou06], a standard greedy bottom-up heuristic is used to
find a good discretization. The method starts with initial single value intervals
and then searches for the best merge between adjacent intervals. The best merge
is performed if the MODL value of the discretization decreases after the merge
and the process is reiterated until no further merge can decrease the criterion.
In order to further improve the quality of the solution, the MODL algorithm
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performs post-optimizations based on hill-climbing search in the neighborhood
of a discretization. The neighbors of a discretization are defined with combina-
tions of interval splits and interval merges. Overall, the time complexity of the
algorithm is O(JNlog(N)). The MODL discretization method for classification
provides the most probable discretization given the data sample. Extensive com-
parative experiments report high quality performance. For the example given,
the three obtained intervals are shown on left of Figure 1. The contingency table
on the right gives us comprehensible rules such as ”for a sepal width in [2.0, 2.95],
the probability of occurence of the Versicolor class is 34/57 = 0, 60”.

2.3 Extending the Approach to Regression

In order to illustrate the regression problem, we present in figure 2 the scatter-
plot of the Petal Length and Sepal Length variables of the Iris dataset [Fis36].
The figure shows that Iris plants with petal length below 2 cm always have a
sepal length below 6 cm. If we divide the sepal length values into two output
intervals of values (below or beyond 6 cm), we can provide rules to describe the
correlation between the input and the output variable. The regression problem
is now turned into a classification problem. In this context, the objective of the
MODL 2D-discretization method is to describe the distribution of the output
intervals given the rank of the input value. This is extented to the regression
case, where the issue is now to describe the rank of the output value given the
rank of the input value. Discretizing both the input and output variable allows
such a description, as shown in figure 3. The problem is still a model selection
problem. Compared to the classification case, one additional parameter has to
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Fig. 2. Scatter-plot of the Petal Length and Sepal Length variables of the Iris dataset
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Fig. 3. Two discretization grids with 6 or 96 cells, describing the correlation between
the Petal Length and Sepal Length variables of the Iris dataset
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be optimized: the number of output intervals. A compromise has to be found
between the quality of the correlation information and the generalization ability,
on the basis of the grain level of the discretization grid. Let us now formalize this
approach using a Bayesian model selection approach. A regression discretization
model is defined by the parameter set

{
I, J, {Ni}1≤i≤I , {Nij}1≤i≤I, 1≤j≤J

}
.

Unlike the supervised classification case, the number J of intervals in the output
domain is now unknown but the number of instances N.j can be deduced by
adding the Nij for each interval. We adopt the following prior for the parameters
of regression discretization models:

1. the numbers of intervals I and J are independent from each other, and
uniformly distributed between 1 and N ,

2. for a given number of input intervals I, every set of I interval bounds are
equiprobable,

3. for a given input interval, every distribution of the instances on the output
intervals are equiprobable,

4. the distributions of the output intervals on each input interval are indepen-
dent from each other,

5. for a given output interval, every distribution of the rank of the output values
are equiprobable.

The definition of the regression discretization model space and its prior distri-
bution leads to the evaluation criterion given in formula (4) for a discretization
model M :

creg(M) = 2 log (N) + log
(

N + I − 1
I − 1

)
+

I∑
i=1

log
(

Ni + J − 1
J − 1

)

+
I∑

i=1

log
Ni!

Ni,1!Ni,2! . . . Ni,J !
+

J∑
j=1

log Nj !

(4)

Compared with the classification case, there is an additional log(N) term which
encodes the choice of the number of output intervals, and a new last term (sum
of log(Nj !)) which encodes the distribution of the output ranks in each output
interval. To give a first intuition, we can compute that for I = J = 1 the crite-
rion value is 2 log(N) + log(N !) (about 615 for N = 150) and for I = J = N it

gives 2 log(N) + log
(

2N − 1
N − 1

)
+ N log(N) (about 224 for N = 150).

We adopt a simple heuristic to optimize this criterion. We start with an initial
random model and alternate the optimization on the input and output variables.
For a given output distribution with fixed J and Nj , we optimize the discretiza-
tion of the input variable to determine the values of I, Ni and Nij . Then, for this
input discretization, we optimize the discretization of the output variable to de-
termine new values of J , Nj and Nij . The process is iterated until convergence,
which usually takes between two and three steps in practice. The univariate
discretization optimizations are performed using the MODL discretization al-
gorithm. This process is repeated several times, starting from different random
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initial solutions. The best solution is returned by the algorithm. The evaluation
criterion creg(M) given in formula (4) is related to the probability that a regres-
sion discretization model M explains the output variable. We then propose to
use it to build a relevance criterion for the input variables in a regression prob-
lem. The input variables can be sorted by decreasing probability of explaining
the output variable. In order to provide a normalized indicator, we consider the
following transformation of creg:

g (M) = 1− creg (M)
creg (M∅)

,

where M∅ is the null model with only one interval for the input and output
variables. This can be interpreted as a compression gain, as negative log of prob-
abilities are no other than coding lengths [Sha48]. The compression gain g(M)
hold its values between 0 and 1, since the null model is always considered in
our optimization algorithm. It has value 0 for the null model and is maximal
when the best possible explanation of the output ranks conditionally to the in-
put ranks is achieved.

Our method is non parametric both in the statistical and algorithmic sense :
any statistical hypothesis needs to be done on the data distribution (like Gaus-
sianity for instance) and, as the criterion is regularized, there is no parameter to
tune before minimizing it. This strong point enables to consider large datasets.

3 Experimental Evaluation

In this section we first present the performance of the MODL 2D-discretization
method on artificial datasets. Then, we apply it to rank the input variables of
the Housing dataset from U.C. Irvine repository [DNM98] and show the interest
of such a ranking criterion to improve regression tree performance.

3.1 Synthetic Data Experiments

We first test our method on a noise pattern dataset of size 100 where the input
and output variables are independent and uniformely distributed on [0; 1]. As
expected, the absence of relevant information in X to predict Y produces a 1 by
1 partition, i.e., a null compression gain.

Secondly, we test the ability of the MODL 2D-discretization to partition a
noisy XOR pattern. Our dataset contains one hundred instances uniformely dis-
tributed in the square [0; 0.5] × [0; 0.5] and one other hundred in the square
[0.5; 1]× [0.5; 1]. Fifty instances have been added uniformely in the square [0; 1]×
[0; 1]. The optimal MODL partition with compression gain of 0.074 precisely de-
tects the noisy XOR pattern as shown in Fig. 4. The associated contingency
table gives the number of instances in each cellule of the partition. It enables
to construct conditional density estimators as follows : from the first column we
can say that if x is in [0; 0.5], then y is in 0; 0.5] with probability 116

116+13 = 0.90.
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Fig. 5. Correlation diagram with optimal MODL grid for noisy circle synthetic data

The last synthetic experiment shows how the proposed method detects the pres-
ence of relevant information when two variables are not linearly correlated. We
generate for this purpose a circle data set: three hundred instances have been
generated on the circle of radius 1 with an additional noise such that their mod-
ule is uniformely distributed in [0.9 ; 1.1]. As the empirical correlation is equal
to −0.0169, any method based on the search of linear dependence fails. In con-
trast, the MODL 2D-discretization method underlines the relation between the
two variables since the obtained compression gain is not zero. The optimal grid
clearly identifies interesting regions as shown in Fig. 5.

3.2 Housing Data

In this section, we study the regression problem of the Housing MEDV variable
which describes housing values in suburbs of Boston. The Housing dataset con-
tains 506 instances, 13 numeric variables (including output variable MEDV) and
1 binary-valued variable which are described in Table 1.

We have split the Housing dataset in a 70% learning set and a 30% test set.
Using the learning set, we have computed the optimal MODL 2D-discretizations
for all of the twelve numeric variables. Considered as a relevance criterion, the
associated compression gains are used to sort the variables according to the
predictive information they contained w.r.t. the MEDV variable. To illustrate
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Table 1. Description of the 13 variables of the Housing dataset

CRIM per capita crime rate by town
ZN proportion of residential land zoned for lots over 25,000 sq.ft.
INDUS proportion of non-retail business acres per town
CHAS Charles River dummy variable (= 1 if tract bounds river; 0 otherwise)
NOX nitric oxides concentration (parts per 10 million)
RM average number of rooms per dwelling
AGE proportion of owner-occupied units built prior to 1940
DIS weighted distances to five Boston employment centres
RAD index of accessibility to radial highways
TAX full-value property-tax rate per $10,000
PTRATIO pupil-teacher ratio by town
B 1000(Bk − 0.63)2 where Bk is the proportion of blacks
LSTAT % lower status of the population
MEDV Median value of owner-occupied homes in $1000’s

Table 2. Sorted compression gains and empirical correlation coefficients for the 12
numerical variables of the Housing regression dataset

Input variable Compression gain Correlation coefficient
LSTAT 0.092 -0.748
RM 0.0617 0.715
NOX 0.0444 -0.414
CRIM 0.0397 -0.377
INDUS 0.0395 -0.462
PTRATIO 0.0365 -0.523
AGE 0.0346 -0.384
DIS 0.0280 0.239
TAX 0.0252 -0.435
RAD 0.017 -0.36
B 0.0115 0.3
ZN 0.0109 0.358

the interest of the MODL ranking criterion for variable selection, we then use
this relevance criterion to improve CART regression trees [BFOS84]: we estimate
such a tree with only the best MODL variable LSTAT, then with the two best
variables and so on until the tree obtained with all the variables.

The sorted compression gains with the corresponding empirical correlation
coefficients are shown in Table 2. For lack of space, the correlation diagram with
the optimal MODL grids and the associated contingency table are shown in Fig 6
for the two better variables LSTAT and RM and in Fig 8 for the worst variable
ZN. The PTRATIO variable seems also an interesting variable as its empirical
correlation coefficient ranks it at the third position whereas the MODL criterion
places it at the sixth (cf Fig 7). All these examples show the capacity of our
MODL 2D-discretization algorithm to deal with complex datasets : the optimal
grids present coarse grain when there is no predictive information or when the
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Fig. 7. Correlation diagram with optimal MODL grid for (PTRATIO,MEDV) Housing
variables

data are too noisy and capture fine details as soon as there is enough instances.
We then estimate the twelve trees with the 70% learning set. The first is esti-
mated using only the best LSTAT variable, the second with the two best variables
LSTAT and RM and so on until the twelfth tree estimated with all the variables.
The obtained trees are used to predict the MEDV variable for both the learning
and the test set. The resulting root mean squared errors are plotted in Fig. 9 for
learning and test datasets. For both sets, we notice that:

- considering all the variables to estimate the regression tree is less efficient than
considering only the more relevant ones according to the MODL criterion.
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Fig. 9. Root Mean Squared Errors for the MEDV variable predicted from the regression
trees estimated on a 70% learning dataset using an increasing number of ranked MODL
variables (a) on the learning set (b) on the test set

- the optimal tree is obtained with the three best variables and degrades after
the incorporation of the eighth.

We can then conclude that, for this dataset, choosing the third tree during
training step conducts to the best choice for the test set.

4 Conclusion and Future Work

The MODL 2D-discretization method proposed in this paper is a Bayesian model
selection method for discretization grid models. The exact MODL criterion ob-
tained enables to find the most probable discretization-based explanation of the
data. Using a heuristic iterative algorithm which alternatively performs the dis-
cretization of the input and of the output variable, the obtained partitions accu-
rately show linear and non linear relation and their compression gain can be used
as a relevance criterion for the input variable ranking problem. It seems a very
promising method to efficiently detect the relevant variables in large datasets
during the data preparation step of regression problems.
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In a future work, we plan to pursue the validation of our approach on larger
numerous datasets and to use it to build a multivariate naive Bayes regressor
exploiting the MODL discretized grids.
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Abstract. In this paper, we focus on the class of graph-based clustering
models, such as growing neural gas or idiotypic nets for the purpose
of high-dimensional text data clustering. We present a novel approach,
which does not require operation on the complex overall graph of clusters,
but rather allows to shift majority of effort to context-sensitive, local sub-
graph and local sub-space processing. Savings of orders of magnitude in
processing time and memory can be achieved, while the quality of clusters
is improved, as presented experiments demonstrate.

1 Introduction

Visual presentation of Web mining results has been increasingly appreciated with
the advent of clustering in document processing. A prominent position among
the techniques of Visual Web-content mining is taken by the WebSOM (Self
Organizing Maps) of Kohonen and co-workers [12]. However, the overwhelm-
ing majority of the existing document clustering and classification approaches
rely on the assumption that the particular structure of the currently available
static document collection will not change in the future. This seems to be highly
unrealistic, because both the interests of the information consumer and of the
information producers change over time.

The WebSOM-like document map representation is regrettably time and space
consuming, and rises also questions of scaling and updating of document maps. In
our previous papers we have described some approaches we found useful in coping
with these challenges. Among others, techniques like Bayesian networks, growing
neural gas, SVD analysis and artificial immune systems have been studied [11].
We created a full-fledged search engine for collections of documents (up to a few
millions) capable of representing on-line replies to queries in graphical form on
a document map, based on the above-mentioned techniques, for exploration of
free text documents by creating a navigational 2-dimensional document map in
which geometrical vicinity would reflect conceptual closeness of the documents.

Hung et al. [9] demonstrated deficiencies of various approaches to document
organization under non-stationary environment conditions of growing document
quantity. They pointed to weaknesses of the original SOM approach (though SOM
is adaptive to some extent) and proposed a novel dynamic self-organizing neu-
ral model, so-called Dynamic Adaptive Self-Organizing Hybrid (DASH) model.
This model is based on an adaptive hierarchicaldocument organization, supported
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by human-created concept-organization hints available in terms of WordNet.
Other strategies like that of [4,14], attempt to capture the move of topics, en-
large dynamically the document map (by adding new cells, not necessarily on a
rectangle map).

We propose a novel approach, addressing both the issue of topic drift and
scalability. Section 3 explains in detail the concept of so-called contextual maps.
While being based on a hierarchical (three-level) approach, it is characterized by
three distinctive features. In our opinion, WebSOM-like clustering is inefficient,
because its target 2D grid is too rigid. Hence, we propose first to use modified
growing neural gas (GNG [6], section 2) clustering technique, which is also a
structural one, but has a more flexible structure accommodating better to non-
uniform similarity constraints. The GNG is then projected onto a 2D map, which
is less time consuming than direct WebSOM like map creation. In fact, any
other structural clustering like aiNet (AIS or artificial immune system approach)
can be used instead of GNG1. The second innovation is the way we construct
the hierarchy: first, we split the documents into (many) independent clusters
(which we call ”contexts”), then apply structural clustering within them, and
in the end cluster structurally the ”contexts” themselves. What we gain, is the
possibility of drastic dimensionality reduction within the independent clusters
(as they are more uniform topically) which accelerates the process and stabilizes
it. The third innovation is the way we apply GNG technique. Instead of the
classical global search, we invented a mixed global/local search especially suitable
for GNG [11].

To evaluate the effectiveness of the novel map formation process, in experi-
mental section 4 we compare it to the standard approaches. The crucial concept
in contextual approach is the topic-sensitive representation of the vector space.
In sections 4.3-4.5 we present experimental results which confirms its positive
impact on clustering quality, processing complexity and meta-clustering graph
structure. Final conclusions from our research work are given in section 5.

2 Growing Neural Gas for Document Clustering

Our baseline model for extracting topical groups was the Growing Neural Gas
(GNG) network proposed in [6]. Like Kohonen (SOM) network, GNG can be
viewed as topology learning algorithm, i.e. its aim can be summarized as follows:
given some collection of high-dimensional data, find a topological structure which
closely reflects the topology of the collection. In typical SOM the number of units
and topology of the map is predefined. As observed in [6], the choice of SOM
structure is difficult, and the need to define a decay schedule for various features
is problematic.

GNG starts with very few units and new units are inserted successively every
k iterations. To determine where to insert new units, local error measures are
gathered during the adaptation process; new unit is inserted near the unit, which
1 Actually, contextual aiNet model has also been implemented in BEATCA and proved

to be an efficient alternative for a ”flat” immune-based models [3].
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has accumulated maximal error. Interestingly, GNG cells of the GNG network are
joined automatically by links, hence as a result a possibly disconnected graph is
obtained, and its connected components can be treated as different data clusters.
The complete algorithm details can be found in [6].

2.1 GNG Extension with Utility Factor

Typical problem in web mining applications is that processed data is constantly
changing - some documents disappear or become obsolete, while other enter
analysis. All this requires models which are able to adapt their structure quickly
in response to non-stationary distribution changes. Thus, we decided to adopt
GNG with utility factor model [7].

A crucial concept here is to identify the least useful nodes and remove them
from GNG network, enabling further node insertions in regions where they would
be more necessary. The utility factor of each node reflects its contribution to the
total classification error reduction. In other words, node utility is proportional to
expected error growth if the particular node would have been removed. There are
many possible choices for the utility factor. In our implementation, utility update
rule of a winning node has been simply defined as Us = Us + errort − errors,
where s is the index of the winning node, and t is the index of the second-best
node (the one which would become the winner if the actual winning node would
be non-existent). Newly inserted node utility is arbitrarily initialized to the mean
of two nodes which have accumulated most of the error: Ur = (Uu + Uv)/2.

After utility update phase, a node k with the smallest utility is removed if
the fraction errorj /Uk is greater then some predefined threshold; where j is the
node with the greatest accumulated error.

2.2 Ant Colony-Like Edge Utility Factor

We have developed additional edge utility function, which proved to make GNG
model learning more robust in terms of convergence time of a single iteration.
It is based on the one of the most prominent swarm intelligence approaches, so-
called ant colony optimization (see e.g. [5]). Documents moving through graph
edges are treated as artificial ants, which leave traces of artificial pheromone on
the traversed path, in such a way that ants following them could behave more
effectively. In our case, it means to shorten the document movement path by
adding additional edges, linking starting node and the final node of the path
traversed by a document. If such a node already exists, its utility factor is in-
creased. When it eventually comes to edge removal, not only its age but also
utility is taken into account; edges with utility greater than a predefined thresh-
old are left unchanged. Contrary to the basic GNG algorithm, this approach
exploits local information gathered during winner node search and reinforces
search method with the memory of the model’ dynamics in the recent phases
of the learning process. Thus, it allows for temporal adaptation of the graph
structure to facilitate accommodation of the streams of new documents within
a certain subject or contextual group.
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3 Contextual Maps

In our approach – like in many traditional IR systems – documents are repre-
sented as the points in term vector space by a standard term frequency/inverse
document frequency (tfidf) weights:

tfidf (ti, dj) = wtd = ftd · log
(

N

ft

)
(1)

where wtd is the weight value for term ti and document dj , ftd is the number of
occurrences of term ti in document dj , ft is the number of documents containing
term ti and N is the total number of documents. As we have to deal with text
documents represented in very high-dimensional space, first we apply entropy-
based quality measures [2] to reduce the dimensionality of document-space.

It is a known phenomenon that text documents are not uniformly distributed
over the space. Characteristics of frequency distributions of a particular term
depend strongly on document location, while are similar for the neighboring
documents. Our approach is based on the automatic division of the set of doc-
uments into a number of homogenous and disjoint subgroups each of which is
described by unique (but usually overlapping) subset of terms.

We argue that after splitting documents in such groups, term frequency dis-
tributions within each group become much easier to analyze. In particular, it se-
lection of significant and insignificant terms for efficient calculation of similarity
measures during map formation step appears to be more robust. Such document
clusters we call contextual groups. For each contextual group, separate maps are
generated.

In the sequel we will distinguish between hierarchical and contextual model.
In the former the set of terms, with tfidf weights (eq. (1)), is identical for
each subgroup of documents, while in the later each subgroup is represented by
different subset of terms weighted in accordance with the equation (3). Finally,
when we do not split the entire set of documents and we construct a single,
”flat”, representation for whole collection – we will refer to a global model.

The contextual approach consists of two main stages. At first stage a hier-
archical model is built, i.e. a collection D of documents is recurrently divided
– by using Fuzzy ISODATA algorithm [1] – into homogenous groups consisting
of approximately identical number of elements (by an additional modification
in optimized quality criterion that penalizes for inbalanced splits, in terms of
cluster size).

At the beginning, whole document set is split into a few (2-5) groups. Next,
each of these groups is recursively divided until the number of documents in-
side a group meets required homogeneity or quantity criteria. After such process
we obtain hierarchy, represented by a tree of clusters. In the last phase, groups
which are smaller than predefined constraint, are merged to the closest group2.
Similarity measure is defined as a single-linkage cosine angle between both clus-
ters centroids.
2 To avoid formation of additional maps which would represent only a few outliers in

document collection.
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The second, crucial phase of contextual document processing is the division of
terms space (dictionary) into – possibly overlapping – subspaces. In this case it is
important to calculate fuzzy membership level, which will represent importance
of a particular word or phrase in different contexts (and implicitly, ambiguity of
its meaning). Estimation of fuzzy within-group membership of the term mtG is
estimated as:

mtG =
∑

d∈G (ftd ·mdG)
fG ·

∑
d∈G mdG

(2)

where fG is the number of documents in the cluster G, mdG is the degree of
document d membership level in group G, ftd is the number of occurrences of
term t in document d.

Next, vector-space representation of a document is modified to take into ac-
count document context. This representation increases weights of terms which
are significant for a given contextual group and decrease weights of insignificant
terms. In the extreme case, insignificant terms are ignored, what leads to the
(topic-sensitive) reduction of representation space dimensionality. To estimate
the significance of term in a given context, the following measure is applied:

wtdG = ftd ·mtG · log
(

fG

ft ·mtG

)
(3)

where ftd is the number of occurrences of term t in document d, mtG is the
degree of membership of term t in group G, fG is the number of documents in
group G, ft is the number of documents containing term t.

Main idea behind the proposed approach is to replace a single GNG model by
a set of independently created contextual models and to merge them together
into a hierarchical model. Training data for each model is a single contextual
group. Each document is represented as a standard referential vector in term-
document space. However, tfidf measure (1) of vector components is replaced
by wtdG.

To represent visually similarity relation between contexts (represented by a set
of contextual models), additional ”global” map is required. Such model becomes
a root of contextual maps hierarchy. Main map is created in a manner similar to
previously created maps, with one distinction: an example in training data is a
weighted centroid of referential vectors of the corresponding contextual model:
xi =

∑
c∈Mi

(dc · vc), where Mi is the set of cells in i-th contextual model, dc is
the density of the cell and vc is its referential vector.

Learning process of the contextual model is to some extent similar to the
classic, non-contextual learning. However, it should be noted that each con-
stituent model (and the corresponding contextual map) can be processed inde-
pendently, in particular it can be distributed and calculated in parallel. Also a
partial incremental update of such models appears to be much easier to perform,
both in terms of model quality, stability and time complexity. The possibility of
incremental learning stems from the fact that the very nature of the learning
process is iterative. So if new documents come, we can consider the learning
process as having been stopped at some stage and it is resumed now with all the
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documents. We claim that it is not necessary to start the learning process from
scratch neither in the case that the new documents ”fit” the distribution of the
previous ones nor when their term distribution is significantly different [11]. In
the section 4.3 we present some thoughts on scalability issues of contextual ap-
proach. Finally, we evaluate meta-clustering structure and compare contextual
representation with standard tfidf weights.

4 Experimental Results

To evaluate the effectiveness of the presented contextual map formation ap-
proach, we compared it to the global and hierarchical approaches. The architec-
ture of our system supports comparative studies of clustering methods at the
various stages of the process (i.e. initial document grouping, initial topic identifi-
cation, incremental clustering, model projection and visualization, identification
of topical areas on the map and its labeling). In particular, we conducted series of
experiments to compare the quality and stability of GNG, AIS and SOM models
for various model initialization methods, winner search methods and learning
parameters [11,3]. In this paper we focus on evaluation of the proposed GNG-
based model: its quality, learning complexity and stability as well as the graph
structure of the resulting clustering with respect to the topic-sensitive learning
approach.

In this section we describe the overall experimental design, quality measures
used and the results obtained. The scalability study in section 4.3 was based on
a collection of more than one million Internet documents, crawled by our topic-
sensitive crawler, while the graph structure evaluation and contextual represen-
tation studies in sections 4.4-4.5 were based on a widely-used ”20 Newgroups”
benchmarking document collection.

4.1 Quality Measures for the Document Maps

A document map may be viewed as a special case of the concept of clustering.
One can say that clustering is a learning process with hidden learning crite-
rion. The criterion is intended to reflect some esthetic preferences, like: uniform
split into groups (topological continuity) or appropriate split of documents with
known a priori categorization. As the criterion is hidden, in the literature [15,8]
a number of clustering quality measures have been developed, checking how the
clustering fits the expectations. We selected the following ones for our study:

– Average Map Quantization: The average cosine distance between each
pair of adjacent nodes. The goal is to measure topological continuity of the
model (the lower this value is, the more ”smooth” model is): AvgMapQ =
1

|N |
∑

n∈N

(
1

|E(n)|
∑

m∈E(n) c(n, m)
)
, where N is the set of graph nodes,

E(n) is the set of nodes adjacent to the node n and c(n, m) is the cosine
distance between nodes n and m.



Text Data Clustering by Contextual Graphs 71

– Average Document Quantization: Average distance (according to cosine
measure) for the learning set between the document and the node it was
classified into. The goal is to measure the quality of clustering at the level of
a single node: AvgDocQ = 1

|N |
∑

n∈N

(
1

|D(n)|
∑

d∈D(n) c(d, n)
)
, where D(n)

is the set of documents assigned to the node n.

Both measures have values in the [0,1] interval, the lower values corresponds
respectively to more ”smooth” inter-cluster transitions and more ”compact”
clusters. To some extent, optimization of one of the measures entails increase
of the other one.

4.2 Quality Measures for the Graphs of Clusters

Beside the clustering structure represented by nodes, GNG graph is also a meta-
clustering model. Similarity between individual clusters is given by graph edges,
linking referential vectors in nodes. Thus, there is a need to evaluate quality of
the structure of the edges.

There are many possible ways to evaluate GNG model structure, here we
present one which we have found to be the most be the most clear for the inter-
pretation. This approach is based on the comparison of GNG model structure
with two referential graphs: clique (complete graph) and minimal spanning tree
(MST).

A 2x2 contingency matrix of the graph edges is built. Each edge of the clique
falls into one of the four categories: common for both GNG and MST, present
only in GNG, present only in MST, absent in both graphs. Next, we can calculate
various statistics for edges within each contingency group, starting from the
simplest ones (such as the total number of edges, average similarity) to the more
complex one (e.g. fractal dimension for the induced subgraph).

4.3 Scalability Issues

To evaluate scalability of the proposed contextual approach (both in terms of
space and time complexity), we built a model for a collection of more than one
million documents crawled by our topic-sensitive crawler, starting from several
Internet news sites (cnn, reuters, bbc).

Resulting model consisted of 412 contextual maps, which means that the
average density of a single map was about 2500 documents. Experimental results
in this section are presented in series of box-and-whisker plots, which allows to
present a distribution of a given evaluation measure (e.g. time, model smoothness
or quantization error) over all 412 models, measured after each iteration of the
learning process (horizontal axis). Horizontal lines represent median values, area
inside the box represents 25% - 75% quantiles, whiskers represent extreme values
and each dot represents outlier values.

Starting with the initial document clustering/context initialization via hi-
erarchical Fuzzy ISODATA (see section 3), followed by GNG model learning
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Fig. 1. Contextual model computation complexity (a) execution time of a single iter-
ation (b) average path length of a document

(see section 2) and GNG-to-SOM projection (model visualization), the whole
cycle of map creation process took 2 days. It is impressing result, taking into
account that Kohonen and his co-workers reported processing times in order of
weeks [13]. It should also be noted that the model was built on a single personal
computer3. As it has been stated before, contextual model construction can be
easily distributed and parallelized, what would lead to even shorter execution
times.

The first observation is the complexity of a single iteration of the GNG model
learning (Figure 1(a)), which is almost constant, regardless of the increasing
size of the model graph. It confirms the observations from section 4, concerning
efficiency of the tree-based winner search methods. One can also observe the
positive impact of homogeneity of the distribution of term frequencies in doc-
uments grouped to a single map cell. Such homogeneity is - to some extent -
acquired by initial split of a document collection into contexts. Another cause of
the processing time reduction is the contextual reduction of vector representation
dimensionality, described in the section 3.

In the Figure 1(b), the dynamic of the learning process is presented. The
average path length of a document is the number of shifts over graph edges
when documents is moved to a new, optimal location. It can be seen that model
stabilizes quite fast; actually, most models converged to the final state in less
than 30 iterations. The fast convergence is mainly due to topical initialization.
It should be stressed here that the proper topical initialization can be obtained
for well-defined topics, which is the case in contextual maps.

The Figure 2 presents the quality of the contextual models. The final values of
average document quantization (Figure 2(a)) and the map quantization (Figure
2(b)) are low, which means that the resulting maps are both ”smooth” in terms
of local similarity of adjacent cells and precisely represent documents grouped
in a single node. Moreover, such low values of document quantization measure
have been obtained for moderate size of GNG models (majority of the models
consisted of only 20-25 nodes - due to their fast convergence - and represented
about 2500 documents each).

3 Pentium IV HT 3.2 GHz, 1 GB RAM.
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Fig. 2. Contextual model quality (a) Average Document Quantization (b) Average
Map Quantization

4.4 Meta-clustering Structure Evaluation

To compare robustness of various variants of GNG-based models, graph struc-
ture quality measures have been applied. For each model, contingency matrices
described in section 4.2 were computed. Due to the lack of space, we only briefly
describe major results, comparing global GNG model, hierarchical model exploit-
ing tfidf representation 1 and contextual model using topic-sensitive represen-
tation 3. Experiments were executed on 20000 documents from 20 Newsgroups
collection.
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Fig. 3. Graph structure quality (a) Total Number of Edges (b) Average Edge Length
(similarity)

As we expected, in all three cases, GNG graph structure has a lot in common
with minimal spanning tree. Figure 3(a) shows the the total number of edges
in each cell of the contingency matrix4. Graph contains relatively few edges
comparing to the clique (complete graph, represented by steep, dashed grey
line) and most of the edges are shared by MST and GNG graphs (black solid
line). For this edges, the criterion of maximizing the similarity between linked
clusters is met.

On the Figure 3(b), we can see that this criterion is met also for the edges
present only in GNG graph (solid grey line). The figure present average similiar-
ity (i.e. edge length) between linked clusters within each contingency category.
4 This and the following plots present averaged values for 20 contextual GNG graphs.
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As one can see, the average length for GNG-only edges (solid grey line) is not
significantly higher than for the edges common for MST and GNG . The pur-
pose of this additional edges is to support the quick convergence of the model,
so it can be observed on Figure 3(a) that there are much more of them at the
beginning and in the middle phases of the learning process than in the final
model.

The last category consists of the edges which are present only in MST and
absent in GNG (dashed black line). They are quite scarce and noticeably longer
than edges in two former categories. If we recall that GNG graph is usually
unconnected, while MST is connected by definition, it is straightforward to con-
clude that these edges connect separated (and distant) meta-clusters (i.e. clusters
of nodes).

To wrap up, we briefly mention that the number of edges present only in
GNG graph and absent in MST is higher in case of the model exploiting contex-
tual representation than in case of tfidf representation. The same is observed
when examining the model using ant colony edge utility factor (pheromone paths
described in section 2.2). This observation is consistent with significant reduc-
tion of the processing time of the single learning iteration in those two mod-
els - enriched graph structure allows for faster and well-guided relocation of
documents.

4.5 Convergence wrt Contextual Representation

The next series of experiments compared contextual GNG model with hierarchi-
cal GNG model (exploiting standard tfidf representation). Figure 4(a) presents
convergence (wrt Average Document Quantization measure) of the contextual
model, represented by black line. In each iteration, we also calculated AvgDocQ
measure for the learning dataset (20 Newsgroups), but represented via tfidf
weights in vector space (grey line). In the opposite case, Figure 4(b), we have
used tfidf representation for learning (black line) and contextual weights for
testing (grey line).
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Fig. 4. Comparison of vector-space representations (a) convergence wrt contextual
learning with tfidf test dataset (b) convergence wrt tfidf learning with contextual
test dataset (c) processing time of a single iteration
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In both cases it can be seen that tfidf representation is characterized by a
long, almost stable learning phase, followed by a rapid convergence. Moreover,
when tfidf is used for learning then contextual representation is divergent in
the middle phase5. It can also be noted that the further convergence of test
(contextual) representation is associated with the start of the rapid convergence
of tfidf . There’s no room for all the details here, but it can be shown that this
undesirable behavior is the result of the noised information brought by additional
terms, which finally appears to be not meaningful in the particular context (and
thus are disregarded in contextual weights wdtG).

What can not be seen on the plot is that convergence to the stable state re-
quires less iterations in case of contextual representation than in case of tfidf
representation. The last figure, 4(c), presents the average time complexity (in
seconds) of a single learning iteration for both models. For 20000 documents
in 20 Newsgroups, the total processing time accounted for 1861.81 seconds for
hierarchical GNG model using tfidf representation against just 172.24 sec-
onds for contextual GNG model. For juxtaposition, learning of a flat, global
GNG model required more than two hours (and even more in case of the SOM
model).

5 Concluding Remarks

We presented the contextual approach, which proved to be an effective solution
to the problem of massive data clustering. It is mainly due to: (1) replacement of
a flat, global, graph-based meta-clustering structure with a hierarchy of topic-
sensitive models and (2) introduction of contextual term weighting instead of
standard tfidf weights so that document clusters can be represented in different
subspaces of a global vector space. With these improvements we proposed a new
approach to mining high dimensional datasets. The contextual approach appears
to be fast, of good quality (in term of indices introduced in sections 4.1 and 4.2)
and scalable (with the data size and dimension).

Clustering high dimensional data is both of practical importance and at the
same time a big challenge, in particular for large collections of text documents.
Still, it has to be stressed that not only textual, but also other high dimensional
datasets (especially characterized by attributes of heterogeneous or correlated
distributions) may be clustered using the presented method.

Contextual approach leads to many interesting research issues, such as context-
dependent dictionary reduction and keywords identification, topic-sensitive doc-
ument summarization, subjective model visualization based on particular user’s
information requirements, dynamic adaptation of the document representation
and local similarity measure computation. Especially, the user-oriented, contex-
tual data visualization can be a major step on the way to information retrieval
personalization in search engines. We plan to tackle these issues in our future
work.
5 Since it is an averaged plot, so we note that in some of the contextual groups the

divergence was highly significant.
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Abstract. The impact of water eddies off the Iberian coast in the chemistry and 
biology of the ocean ecosystems, on the circulation of ocean waters and on 
climate still needs to be studied. The task of identifying water eddies in sea 
surface temperature maps (SST) is time-consuming for oceanographers due to 
the large number of SST available. This motivates the present investigation 
aiming to develop an automatic system capable of performing that task. The 
system developed consists of a pre-processing stage where a vectorial field is 
calculated using an optical flow algorithm with one SST map and a matrix of 
zeros for input. Next, a binary image of the modulus of the vectorial field is 
created using an iterative thresholding algorithm. Finally, five edge points of 
the binary image, classified according to their gradient vector direction, are 
randomly selected and an ellipse corresponding to a water eddy fitted to them. 

Keywords: Image Segmentation, Optical Flow, Random Ellipse Detection, 
Water eddy. 

1   Introduction 

Water eddies, commonly called eddies, are a fundamental feature of ocean circulation 
patterns providing a mean of mixing ocean waters as a consequence of the turbulent 
motion associated with them. Thus, several physical, chemical and biological 
parameters are likely to be affected by the dynamics of eddy formation. One issue still 
to be understood is the importance of eddies of Mediterranean waters off the Iberian 
coast in the global thermohaline circulation of the ocean and their impact on global 
climate models. A thorough study of eddies requires their identification in sea surface 
temperature maps (SST) collected by satellites. Due to the large number of SST maps 
available for study, automatic eddy detection systems are of great support to 
oceanographers. Consequently, the present investigation aim is developing a system 
for automatic detection of eddies in SST maps using new methodologies, namely, 
vectorial fields obtained with an optical flow algorithm for eddy segmentation, and 
random ellipse fitting for eddy detection. Firstly, the optical flow algorithm [1] is 
applied in image pre-processing, but a new approach is used to prevent the problem of 
image sequence unavailability. Afterwards, the points of the pre-processed image are 
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selected according to their gradient vectors and five points randomly chosen among 
the selected points. An ellipse is then fitted to those five points. The system is able to 
recognize images with or without eddies because, when executing the eddy detection 
algorithm several times, the centers of the ellipses obtained are concentrated in 
smaller areas in images with an eddy. 

Several studies describing methods for eddy detection in SST were found in the 
scientific literature. Research on eddy detection with neural networks resulted in 
misdetection percentages of 28% for warm eddies and 13% for cold eddies [2]. Some 
neural networks developed for detection of eddies off the Iberian coast were able to 
correctly classify 91% of the eddies and 96% of the non-eddy structures [3]. The main 
drawback of neural network based systems is that the decision-making policy is not 
clear to the user. This inhibits the use of neural networks when oceanographers need 
to study and control that policy, which is the present case. Some eddy detection 
methods were based on the determination of velocity fields using temperature 
gradients and image averaging for periods of two days [4]. This averaging is not 
possible in the present work due to the frequent cloud coverage of the area being 
studied. In addition, SST isotherms are poorly defined making unfeasible velocity 
field determination based on temperature gradients. A method using isotherm 
curvature combined with texture analysis was proven to be inappropriate for eddy 
detection because it leads to a large number of false alarms [5]. Eddies with diameters 
of hundreds of kilometers were detected using optical flow approach which consists 
of utilizing temporally consecutive images to determine velocity fields [1]. However, 
the eddies one aims to detect have approximate diameters of only 100 kms. On the 
other hand, the optical flow approach has the disadvantage of using sequences of 
images, which are difficult to obtain due to the already mentioned cloud coverage 
phenomena of the zone under analysis. Hough transform and several circle fitting 
algorithms were applied to images pre-processed with the cluster-shade edge detector 
(CSED) which was based on pixel intensity co-occurrence matrix [6]. These 
algorithms have been tested in determining the radius and center position of eddies in 
the Gulf Stream area of the North Atlantic [7]. The present study uses different pre-
processing and ellipse fitting methods and the area under investigation is the Iberian 
Coast whose SST maps present different features from the SST maps of the Gulf 
Stream area.  

The literature search revealed several works on circle and ellipse detection whose 
similarities and differences to the present investigation will next be described. In the 
present study, eddy detection is performed by fitting an ellipse to edge points of the 
eddy. However, these eddies present shapes that can be approximated by ellipses only 
with some error. The main cause is that eddies are originated by turbulent fluid flow 
which makes eddy shapes and internal structures to vary. The majority of works for 
automatic ellipse detection are usually performed on images containing exact ellipse 
shapes like the ones of a dish, or a traffic sign viewed with a certain inclination [8, 9]. 
In [10], gradient information similar to the one used in the current work, is applied in 
choosing pairs of points for circle fitting in images containing complete circles. The 
present investigation consists of fitting ellipses in images containing ellipse arcs 
instead of complete ellipses. In [9] three points are chosen and an ellipse fitted to 
them. The points are chosen taking into consideration their intensity values and not 
their gradient vector direction. In [9] and [10] good results are shown in the analysis 
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of binary images where almost all points belong to circles or ellipses. In the present 
study the percentage of points belonging to an ellipse is extremely reduced 
comparatively to the total number of points contained within the binary image 
obtained using a new segmentation procedure. In [8] traffic signs with elliptical 
shapes due to the angle of observation, are detected among a large number of points 
that do not belong to the signs. However, the detection algorithm starts by grouping 
points into arcs, a task that is not included in the proposed algorithm, in order to 
maintain the detection algorithm as simple as possible.  

2   The Analyzed Images  

Sixteen images containing eddies were selected for the experimental study. These 
images are relative to a zone located about 300 km to the south of the Iberian 
Peninsula and each pixel corresponds to an area of 1x1 km2. The images used were 
those among the images available that showed large areas free of clouds and 
contained some of the largest eddies appearing in the Iberian Peninsula region. The 
eddies analyzed present blurred edges, and the temperature variation between  
the zones inside and outside the eddy is approximately 3 degrees Celsius. Two of the 
images containing eddies are shown in Fig. 1. Five images without eddies were also 
selected with the aim of testing the possibility of distinguishing images containing 
eddies from those that do not contain eddies. Only few images do not contain eddies. 

  

Fig. 1. Images containing two eddies. The rectangles show the eddy position. The left eddy (a) 
presents a spiral with a better outline than the right eddy (b).  

3   The Proposed Algorithm 

The algorithm for eddy detection consists of three stages. In the first stage the original 
SST is pre-processed using an optical flow algorithm and the modulus of the vectorial 
field obtained is given as input to an iterative thresholding algorithm. The resulting 
threshold is used to create a binary image from the vectorial field modulus. In the 
second stage, the groups of points resembling ellipses are detected in the binary 
image, and in the third stage those ellipses corresponding to eddy are selected 
according to an ellipse coverage criterion. 
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3.1   Segmentation Stage  

The application of optical flow algorithms to temporal sequences of images with the 
aim of detecting motion is common in the scientific literature [11]. In the present 
work an optical flow algorithm [1] is used for edge detection instead. This algorithm 
determines the vectorial field minimizing the pixel intensity variation between two 
consecutive images. However, in the present study, it is difficult to gather temporal 
sequences of SSTs due to the existence of clouds between satellites and sea surface. 
To overcome this problem, the authors apply the optical flow algorithm in an 
innovative way. Traditionally, the two SSTs used as input to the optical flow 
algorithm are visualizations of the same area in two consecutive time instants. In the 
present work, only one SST map is required because the second image is composed of 
pixels with intensity values equal to zero. This type of image pre-processing has 
revealed to be powerful for eddy segmentation because it allows enhancing eddy 
edges even when they present low gradient values. The result of the optical flow 
algorithm is a vectorial field whose modulus is then used to create a binary image. 
The threshold value for the modulus of the vectorial field, below or above which a 
value of one or zero, respectively, is assigned to each pixel composing the binary 
image. This threshold is determined using an iterative thresholding algorithm [12], 
described next.  

The iterative thresholding algorithm consists of the following steps. First, an initial 
threshold value, τ, that corresponds to the average pixel intensity value is defined. 
Second, two pixel partitions, from the background pixels and object pixels with mean 
intensity values μBack and μObj, respectively, are calculated using the initial 
threshold. Third, a new threshold value, τ, corresponding to the average value of 
μBack and μObj is determined and new pixel partitions created. The iterative process 
of estimation of new threshold values and pixel partitions continues until the 
threshold value changes become sufficiently small. The iterative thresholding 
algorithm is stated as follows: 

τ = function ITERATIVE_THRESHOLD(Image) /* Image is the 
input SST 

 τ_0= -∞; 
 τ= mean(Image); 
 Repeat 

τ_0= τ; 
μObj= mean(Image < τ); 
μBack= mean(Image > τ); 
τ= (μObj + μBack)/2; 

 until (|τ-τ_0|≤ ε) 
end 

3.2   Automatic Ellipse Fitting Stage 

The detection of structures resembling ellipses is performed over the binary images 
obtained in the segmentation stage. The ellipse detection algorithm randomly selects 
five edge points and then fits an ellipse to those five points using a least mean squares 
procedure [13]. The five points used for the ellipse fitting are chosen in such a way 



 Automatic Water Eddy Detection in SST Maps Using Random Ellipse Fitting 81 

that the distance between them is neither smaller than a minimum distance, MinDis, 
neither larger than a maximum distance, MaxDis, with both distances MinDis and 
MaxDis being parameters defined by the user. The maximum distance should be 
larger than the maximum expected eddy diameter, but as small as possible in order to 
minimize the number of edge points that can be chosen for the ellipse fitting. On the 
other hand, the minimum point distance should be chosen so that the small islands of 
ones usually existing in the binary images are not considered for ellipse detection. 
The number of five point groups possible to build for each binary image, which 
contains approximately 10000 edge points, is about 8x1017. However, not every five 
point group is relevant for an ellipse detection. In fact, only the points with gradient 
vectors (calculated in the binary image) pointing inside the ellipse are considered. The 
scheme presented in Fig. 2 illustrates that. The gradient vectors are required to point 
inside the ellipse because the region to be detected contains ones and is surrounded by 
zeros.  
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Fig. 2. Indexes for points according to their gradient vector directions and their optimal relative 
position in an ellipse 

There are 8 possible gradient vector directions with π/4 difference in angle as 
represented in Fig. 2. Usually, the eddy edges presented in the binary image do not 
allow to form a complete ellipse. Therefore, the number of different gradient vector 
directions used in the ellipse detection algorithm is inferior to 8. Choosing five points 
with different vector directions allows coping with this requirement and 
simultaneously guaranteeing that the group of points represents more than half an 
ellipse. This is enough to help detecting the more relevant elliptical structures. 

3.2.1   Choosing the Points for the Ellipse Fitting 
The ellipse fitting algorithm starts by collecting all edge points of the binary image. 
Let PointsToChoose be that set of points. Each edge point has an index value 
associated that corresponds to an integer between 1 and 8, and which is assigned 
according to the gradient directions, as shown in Fig. 2. Each index assigned to an 
edge point does not depend on the point position. Next, choose randomly a point P 
with index N from the set of points in PointsToChoose, and include P in the set of 
points, PointsToFit. Remove from set PointsToChoose all the points with index N. 
Then, create two axes with origin in point P, with the xx axis following the same 
direction as the gradient vector at P and the yy axis being rotated 90° counter 
clockwise relatively to the xx axis. From there, discard all points in PointsToChoose 
whose coordinates correspond to negative values of xx. Keep the points with positive 
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xx coordinates, positive yy coordinates and indexes equal to N-1, N-2 and N-3, as well 
as the points with positive xx coordinates, negative yy coordinates and indexes equal 
to N+1, N+2 and N+3. Keep also the points with positive xx coordinates, index equal 
to N+4 and distance to P larger than MinDis. The index is labelled in the sequence 
123456781234, so that index N-3 corresponds to 7 when N is equal to 2. Continue by 
randomly selecting points among those remaining in set PointsToChoose until 
PointsToFit contains 5 points. After selecting randomly an edge point, it may only be 
added to PointsToFit if its distance to the points already included in PointsToFit is 
not smaller than MinDis neither larger than MaxDis. Finally, an ellipse is fitted to the 
five points contained in PointsToFit using the least mean square algorithm described 
in [13]. Fig. 3 shows two examples of applying the above described algorithm for two 
randomly selected points with indexes 1 and 6. 
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Fig. 3. Selection of edge points of a binary image for points P with indexes 1 and 6 

3.3   Ellipse Selection Criterion 

The ellipse fitting process is performed on five points collected randomly. Since it is 
not known a priori which points allow to determine ellipses corresponding to eddies, 
each ‘run’ for an eddy detection consists of iterating the process of selecting groups of 
five points and fitting one ellipse to each one of these groups of points. Consequently, 
it is necessary to define a criterion to select in each run the ellipse that best recognizes 
an eddy. Such criterion consists of choosing the ellipse with the largest perimeter 
percentage covered by the edge points of the binary image. To define which points 
cover an ellipse it is necessary to recall that every ellipse has a “characteristic 
distance”, which according to Fig. 4a, corresponds to the sum of the distances d1 and 
d2 of any ellipse point to the ellipse foci F1 and F2. An edge point is said to cover an 
ellipse when it is inside a band delimited by two ellipses whose “characteristic 
distances” are equal to the fitted ellipse “characteristic distance” minus and plus a 
percentage of the length of the smallest axis relative to the fitted ellipse. In addition, 
the edge points position and index must be compatible with Fig. 4b. The percentage 
of ellipse axis size is as small as possible in order to have each ellipse point covered 
by one edge point at most.  
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Fig. 4. a) Representation of point coverage of the fitted ellipse. The small circles represent edge 
points of the binary image. b) Ellipse zones where points with a certain index contribute to the 
ellipse perimeter coverage. 

By analyzing the percentage of ellipse perimeter covered it is possible to compare 
ellipses of different dimensions. The ellipses obtained from the fitting procedure 
whose largest axis size is larger than MaxDis or semiminor axis size is smaller than 
MinDis are rejected and thus are not considered for eddy detection. The ellipse 
perimeter, P, is calculated, in pixels, according to the following equation  

)(2 22 baP +≈ π  , (1) 

where a and b represent the semimajor and semiminor ellipse axis length, 
respectively. 

3.4   The Complete Eddy Detection Algorithm  

The calculations are performed with the optical flow algorithm having as input one 
SST map and one image composed of pixels with intensity values equal to zero. The 
output of the optical flow algorithm is a vectorial field whose modulus serves as input 
to an iterative thresholding algorithm [12], which allows producing a binary image. 
Next, five edge points of the binary image are randomly selected among all edge 
points. A constraint is made on the random selection, the five points must present 
different gradient vector directions and all gradient vectors must aim inside the area 
delimited by those points. An ellipse is then fitted to these five points using an 
algorithm based on least squares minimization [13]. Afterwards, several ellipses are 
fitted to different groups of five points, which is called a ‘run’, and the ellipse 
presenting the largest percentage of its points close to the edge points of the binary 
image is finally chosen as being the one outlining an eddy. Only the edge points with 
gradient vectors pointing at the inner region of the ellipse are accounted for that 
percentage. The algorithm is the following: 

BestEllipse= function EddyDetection(Image) /* Image is the 
input image 

Niterations_Per_Run= 500; 
BestEllipse= 0; 
[U,V]= OpticalFlow(Image); 
τ= IterativeThreshold(Sqrt(U.U+V.V)); 
BImage= BinaryImage(Image,τ); 
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L= EdgePoints(BImage);  /* L contains all edge points 
Indexes= GradientDirections(L);  /* According to Fig. 2 
For i=1 to Niterations_Per_Run 
PointsToChoose= {(P, N): P ∈ L ∧ N ∈ Indexes}; 
PointsToFit= {}; 
P= ChooseRandomly(PointsToChoose);  /*Choose one point 
While (|PointsToFit|≤5 ∧ MinDis≤ Dist(P,PointsToFit) ≤MaxDis) 

PointsToFit= PointsToFit ∪ {P}; 
N= Index(P); 
PointsToChoose= PointsToChoose - {P’: Index(P’)==N}; 
CreateAxesWithOrigin(P);/* xx axis with gradient direction  
PointsToChoose= PointsToChoose - {P’:xxCoordinate(P’)< 0}; 
PointsToChoose= PointsToChoose -  

{P’: xxCoordinate(P’)> 0 ∧ yyCoordinate(P’)> 0 ∧ 
 (Index(P’)==N+1 ∨ Index(P’)==N+2 ∨ Index(P’)==N+3) 
}; 

PointsToChoose= PointsToChoose -  
{P’: xxCoordinate(P’)> 0 ∧ yyCoordinate(P’)< 0 ∧ 
 (Index(P’)==N-1 ∨ Index(P’)==N-2 ∨ Index(P’)==N-3) 
}; 

PointsToChoose= PointsToChoose -  
{P’: xxCoordinate(P’)> 0 ∧ Index(P’)==N+4 ∧  
 Dist(P’,P)< MinDis 
}; 

P= ChooseRandomly(PointsToChoose);  /*Choose one point 
endWhile 
If (|PointsToFit|== 5) 

Ellipse= EllipseFit(PointsToFit); /* Least-squares fit  
BestEllipse= ChooseBestEllipse(Ellipse,BestEllipse); 

endIf 
endFor 

end 

4   Experimental Study 

The goal of the experimental study is to analyze the effectiveness of the algorithm 
described on Section 3 in recognizing eddies similar to those presented in Section 2.  

4.1   Image Segmentation Stage 

The image pre-processing is carried out executing the optical flow algorithm for 100 
iterations, with the α parameter equal to 1 and β parameter equal to 0 [1]. The origin 
of parameters α and β is described in [1]. When β is equal to zero the equations in [1] 
are similar to the original equations reported in [14]. Two binary images resulting 
from applying the iterative thresholding algorithm to the modulus of the vectorial 
field obtained with the optical flow, as explained in Section 3.1, are shown in Fig. 5. 
These are the binary images resulting from the original eddy images shown in Fig. 1. 
In Fig. 5 a and b one can recognize several eddy edges similar to elliptical arcs around 
position with xx coordinates equal to 270 and yy coordinates equal to 150. In the 16 
images studied, there are several obstacles for eddy detection. The arcs corresponding 
to the eddy edges usually do not form a complete ellipse when assembled together, 
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and their size, number and position relatively to the others is quite variable. In 
addition, the binary images contain a large number of edge points that are not related 
to eddy recognition. However, the ellipse detection algorithm was developed to be 
able to work properly with these properties. 

 

Fig. 5. Binary images of the images presented in Fig. 1. The rectangles show the eddy position. 

4.2   Ellipse Fitting Stage  

The ellipse detection algorithm is used with parameters MinDis and MaxDis set to 10 
and 90 pixels, respectively. In each image, the number of groups of 5 points with the 
required gradient vectors decreases with MinDis. The detection of two ellipses of 
different eccentricities that correspond to eddies is presented in Fig. 6.  

 

Fig. 6. Detection of the ellipses corresponding to eddies in the binary images of Fig. 5 

The gray lines represent the edge points of the binary image. In Fig. 6a the arcs 
associated with the eddy, are almost flat and in some cases have small dimensions 
when compared to the eddy perimeter. However, the detection algorithm is effective 
in detecting a group of points belonging to those arcs, which allow to obtain one 
ellipse that corresponds to the eddy. In Fig. 6b the algorithm is able to detect two 
large, independent elliptical arcs corresponding to an eddy. The examples shown in 
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Fig. 6 illustrate the robustness of the ellipse detection algorithm in recognizing eddies, 
since it is able to detect eddies presenting different features in the binary images.   

4.3   Performance Evaluation of the Ellipse Fitting Algorithm 

In this section it is discussed the influence of the random nature of the ellipse fitting 
algorithm on eddy detection. For each one of the 16 images containing eddies, 30 runs 
were executed in order to analyze the effectiveness of the eddy detection algorithm. 
Each run corresponds to 500 iterations, and thus to the detection of 500 ellipses. The 
probability of finding an ellipse corresponding to an eddy increases with the number 
of iterations. In each run the best ellipse is chosen from 500 ellipses using the 
criterion described in Section 3.3. The percentage of the size of the smallest ellipse 
axis used in determining the points covering an ellipse is 10%. The increase of this 
parameter allows finding elliptical structures with more irregular boundaries. 

The number of runs resulting in the detection of an ellipse corresponding to an 
eddy is shown in Fig. 7a. The average number of runs ending in eddy detection is 25 
with standard deviation of 4.7. Only in the case of image number 10 the number of 
runs resulting in eddy detection is inferior to 15, i.e. to half of the number of runs. 
This result derives from the fact that image 10 contains a structure that is not an eddy 
but resembles an ellipse. Fig. 1 a and b correspond to images with index 1 and 12 in 
Fig. 7a, respectively. Images with index number ranging from 1 to 9 contain eddies 
similar to the eddy shown in Fig. 1a while images with index number ranging from 10 
to 16 contain eddies similar to the eddy presented in Fig. 1b. The analysis of the 
graphic shown in Fig. 7a allows to conclude that the eddies similar to the eddy shown 
in Fig. 1a are easier to detect than the eddies similar to the one shown in Fig. 1b. The 
cause is that the former eddies present spiral patterns with a better outline than the 
latter eddies. Since the edges of these spiral patterns appear as ellipse arcs in the 
binary image, the former eddies have a wider variety of elliptical arcs associated with 
them than the latter eddies. This wider variety of arcs increases the number of 
different possibilities of fitting ellipses on the eddy zone, which eases the eddy 
detection process. Since not every run results in an ellipse corresponding to an eddy, 
only the best ellipse out of several runs is considered to correspond to an eddy. In the 
present study thirty runs are used. The best ellipse out of the 30 runs is chosen with 
the same criterion used in choosing the best ellipse out of 500 ellipses obtained in 
each run, i.e. it is the one with the largest percentage of its perimeter covered by edge 
points of the binary image. In 16 images containing eddies only the eddy in image 
with index number 10 is not detected after thirty runs. This corresponds to an eddy 
detection percentage of 94%. 

The ellipse detection algorithm was also tested on 5 images that do not contain 
eddies. However, the algorithm described in Section 3 detects ellipses even if no eddy 
is present in the image. The images containing eddies are automatically distinguished 
from those that do not contain eddies by analyzing the sum of the standard deviation 
of xx and yy coordinates of the ellipse centers obtained in the 30 runs performed for 
each image. In Fig. 7b it is possible to observe that the sum of standard deviations is 
larger in images that do not contain eddies than in images containing eddies. The 
value of the horizontal line separating the two types of image is automatically 
determined using the iterative thresholding algorithm. In this case, the algorithm input 
is the sum of the standard deviation of xx and yy coordinates of the ellipse centers 
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instead of the modulus of the vectorial field obtained with the optical flow. The 
labels, with or without eddies, shown in Fig. 7b are for display purposes only. They 
were not used as an input parameter of the iterative thresholding algorithm.  
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Fig. 7. a) Number of runs out of 30 that resulted in eddy detection for each one of the 16 
images with eddies. b) Comparison of the sum of standard deviation of ellipse center 
coordinates in 30 run for images with and without eddies.  

5   Conclusion 

The present investigation focused on the automatic detection of water eddies in sea 
surface temperature (SST) maps. Due to their nature being the one of a turbulent flow, 
these eddies present highly variable internal structures and shapes. However, these 
shapes may be approximated by ellipses.  

A new segmentation method, consisting in an optical flow algorithm using solely 
one SST map and an iterative thresholding algorithm, was proven to be robust to 
changes in SST and eddy characteristics, and efficient in creating binary images 
whose edge points outline eddies. The ellipse fitting algorithm developed, presents a 
good performance in discovering points belonging to elliptical arcs corresponding to 
eddies even though the total number of points in these arcs is small comparatively to 
the total number of points contained within the binary images. The use of the gradient 
direction of the edge points from the binary image for choosing points for fitting 
ellipses is essential to achieve this good performance. Moreover, this algorithm for 
automatic eddy detection is easily implemented computationally. 

Thirty runs composed by 500 iterations of the automatic ellipse detection algorithm 
were carried out for each image containing one eddy. An eddy was recognized in 25 
runs in average. Choosing among 30 ellipses (the best of each run), the ellipse with 
the largest perimeter percentage covered by edge points of the binary image allows 
detecting 15 eddies in 16 possible, which corresponds to a recognition efficiency of 
94%. Only the edge points with gradient vectors pointing to the ellipse inner region 
are considered to cover the ellipse. It is possible to automatically distinguish 16 
images containing eddies from 5 images that do not contain eddies just by analyzing 
the standard deviation of the ellipse center position, that is larger in the latter case.  

In the future, a larger number of images with and without eddies are going to be 
included in the study. In addition, fuzzy clustering techniques will be used for eddy 
detection and their effectiveness compared to the one of the algorithm presented here.  
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Abstract. The problem of discovering previously unknown frequent
patterns in time series, also called motifs, has been recently introduced.
A motif is a subseries pattern that appears a significant number of times.
Results demonstrate that motifs may provide valuable insights about the
data and have a wide range of applications in data mining tasks. The
main motivation for this study was the need to mine time series data from
protein folding/unfolding simulations. We propose an algorithm that ex-
tracts approximate motifs, i.e. motifs that capture portions of time series
with a similar and eventually symmetric behavior. Preliminary results on
the analysis of protein unfolding data support this proposal as a valuable
tool. Additional experiments demonstrate that the application of utility
of our algorithm is not limited to this particular problem. Rather it can
be an interesting tool to be applied in many real world problems.

1 Introduction

The mining of time series data has gathered a great deal of attention from the re-
search community in the last 15 years. These studies have impact in many fields,
ranging from biology, physics, astronomy, medical, financial and stock market
analysis, among others. The research in mining time series has been mainly fo-
cused in four problems [9]: indexing or query by content, clustering, classification
and segmentation. Lately, the problem of mining unusual and surprising patterns
[10] has also been enthusiastically studied. Other challenging and recently pro-
posed problem in the context of time series is the mining of previously unknown
patterns. These patterns, here referred as episodes, consist of subsequences that
appear, in a unique and longer sequence [15,7,5] or are subsequences that occur
simultaneously in more than one sequence from a set of related sequences, in
this case called motifs or sequence patterns. These motifs have a wide range of
applications. They can be used in the clustering and classification of time series.
They can also be applied in the generation of sequence rules and in the detection
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of interesting behaviors, which can give the user/domain expert valuable insights
about the problem that is being studied.

In this work we are interested in the extraction of time series motifs. We
present an algorithm that given as input the symbolic representation of a set of
comparable time sequences, it finds all the patterns that occur a number of times
equal or greater than a threshold value. A sequence pattern or motif consists in
a set of subsequences that share among them a similarity greater than an user
defined value. The definitions adopted in this work and the development of the
algorithm were mainly motivated by the specificities of the mining of time series
data from protein folding/unfolding simulations, as we will discuss in section 4.
However, as we will see in the same section, these ideas can also be applied to
many different domains and application contexts.

2 Definitions and Notations

In this section we will present some definitions that will be used throughout this
paper.

Definition 1. (Time Sequence) A time sequence T is an ordered set of values
(t1, t2, . . . , tn), where ti ∈ R; (tp, tp+1, . . . , tq) is a subsequence of T starting at
position p and ending at position q, where 1 � p and q � n. The length of
sequence, |T | is equal to n.

In this work we are interested in finding patterns over a set of temporal sequences
that for a certain period of time reflect a similar and/or a symmetric tendency.
This trend or tendency reflects a measure of interest of the motif and is called
here approximate similarity.

According to our notion of approximate similarity, several measures and coef-
ficients appear as candidates for similarity functions. The most popular measures
of distance appearing in literature are the Euclidean distance and the Dynamic
Time Warping (DTW) measure [6,11]. For this particular problem, the drawback
of these two measures is that they are not sensitive to the association linearity
between the elements of the subsequences. We are interested in finding patterns
based on an approximate similarity, thus a more suitable measure is required.

The Pearson Correlation Coefficient [20], r, measures the magnitude and the di-
rection of the association between the values of the subsequences. The correlation
coefficient ranges from -1 to +1 and reflects the linear relation between the values
of the subsequences. The Pearson correlation is a metric measure that satisfies the
three following properties: positivity(r(x, y) ≥ 0 and r(x, y) = 0, if x = y), sym-
metry (r(x, y) = r(y, x)) and triangle inequality (r(x, z) ≤ r(x, y)+r(y, z))). This
last property as we will see, will be particularly useful to cluster pairs of similar
subsequences to form the motifs. In fact, Pearson correlation tends to be robust
to small variations.

Definition 2. (Match) Given the similarity function between two subsequences
X and Y , sim(X, Y ), we say that subsequence X matches Y if |sim(X, Y )| � R,
where R is a user supplied positive real number.
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The absolute similarity value used in definition 2 handles the notion of approx-
imate similarity, i.e. two subsequences may have an inverted behavior and still
be considered a match.

Definition 3. (Instance) A subsequence X is an instance of a subsequence Y ,
where |X | = |Y |, if |sim(X, Y )| � R.

Definition 4. (Overall Similarity) The overall similarity for a set of subse-
quences corresponds to the average value of similarity between all the pairs of
subsequences in the set.

Therefore, a motif can informally be defined as a set of interesting subsequences.
The interestingness is defined by its overall similarity and by the frequency of
appearance, i.e. how much recurrent are the subsequences in the set of the input
time sequences. The frequency is provided by the cardinality of the set and is
usually called as support. Hence, formally a motif can be defined as follows:

Definition 5. (Approximate Motif) Given a database D of time sequences,
a minimum support σ and a minimum value of similarity/correlation Rmin. We
consider that k subsequences consist of an approximate motif, if k ≥ σ and all
subsequences pairwisely match for a value of Rmin.

Definition 6. (K-Cluster) We denote a group of k (related) instances as k-
cluster.

Definition 7. (Cluster Containment) A cluster C1 is contained in a cluster
C2, if all instances of C1 are in C2.

Definition 8. (Overlap Degree) The degree of overlap between two sequences
X and Y is defined as Od = |X∩Y |

w ×100%, where ∩ is the intersection operation
and w the length of the sequences. |X ∩ Y | gives the overlap region between X
and Y .

3 Algorithm

In this section we start by formulating the described problem. Next, we give an
overview of the algorithm that we propose to tackle this problem.

Problem Formulation: Given a database D of time sequences, a minimum
support σ, a minimum similarity Rmin, a window length w and a window frame
length deltaW 1 find all the approximate motifs.

Typically, before the algorithm is applied, a pre-processing step is performed.
We adopted a two step approach called SAX [14]. In the first step, a complex-
ity/dimensionality reduction on the data may be necessary and desirable. This
reduction can be achieved through means of a scaling operation, also called PAA

1 Concept introduced in subsection 3.1.
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(Piecewise Aggregate Approximation) [16]. This operation basically consists in
a reduction on the number of intervals in the time axis. A group of successive
points is replaced by their average value. The second part of pre-processing step
is the symbolization. The amplitude axis is scaled and divided into a finite num-
ber of intervals of equal size. Each interval is represented by a symbol. Sequence
values are them mapped into the respective symbol of belonging interval. In our
particular case all the sequence values are mapped into integer values (called
alphabet, and denote it as Σ), therefore a symbolic representation of the time
sequences is used. This approach brings two benefits to the data analysis, which
are the robustness to small variations and to noise [14]. Both scaling and sym-
bolization are performed in linear time. We continue by outlining the proposed
algorithm.

3.1 Phase One: Motif Detection

This phase of the algorithm is divided into two steps. In step 1, all the sub-
sequences of length w in D are scanned and compared against each other, in
order to find similarities among them. If two subsequences match, they form a
2-cluster. In the second step of this phase, the pairs of subsequences are suc-
cessively clustered with the goal of finding longer clusters of subsequences. If
the overall similarity is above the minimum similarity threshold Rmin, i.e. all
instances pairwisely match, and its cardinality is greater than the minimum sup-
port σ, the cluster is then considered a motif. Our technique is a bottom-up or
agglomerative method and it resembles the hierarchical agglomerative clustering
technique. We start with all the clusters of size two and we keep merging the
most similar ones until we obtain one cluster that can no longer be extended. If
the cluster satisfies the motif definition 5, then it is considered a motif.

input : w, Rmin
output: ClusterInfo : List with the 2clusters

cnt = 0;1
foreach S in D do2

for i = 0 to |S| − w + 1 do3
ss = S(i, i + w);4
lstF SS = findF ollowSS(D, ss);5
foreach fss in lstFSS do6

if |sim(fss, ss)| ≥ Rmin then7
clusterInfo[cnt] = {ss, fss};8
cnt = cnt + 1;9

end10
end11

end12
end13

Algorithm 1: 2clustersEnumeration function

Step 1: 2-Cluster Enumeration. The pseudo-code in algorithm 1 shows the
application of the sliding window methodology. Each subsequence is defined by
the tuple < seq, start >, that represents the sequence identifier and the start
where the subsequence occurs in D. It scans all the sequences in the database
(line 2) and for each sequence it also scans all its subsequences of size w (line 3
and 4). For each subsequence (line 5) the respective following subsequences are
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obtained. If any of these subsequences match ss, the information for this pair
of subsequences is saved (line 8) in the clusterInfo list. Function findFollowSS
retrieves all the subsequent subsequences of ss. It basically consists in two for
loops that scan all the windows that occur after ss in D. At this point two
scenarios are possible. The algorithm may look for all the occurrences in D of
the motif (one sequence may contribute with more than one instance for the
counting) or only for the occurrences in different sequences. In the first case,
the function starts to scan D in the sequence ss.seq at position ss.start + 1. In
the second case, it starts in the sequence ss.seq + 1 at position 0. This last case
eliminates the existence of trivial matches, i.e. matches between subsequences
that are apart from each other only few points. In this work we are only interested
in the second case.

In the motif discovery process, we have decided for an agglomerative approach
to cluster all the instances of a motif. Another possibility would be to use a sub-
sequence oriented approach, where for each scanned subsequence (reference) and
respective matches, if the motif definition is verified it would be immediately re-
ported as a motif. Although simpler, this approach has two problems. First too
many repeated motifs would be reported. For example, for a motif with instances
{A,B,C} the motifs {A,C,B}, {C,B,A} and so on would be reported. The second
problem is that when some instances match with the reference subsequences but
not with the other matches of this subsequence all the possible combinations
have to be tried. Consider the example in figure 1(a). Instance A (reference)
matches B,C,D but instance B does not match C and D. Thus, we have at least
two clusters {A,B} and {A,C,D}. When the number of non-matching instances
is greater, the number of possible clusters combinations increases, which become
more difficult to manage. The agglomerative approach prevents these two prob-
lems by avoiding most of the motif redundancy and making a clear separation
of the clusters.

Concerning the enumeration of 2-clusters, its dispersion along the time line
arises as an interesting question. Suppose a motif that has an instance that occurs
in the initial part of a time sequence and other in the end of other sequence.
A significant distance between the instances may invalidate the meaning of the
motif. Therefore, we incorporate the option to enumerate motif instances that
occur only within a certain window frame.

Figure 1 (b) shows an example of the application of the window frame of size
deltaW . Although, instances A, B, C may have an overall similarity greater than

A

B

C

D

deltaWdeltaW A

B

C

Fig. 1. (a) Example where a subsequence has several matches in more than one cluster;
(b) Example of the application of a window frame to the enumeration of motif instances
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Rmin, instance B is not within the frame [A.start − deltaW ; A.end + deltaW ].
Thus, B should not be considered as a motif instance. Note, that we could
ignore this window frame option and still consider the sequences in all their
extension. This feature can be easily handled by introducing in line 7 of algorithm
1, the condition |ss.start− fss.start| < deltaW and in line 8 of algorithm 3 the
condition ∀i, j |ssi.start− ssj .start| < deltaW .

One problem that typically arises in heuristic methods that find probabilistic
motifs in biological data like in [18,2], is the “phase” problem. This means that
when looking for a pattern, the algorithm may get locked in a local optimum and
not in the global optimum of the pattern. For example, consider that the best
solution of a pattern starts at position 7, 19, 13, ... within the given sequences.
If after some iterations the algorithm chooses positions 9, 21 in the first two
sequences it probably will consider the position 15 in the third sequence and so
on. It means that the algorithm got trapped in a local optimum and the obtained
solution is shifted by a few positions from the correct solution. The sliding-
window based methods may also suffer from this problem, as is the case of our
algorithm. In order to solve it we analyze the 2-cluster list, where each cluster is
compared to all the other 2-clusters that are within a certain neighborhood range.
Only the 2-cluster which maximize the similarity value is kept. We consider that
two sequences can be considered different when they differ in more than 1/3
of its length. Thus, two 2-cluster are in the same neighborhood if the overlap
degree between the respective subsequences is greater than 2/3 of their length.

Step 2: Cluster Extension. At the end of step 1 we obtain a list of 2-clusters
that will form the basis of the potential motifs. In an agglomerative way the
similar pairs of subsequences (2-clusters) can be merged, until one big cluster
is found. The criteria used to merge one 2-cluster into a N-cluster (N ≥ 2) is
based on the triangle inequality property of our similarity measure. The idea is
that if instance x is similar to y and, y is similar to z, then it is expected that
x is also similar to z. Thus, the cluster {y, z} is merged with the cluster {x, y}
when all the pairs of instances from {x, y, z} match for a value of Rmin. In fact,
the triangle inequality property allows us to define a linkage method to merge
the clusters. The extension of a cluster C stops when no more 2-clusters exist to
merge or when a in the result of a cluster extension a pair of instances does not
match. Function seedExtension summarizes the described ideas.

In algorithm 2 the list of 2-clusters (clusterInfo) is traversed in order to try
the extension of one 2-cluster with another 2-cluster. If the cluster can not be

input : ClusterInfo, Rmin, σ
output: motifList : List with motifs

for i = 0 to clusterInfo.size − 1 do1
for j = i + 1 to clusterInfo.size do2

status = extendCluster(clusterInfo[i], clusterInfo[j], j, Rmin, σ);3
if (σ == 2)AND(status == NotExtended) then4

motifList.add(clusterInfo[i]);5
end6

end7
end8

Algorithm 2: seedExtension function
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input : ClusterInfo, clusterExt, clusterP air, index, Rmin, σ
output: motifList : List with motifs

if (index == clusterInfo.size) then1
return NotExtended;2

end3
/* Intersect the subsequences of the clusters */

IS = intersect(clusterExt, clusterP air);4
if (index == ∅) then return NotExtended;5
else clusterExt = join(clusterExt, clusterP air);6
/* Find the new similarity value */

newSimil = avgSimil(clusterExt);7
if |newSimil| ≥ Rmin then8

for j = index + 1 to clusterInfo.size do9
status = extendCluster(clusterExt, clusterInfo[j], i, Rmin, σ);10
if (clusterExt.size ≥ σ)AND(status == NotExtended) then motifList.add(clusterInfo[i]);11
return NotExtended;12
else return Extended;13

end14
end15

Algorithm 3: clusterExtension function

extended and the minimum support is 2, then it can be considered as a motif
(line 5). In order to avoid redundant motifs (motifs contained in other motifs)
we only consider a cluster to be a motif when it can no longer be extended.

In procedure clusterExtension, the input consists of a cluster to be extended,
clusterExt, and a cluster which is used to try an extension, clusterPair. If one
subsequence in clusterPair is present in clusterExt (verified with function in-
tersect in line 4), clusters are joined (line 6) and an extension is tried (lines 7
to 15). If all pairs of instances match, the new similarity value of the cluster is
above Rmin, the cluster can be extended. If its cardinality is equal or greater
than σ and it is the last possible extension then it is considered a motif (lines
11 to 12). Otherwise, no extension is performed and the status NotExtended
is returned. Note, that since this procedure is applied recursively, line 1 is used
to test if no more 2-clusters exists when trying a new extension. At the end
of this step the algorithm already retrieved the list of all possible motifs in D.
Eventually, due to the extension process, some of these motifs are non-maximal,
i.e. they are contained in other motifs. In order to eliminate this redundancy
we apply a procedure that removes non-maximal motifs from this list. This is a
time-consuming operation since each motif in the list has to verified whether it
contains or is contained in another motif.

3.2 Phase2: Length Extension

In phase 2, a length extension of all the motifs extracted in phase 1 is tried.
Since the subsequences of a motif are still a motif, we need to find its longest
length. Thus, for a given motif all its instances are extended until the overall
similarity drops below Rmin. When the length extension is performed, a previous
test has to be done since it is not know in advance the extension direction. For
each pair of instances in the motif, all the four possible direction combinations
are tried. The information, namely the extension direction and gainOfExtension
= newValue - oldValue of each instance, is saved when the tested extension
maximizes the gain. When all the pairs of subsequences are verified, a list with
the directions of the extension of each subsequence is obtained. Next, based on
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these directions, an extension is performed one event at a time, until the overall
similarity of the motif drops below Rmin.

3.3 Motif Features and Statistical Significance

Two types of patterns can be distinguished. Motifs that contain only positive
correlations and mixed motifs that contain both positive and negative correla-
tions. If a sequence Y regresses on X , the equation Y � β0 + β1X + u, where u
is the model error, may model such regression. In order to provide the scale in
which all the instances of the motifs are related we calculate the average value
of β1 (refer to [20] for this calculation).

To assess the statistical significance of a motif, two measures are provided
for each motif: Information Gain [19] and Log-Odds significance [12]. The in-
formation content I of a pattern, measures how likely a pattern is to occur, or
equivalently, what is the amount of “surprise” when the pattern occurs. The
odds score of a sequence measures the degree of surprise of the motif by com-
paring its probability of occurrence with the expected probability of occurrence
according to the background distribution.

4 Experimental Evaluation

In our experiments we used a prototype developed in the C++ language. All the
tests were done in 3.0GHz Pentium4 machine with 1GB of main memory, running
windows XP Professional. Our algorithm works in “in-memory” way since it first
loads to main memory the entire dataset and then starts the mining. Neverthe-
less, in all the experiments the maximum memory usage was 20MB. Each motif
graphic contain the correspondent Overall Similarity (S), average β1(B) and the
type correlation of the pattern (T): only positive (1) and both (0).

4.1 Protein Unfolding

Protein folding is the process of acquisition of the native three-dimensional struc-
ture of a protein. The 3D structure, ultimately determined by its linear sequence
of amino-acids, is essential for protein function. In recent years, several human
and animal pathologies, such as cystic fibrosis, Alzheimer’s and mad cow dis-
ease, among others, have been identified as protein folding or protein unfolding
disorders. Over the years, many experimental and computational approaches
have been used to study protein folding and protein unfolding. Here we use
the proposed algorithm to assist in the study of the unfolding mechanisms of
Transthyretin (TTR), a human plasma protein involved in amyloid diseases such
as Familial Amyloid Polyneuropathy. Our goal is to find approximate motifs, i.e.
simultaneous events on variations of molecular properties characterizing the un-
folding process of TTR. The data analyzed is constituted by changes observed
in molecular properties calculated from Molecular Dynamics (MD) protein un-
folding simulations of TTR [1,3]. In the present case, the dataset consists of 127
time series, each representing the variation over time of the Solvent Accessible
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Fig. 2. (a) Example of a motif with an increasing SASA; (b) Example of a motif with
a decreasing SASA and (c) respective cluster of Amino-Acids

Surface Area (SASA) of each amino acid in the protein. Each time series is a
collection of 8000 data points, one data point per picosecond (ps) for a total of 8
nanoseconds (ns) of simulation. Before the algorithm is applied, pre-processing
of the data is performed. The 8000 data points were scaled to 160 intervals. Each
interval represents the average variation of SASA over 50ps. Symbolization was
performed by rounding each value to its closest integer.

In the unfolding process of a protein, it is expected that the SASA increases
for most amino-acids, i.e. they tend to become more exposed to the solvent upon
protein unfolding. However, identifying how and when the SASA increases, and
which amino-acids have similar (positive correlation) or opposite behavior (neg-
ative correlation), may reveal important details of the unfolding mechanism and
which amino-acids constitute structural intermediates essential in the unfolding
process. Figure 2 (a) depicts a motif that represents a synchronized increase of
the SASA values for three amino-acids. Around data point 5, an unidentified
event triggered the increase of solvent exposure. This is an example of a motif
that is worthwhile to be investigated. Figure 2 (b) shows a motif with an overall
tendency of SASA decreasing. Since this motif opposes to the expected behav-
ior, it is also interesting to be further investigated. The motifs in figure 2 were
obtained respectively with the parameters σ = 3, w = 15(750ps) and σ = 4,
w = 10(500ps), with deltaW = 5(250ps).

4.2 Stock Market Analysis and Synthetic Control Charts

The use of stock market datasets for the evaluation of time series algorithms is
almost classic. We analyzed the Standard and Poor (S&P) 500 index historical
stock data to demonstrate another possible application domain of our algorithm.
This dataset contains 515 stocks with daily quotes fluctuations recorded over the
course of the year 2005. It was obtained from http://kumo.swcp.com/stocks. We
have analyzed the volume data for each day. The data contained a variable length
(between 50 and 252) of points, since no scaling was done in this case. The size
of the symbols alphabet was 100. We have made several runs on data, and we
choose the results obtained with the following parameters: σ = 0.01%; Rmin =
0.95; w = 15 and deltaW = 5. It resulted in 9 motifs. From these we choose the
4 motifs with the highest statistical significance, according to the LogOdds and



98 P.G. Ferreira et al.

2 4 6 8 10 12 14

0
2
0

4
0

6
0

8
0

1
0
0

(logOdds = 19.08; IG = 238.35)

S = 0.96; B = 0.68; T = 1; 

(a)   ACV,COH,JP,MMC,DLX

2 4 6 8 10 12 14

0
2
0

4
0

6
0

8
0

1
0
0

(logOdds = 19.24; IG = 241.48)

S = 0.97; B = 1.04; T = 1; 

(b)   APD,CHIR,CMS,FITB,BMET

2 4 6 8 10 12 14

0
2
0

4
0

6
0

8
0

1
0
0

(logOdds = 19.25; IG = 241.76)

S = 0.96; B = 2.49; T = 1; 

(c)   ASH,BMET,FITB,CMS,CHIR

5 10 15 20

0
2
0

4
0

6
0

8
0

1
0
0

(logOdds = 26.92; IG = 485.58)

S = 0.50; B = 0.42; T = 0; 

(d)   BA,BHI,CVS,CCL,ESRX,ABI

5 10 15

0
5

1
0

1
5

2
0

S = 0.90; B = 0.85; T = 1; 

Class B

2 4 6 8 10 12 14

0
5

1
0

1
5

2
0

2
5

3
0

S = 0.95; B = 1.01; T = 1; 

Class C

5 10 15

0
5

1
0

1
5

S = 0.97; B = 1.18; T = 1; 

Class D

5 10 15

0
5

1
0

1
5

2
0

2
5

S = 0.93; B = 1.08; T = 1; 

Class E

Fig. 3. (Upper row) Example motifs from the SP500 dataset; (Lower row) Selected
motifs from the synthetic control dataset from class B, C, D, E

Information Gain measures. For each motif in figure 3 (upper row) it is presented
the identifier of the company where the motif occurs and the respective statistical
scores. Note that motif (d) has a overall similarity below Rmin. This happen since
this is a motif with two types of correlation (T=0).

In order to test our algorithm in a set of time series with well differentiated
characteristics we applied it to the SCC dataset. This dataset was obtained from
the UCI repository [8] and contain 600 examples of control charts synthetically
generated, divided in six different classes of control charts. We mined each class
individually and according to the parameters: σ = 0.05%, Rmin = 0.9, w=15,
deltaW = 15. The average runtime was 3.67 secs and average number of motifs:
12.8. Figure 3 (lower row) shows examples of motifs with the highest similarity
value for each of the four classes.

4.3 Performance Evaluation

Due to the lack of larger datasets we used synthetic random walk sequences
to evaluate the performance of our algorithm in several dimensions. The for-
mula used to generate the points of the sequences was: S(j + 1) = S(j) +
RandNum(10).

Due to its different phases and steps our algorithm has also different levels
of complexity. Step 1 of Phase 1 is quadratic with respect to the length of the
sequences. For N possible windows in database, this step requires approximately
N2 calls to the similarity function. Depending on the size of the window frame
the number of tested pairs of windows can be greatly reduced with a consequently
diminution in the runtime (see figure 4(b)). The complexity of Step 2 depends
on the output of Step 1, namely it is proportional to number of 2-Clusters. This
number directly depends on the Rmin and on w values (see figure 4(a)). The
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Fig. 4. Performance of the algorithm with different databases and parameter settings:
Runtime w.r.t: (a) window size;(b) deltaW size;(c) number of sequences

initial value in the (see figure 4(a)) is explained by the significative difference in
the number of 2-clusters obtained with w = 10 and with w = 15. The Phase 2,
which corresponds to the length extension of the motifs is the less demanding. It
typically represents an insignificant part of the overall time. Finally, we give some
insights about the algorithm scalability. Figure 4(c) shows that our algorithm
scales nearly in quadratic time in relation to the database size, which in practice
is a is a reasonable performance for small or medium size datasets.

As it is expected in this type of mining applications, the interest of the results
is a direct outcome of parameters values. Therefore, an iterative and interactive
application of the algorithm is necessary. Heuristic or statistical methods, like
the MDL principle used in [17], may provide initial values for the parameter
setting.

5 Related Work

Our work can be viewed as a fusion of two research areas of data mining. The
sequence and motif mining area where we emphasize the motivation provided
by the algorithms in bioinformatics for mining overrepresented patters in a set
of related and comparable biological sequences (proteins/dna) [18,2]. A second
area corresponds to all the research made in time series, where particular at-
tention is given to recent advances in the algorithms for pattern extraction. In
the context of time series, we start by emphasizing some earlier work that have
been done in the mining of recurrent subseries/patterns throughout a partic-
ular sequence [4,7]. Recently, Keogh et al. has introduced the issue of mining
motifs in time series [16] and proposed algorithms [16,5] for this task. In [5] is
described a probabilistic algorithm inspired on another algorithm from bioinfor-
matics, called random projection. The difference from our work to the previous
work starts with the definition of a motif. We are interested in discovering groups
of subsequences that reveal the same trend, possibly in a symmetric way (ap-
proximate motifs). Additionally, we search for motifs in a set of related time
sequences, eventually confined to a certain window frame, and not only in one
time sequence. One work that has also inspired us is [13]. Here, the Pearson’s
correlation is used in the context of linear regression analysis in order to cluster
time series.
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6 Conclusions

In this work we have formulated the problem of mining approximate motifs in
a set of related sequences. We also propose an algorithm that allows discovering
all the motifs in the database, thus ensuring no false dismissals. The application
of the algorithm to the problem that first motivated its development has already
proved to be a valuable tool to assist biologists. However, the application of
this method is not limited to this case study. As we have demonstrated it is an
interesting method to be applied in other application domains.
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Abstract. Text classification is an important and challenging research domain. 
In this paper, identifying historical period and ethnic origin of documents using 
stylistic feature sets is investigated. The application domain is Jewish Law arti-
cles written in Hebrew-Aramaic. Such documents present various interesting 
problems for stylistic classification. Firstly, these documents include words 
from both languages. Secondly, Hebrew and Aramaic are richer than English in 
their morphology forms. The classification is done using six different sets of 
stylistic features: quantitative features, orthographic features, topographic fea-
tures, lexical features and vocabulary richness. Each set of features includes 
various baseline features, some of them formalized by us. SVM has been cho-
sen as the applied machine learning method since it has been very successful in 
text classification. The quantitative set was found as very successful and supe-
rior to all other sets. Its features are domain-independent and language-
independent. It will be interesting to apply these feature sets in general and the 
quantitative set in particular into other domains as well as into other. 

1   Introduction 

Text classification (TC) is the supervised learning task of assigning natural language 
text documents to one or more predefined classes (also called categories) [19]. The 
meaning of supervised in this definition is that all the documents in a training set are 
pre-assigned a class before the training process starts. 

TC is applied in many tasks, such as: clustering, document indexing, document fil-
tering, information retrieval (IR), information extraction (IE), word sense disambigua-
tion (WSD), text filtering, and text mining [13, 22]. Current-day TC presents 
challenges due to the large number of features present in the text set, their dependen-
cies and the large number of training documents. The main difficulty with having a 
large number of features is finding out if some of them are redundant so that they can 
be ignored. 

The most frequent TC task is to classify documents to one or more predefined 
categories according to their content. Another type of classification is stylistic classi-
fication, i.e.: classifying documents according to their author’s style. 

Classification according to categories is usually based on content words and collo-
cations. For instance, texts about economics are different from texts about army by 
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their content words and collocations. In contrast, stylistic classification is usually 
based on linguistic features, e.g.: Argamon et al [1] on news stories and Koppel et al 
[14] on gender. 

Hebrew-Aramaic documents present various interesting problems for stylistic clas-
sification. Firstly, these documents include words from both languages. Secondly, 
Hebrew and Aramaic are richer than English in their morphology forms. Thirdly, 
these documents include a relatively high rate of abbreviations [9]. 

The corpus that was analyzed in this paper includes responsa (answers written in 
response to Jewish legal questions) authored by rabbinic scholars. These documents 
are taken from a widespread variety of Jewish domains, e.g.: laws, holidays, customs, 
kosher food, economics and army. Each answer is based on both ancient Jewish writ-
ings and answers given by previous rabbinical authorities over the years. More so, 
arguments contradicting the author’s answer should also be referred to. The author 
should give an acceptable explanation to solve such arguments. 

In this research, the following classification tasks are investigated: Jewish ethnic 
origin of the authors (Sephardim or Ashkenazim) and / or historical period when the 
responsa were written. To the best of our knowledge, identifying the ethnic origin of 
documents’ authors using stylistic feature sets is the first proposed. 

The proposed model chooses the best combination of sets of stylistic features. The 
results are rather successful for all investigated classification tasks. The quantitative 
feature set was found as very successful and superior to all other sets. Its features are 
language-independent and domain-independent. In addition, this research can yield 
results of great use to scholars in the humanities, e.g.: identifying the differences in 
writing-style, culture and customs between writers who belong to different ethnic 
origin and / or historical period. 

This paper is organized as follows: Section 2 gives background concerning the He-
brew and Aramaic languages. Section 3 describes previous classification of Hebrew-
Aramaic texts. Section 4 presents feature sets for classification. Section 5 describes 
the proposed model. Section 6 presents the results of the experiments and analyzes 
them. Section 7 concludes and proposes future directions. 

2   The Hebrew and the Aramaic Languages 

2.1   The Hebrew Language 

Hebrew is a Semitic language. It uses the Hebrew alphabet and it is written from right 
to left. Hebrew words in general and Hebrew verbs in particular are based on three 
(sometimes four) basic letters, which create the word's stem. The stem of a Hebrew 
verb is called pl1,2 ( , “verb”). The first letter of the stem p ( ) is called pe hapoal; 
the second letter of the stem  ( ) is called ayin hapoal and the third letter of the stem l 

                                                           
1 The Hebrew Transliteration Table that has been used in this paper, is taken from the web site 

of the Princeton university library. 
2 In this Section, each Hebrew word is presented in three forms: (1) transliteration of the He-

brew letters written in italics, (2) the Hebrew letters, and (3) its translation into English in 
quotes. 
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( ) is called lamed hapoal. The names of the letters are especially important for the 
verbs' declensions according to the suitable verb types. 

Except for the word’s stem, there are other components which create the word’s 
declensions, e.g.: conjugations, verb types, subject, prepositions, belonging, object 
and terminal letters. In Hebrew, it is impossible to find the declensions of a certain 
stem without an exact morphological analysis based on these features, as follows: 

Conjugations: The Hebrew language contains seven conjugations that include the 
verb’s stem. The conjugations add different meanings to the stem such as: active, pas-
sive, cause, etc. For example the stem hrs ( , “destroy”) in one conjugation hrs 
means destroy but in another conjugation nhrs ( , “being destroyed”). 
Verb types: The Hebrew language contains several verb types. Each verb type is a 
group of stems that their verbs are acting the same form in different tenses and differ-
ent conjugations. There is a difference in the declensions of the stem in different verb 
types. In English, in order to change the tense, there is a need to add only one or two 
letters as suffixes. However, In Hebrew, for each verb type there is a different way 
that the word changes following the tense. 

To demonstrate, we choose two verbs in past tense of different verb types: (1) ktv 
( , “wrote”) of the shlemim verb type (strong verbs - all three letters of the stem are 
apparent), and (2) the word nfl ( , “fell”) of the hasrey_pay_noon verb type (where 
the first letter of the stem is the letter n and in several declensions of the stem this 
letter is omitted). When we use the future tense, the word ktv ( , “wrote”) will 
change to ykhtv ( , “will write”) while the second word nfl will change to ypl ( , 
“will fall”) which does not include the letter n. Therefore, in order to find the right 
declensions for a certain stem, it is necessary to know from which verb type the stem 
comes from. 
Subject: Usually, in English we add the subject as a separate word before the verb. 
For example: I ate, you ate; where the verb change is minimal if at all. However, in 
Hebrew the subject does not have to be a separated word and it can appear as a suffix.  
Prepositions: Unlike English, which has unique words dedicated to expressing rela-
tions between objects (e.g.: at, in, from), Hebrew has 8 prepositions that can be writ-
ten as a concatenated letter at the beginning of the word. Each letter expresses another 
relation. For example: (1) the meaning of the letter v ( ) at the beginning of word is 
identical to the meaning of the word “and” in English and (2) the meaning of the letter 
l ( ) at the beginning of word is similar to the English word “to”. 
Belonging: In English, there are some unique words that indicate belonging (e.g.: my, 
his, her). This phenomenon exists also in Hebrew. In addition, there are several suf-
fixes that can be concatenated at the end of the word for that purpose. The meaning of 
the letter y ( ) at the end of word is identical to the meaning of the word “my” in Eng-
lish. For example, the Hebrew word ty ( ) has the same meaning as the English 
words “my pen”. 
Object: In English, there are some unique words that indicate the object in the sen-
tence, such as: him, her, and them. This is also the case in Hebrew. In addition, there 
are several letters that can be concatenated at the end of the word for that purpose. 
The letter v ( ) at the end of a word has the same meaning as the word him in English. 
For example, the Hebrew word r’ytyv ( ) has the same meaning as the English 
words “I saw him”. 
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Terminal letters: In Hebrew, there are five letters: m ( ), n ( ),  ts ( ), p ( ),  kh ( ) 
which are written differently when they appear at the end of word: m ( ), n ( ),  ts ( ), 
p ( ),  kh ( )  respectively. For example, the verb ysn ( , “he slept”) and the verb 
ysnty ( , “I slept”). The two verbs have the same stem ysn, but the last letter of 
the stem is written differently in each one of the verbs. 

The English language is richer in its vocabulary than Hebrew. The English lan-
guage has about 40,000 stems while Hebrew has only about 3,500 and the number of 
lexical entries in the English dictionary is 150,000 compared with only 35,000 in the 
Hebrew dictionary [3]. 

However, the Hebrew language is richer in its morphology forms. The Hebrew 
language has 70,000,000 valid (inflected) forms while English has only 1,000,000 [3]. 
For instance, the single Hebrew word  is translated into the following se-
quence of six English words: “and when they will hit him”. 

In Hebrew, there are up to seven thousand declensions for only one stem, while in 
English there is only a few declensions. For example, the English word eat has only 
four declensions (eats, eating, eaten and ate). The relevant Hebrew stem  (eat) has 
thousands of declensions. 

Hebrew in general is very rich in its vocabulary of abbreviations. The number of 
Hebrew abbreviations is about 17,000 not including unique professional abbrevia-
tions, relatively high comparing to 40,000 lexical entries in the Hebrew language. 
About 35% of them are ambiguous. That is, about 6000 abbreviations have more than 
one possible extension for each abbreviation in particular contain a high frequency of 
abbreviations. Moreover, Jewish Law articles written in Hebrew-Aramaic include a 
high rate of abbreviations. About 20% of all the words in the documents, while more 
then one third of them (about 8%) are ambiguous. 

2.2   The Aramaic Language 

Aramaic is another Semitic language. It is particularly closely related to Hebrew, and 
was written in a variety of alphabetic scripts. Aramaic was the language of Semitic 
peoples throughout the ancient Near East. It is spoken for at least three thousand 
years. Aramaic is still spoken today in its many dialects, especially among the Chal-
deans and Assyrians. (more details can be found in [27]). 

Although Aramaic and Hebrew have much in common, there are several major dif-
ferences between them. The main difference in grammar is that while Hebrew uses 
aspects and word order to create tenses, Aramaic uses tense forms. Another important 
difference is that there are several types of changes in one particular letter in many 
words. In some cases a Hebrew prefix is replaced in Aramaic by a suffix. More details 
can be found in Melamed [18]. 

3   Previous Classification of Hebrew-Aramaic Texts 

Automatic classification of Hebrew-Aramaic texts is almost an uninvestigated research 
domain. CHAT, a system for stylistic classification of Hebrew-Aramaic texts is presented 
in [15, 16, 20]. It presents applications of several TC tasks to Hebrew-Aramaic texts: 
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1. Which of a set of known authors is the most likely author of a given docu-
ment of unknown provenance?  

2. Were two given corpora written/edited by the same author or not? 
3. Which of a set of documents preceded which and did some influence others? 
4. From which version (manuscript) of a document is a given fragment taken? 

CHAT uses as features only single words, prefixes and suffixes. It uses simple ML 
methods such as Winnow and Perceptron. Its datasets contain only a few hundreds of 
documents. CHAT does not investigate the various tasks proposed at the end of Section 1. 

Classification of Biblical documents has been done by Radai [24, 25, 26]. How-
ever, he did not implement any ML method. 

4   Classification Features 

Various kinds of stylistic features have been proposed during the years. For example: 
Quantitative features such as word and sentence length and punctuation–signs pro-
posed by Yule [34]. Function words (e.g.: are, at, is, of, on, then and will) proposed 
by Mosteller and Wallace [21]. 

Many kinds of stylistic features have been applied for automatic classification of 
documents. Karlgren and Cutting [12] developed 20 features that belong to the three 
following sets: POS counts (e.g.: noun and adverb), lexical counts (e.g.: “that” and 
“we”), and textual counts (e.g.: characters per word and words per sentence). A set of 
orthographic features (abbreviations, acronyms, various spellings of the same words) 
has been proposed by Friedman [7]. Stamatatos et al [30] applied syntactic features 
(e.g.: frequencies and distribution of parts of speech tags, such as: noun, verb, adjec-
tive, adverb; basic syntactic sequences, such as noun-adjective and subject-verb rela-
tions and active and passive sentences). 

Lim et al [17] used five different sets of features for automatic genre classification 
of web documents. Two of them were web-oriented: URL tags (e.g.: depth of URL, 
document type and domain area), and HTML tags (frequencies of various types of 
links). The other three sets were token information (e.g.: average number of charac-
ters per word and average number of words per sentence), lexical information (e.g.: 
frequency of content words, frequency of function words and frequency of punctua-
tion marks) and structural information (e.g.: number of declarative sentences and 
number of question sentences).  

5   The Proposed Model 

As mentioned at Section 1, Hebrew-Aramaic documents present interesting problems 
for stylistic classification. Therefore, methods already used in text classification re-
quire adaptation to handle these problems. Firstly, the definition of suitable feature 
sets is required. Secondly, the proper combination of feature sets is needed to be in-
vestigated for a variety of classification experiments. 
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5.1   Feature Sets for Classification of Hebrew-Aramaic Texts 

Several sets of linguistic features mentioned previously found to be applicable for this 
research. Unfortunately, no parts-of-speech tagger for Hebrew was available to us. 
Therefore, neither morphological features (e.g.:  adjectives and verbs) nor syntactic 
features (frequencies and distribution of parts of speech tags, such as: noun, verb, ad-
jective, adverb) are used. 

Forty two baseline stylistic features appropriate for Hebrew-Aramaic texts have been 
defined and programmed. All features are normalized by the number of words in docu-
ment. Features regarding sentences have two versions (relating or not relating to a 
comma as an end of a sentence). These features are detailed in the six following sets: 

1. Lexical features: normalized frequencies of 958 religious help words (e.g.: bible, 
responsa, rabbi), 533 general help words (e.g.: of, at, on, no), both religious and 
general help words and 307 summarization words (e.g.: conclusion, to conclude, 
summary, to sum up). 

2. Orthographic features: normalized frequencies of acronyms and abbreviations. 
3. Topographic features: first n (10, 20) words, last n words, first n/2 words and last 

n/2 words, words in first n (2, 4) sentences, words in last n sentences, words in 
first n/2 sentences and words in last n/2 sentences, words in first n (1, 2) para-
graphs, words in last n paragraphs, words in first n/2 paragraphs and words in last 
n/2 paragraphs. 

4. Quantitative features: average number of characters in a word / sentence / para-
graph / file, average number of words in a sentence / paragraph / file, average 
number of sentences in a paragraph / file, average number of paragraphs in a file, 
and average number of punctuation-signs (e.g.: !. ?, :, ;) in a file. 

5. Function features: normalized frequencies of sentences appeared in brackets and 
normalized frequency of 11 pronouns (e.g.: I, we, you, he, she). 

6. Vocabulary’s richness: size of author’s vocabulary in words. 

The lexical, orthographic and pronoun features are domain-dependent and language-
dependent. They have been especially fitted to the Hebrew and Aramaic languages. Dic-
tionaries containing religious help words, general help words, summarization words, 
abbreviations and acronyms have been built. Moreover, they have been combined with 
various kinds of prepositions, belonging, terminal letters, etc.  The quantitative, function 
and vocabulary’s richness features are domain-independent and language-independent. 

In order to find the best combination of sets for any particular classification task, 
one should try all possible combinations of sets. One of the known properties of the 
binomial coefficients is that the total number of distinct k-subsets on a set of n ele-

ments (i.e., the number of possible subsets) is 
=

n

k k

n

0
 = n2  where a k-subset is a 

subset of a set on n elements containing exactly k elements. 
In this research, there are six feature sets. That is, there are only 26 = 64 combinations 

(including the empty set). The combination with the highest classification rate is selected. 
Investigating whether the accuracy can be improved if the feature selection process will 
be applied to every single feature not to entire feature set is left for future research. 



108 Y. HaCohen-Kerner et al. 

 

5.2   Support Vector Machines 

Various machine learning methods have been applied for TC [29], e.g.: Naïve Bayes 
[28], C4.5 [8] and Winnow [15, 16, 20]. 

However, the Support Vector Machines (SVM) method [4, 31] has been chosen to be 
applied in this model since it seems to be the most successful for TC [5, 6, 10, 11, 33]. 
There are various variants of SVMs. One simple and fast method is Sequential Minimal 
Optimization (SMO) developed by Platt [23]. In this setting multi-class problems are 
solved using pairwise classification. 

6   Experimental Results 

To test the accuracy of the model, the 5-fold cross-validation is used. The SVM ap-
plied version was the SMO implementation of Weka [32] using a linear kernel, de-
fault values and no feature normalization. Model tuning is left for future research. 

Three experiments have been applied on each one of two different data sets. These 
data sets include responsa that were downloaded from The Global Jewish Database 
(The Responsa Project3) at Bar-Ilan University. As mentioned above, these documents 
are taken from a widespread variety of domains relevant to Jewish life, e.g.: laws, 
holidays, customs, kosher food, economics and army. 

The history of Jewish responsa covers a period of 1,700 years. The responsa in-
vestigated in this research were authored by Sephardic rabbis (Mediterranean) and 
Ashkenazic rabbis (eastern or central Europe) in the last 500 years (16th - 20th cen-
turies). This era is called the Acharonim era. Acharonim ( ) literally "the 
later ones", is a term used in Jewish law and history, to signify the leading rabbis 
living from roughly the 16th century to the present. The experts in the responsa 
domain think that the 20th century’s responsa are much different from the previous 
ones for various reasons. In the 20th century there were major changes in the world 
in general and in the Jewish world in particular. Jewish rabbis from different ethnic 
origin (Sephardim and Ashkenazim) met each other. Some of them even immi-
grated to live within the communities of the other ethnic origin. Since the means of 
communication have developed so much Jewish rabbis read much more responsa 
written by other rabbis including from the other ethnic origin, and were influenced 
to one degree or another. 

The accuracy that was measured in all experiments is the fraction of the number of 
documents correctly classified to the total number of possible documents to be classified. 

6.1   Experiment # 1 

The data set is a collection of 10,504 responsa authored by 60 Jewish rabbinic schol-
ars, with about 175 documents for each scholar. These scholars belong to the two ma-
jor Jewish ethnic groups (Sephardim and Ashkenazim). The responsa were written in 
the 16th - 20th centuries either. The total number of words in all files is about 18.5M 
words, while a document contains on average about 1763 words. 

                                                           
3 http://www.biu.ac.il/ICJI/Responsa 
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This dataset can be classified into three different classifications: (1) ethnic Jewish 
groups (Sephardim or Ashkenazim) of their authors, (2) historical period when they 
were written (in the 16th - 19th centuries or in the 20th century) and (3) combination of 
classification (according to ethnic and time). For each classification task the dataset 
was divided into equal-sized suitable categories. That is the number of documents in 
the positive and in the negative sets is the same in each sub-experiment. The main 
results of all these three sub-experiments are presented in Table 1. 

Table 1. Classification results of Dataset # 1 

 

The first / second / third results’ rows in Table 1 present the results of the classifi-
cation to ethnic / time / both ethnic and time, respectively. The first results’ row de-
scribes the classification according to the Jewish ethnic groups (Sephardim or 
Ashkenazim).  The second results’ row describes the classification according to the 
two historical periods when the responsa were written (Old or New). The last results’ 
row describes the classification to the four possible categories (Old  Sephardim, Old 
Ashkenazim, New Sephardim and New Ashkenazim). 

In all sub-experiments, the best result by a unique set was always achieved by the 
quantitative set. The best result achieved by a combination of feature sets was 
achieved by a combination of all / almost all sets.  

Several general conclusions can be drawn from Table 1: 

1. All three classification tasks were highly successful. 
2. The quantitative set (set # 4) was superior to all other sets and in the first two 

experiments it was enough for an excellent classification. 
3. Only in the last sub-experiment, the most complex one (both ethnic and time), 

there is a meaningful contribution of other sets to the quantitative set. 
4. The more complex is the classification task, the lowest classification results we 

achieve. 
5. The lexical (# 1) and function (# 5) sets achieve reasonable results and are al-

ways part of the best combination of sets. 
6. The orthographic, topographic and the vocabulary richness sets were rather 

poor, especially the last one. 
7. The more relevant features we use the higher results we achieve. 
8. The low values of the standard deviations indicate that the classification results 

are stable.  
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6.2   Experiment # 2 

The second experiment is similar to the previous one, but now applied on a larger 
dataset containing responsa written only in the 19th and 20th centuries. This dataset 
includes 12,020 responsa authored by 48 Jewish rabbinic scholars, with about 250 
documents for each scholar. These scholars belong to the two major Jewish ethnic 
groups (Sephardim or Ashkenazim). The responsa were written in the 19th and 20th 
centuries). The total number of words in all files is about 19M words, while a docu-
ment contains on average about 1579 words. 

This dataset can be also classified into three classifications: (1) ethnic Jewish 
groups (Sephardim or Ashkenazim), (2) historical period when they were written (in 
the 19th century or in the 20th century) and (3) ethnic / time. For each classification 
task the dataset was divided into equal-sized suitable categories. That is, the number 
of documents in the positive and in the negative sets is the same in each sub-
experiment. Table 2 presents the main results of all three sub-experiments. 

Table 2. Classification results of Dataset # 2 

 

In general, the explanations to Table 2 and the results presented in it are very simi-
lar to the explanations and results described for Table 1. The same general conclu-
sions that were drawn there can be also drawn from Table2. 

In both experiments, in the first two classifications (ethnic only and time only) it 
seems that the classification performance when the quantitative feature set is applied 
is highly successful and almost the same as the classification performance when all 
(or almost all) feature sets are used. This is not really surprising - the SVMs are 
known to be robust with respect to irrelevant features. Only in the last sub-
experiment, the most complex one (both ethnic and time), there is a meaningful con-
tribution of other sets to the quantitative set. 

Due to limitations of space, we cannot detail the differences in writing-style be-
tween writers who belong to different ethnic groups and / or different historical  
periods. However, it is interesting to mention that among the most successful features 
we can find the following quantitative features:  

(1) Average number of punctuation-signs in a file - 
      Sephardim use much more punctuation-marks than Ashkenazim and  
      New authors use much more punctuation-marks than Old authors 
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(2) Average number of characters/words in a sentence - 
      Ashkenazim use much more characters/words in a sentence than Sephardim 
      Old authors use much more characters/words in a sentence than New authors 

Such findings can yield results of great use to scholars in the humanities who want 
to identify the differences in writing-style between writers who belong to different 
ethnic groups and / or different historical periods. 

7   Conclusions and Future Work 

In this paper, identifying historical period and ethnic origin of documents using stylis-
tic feature sets is investigated. To the best of our knowledge, identifying the ethnic 
origin of documents’ authors using stylistic feature sets is the first proposed. 

The application domain is Jewish Law articles written in Hebrew-Aramaic. Such 
documents present various interesting problems for stylistic classification. Firstly, 
these documents include words from both languages. Secondly, Hebrew and Aramaic 
are richer than English in their morphology forms.  

All three classification tasks were highly successful. The quantitative feature set 
was superior to all other sets and in the first two experiments it was enough for an 
excellent classification. Only in the last sub-experiment, the most complex one (both 
ethnic and time), there is a meaningful contribution of other sets to the quantitative 
set. The more complex is the classification task, the lowest classification results we 
achieve. The more relevant features we use the higher results we achieve. The ortho-
graphic, topographic and the vocabulary richness sets were rather poor, especially the 
last one.  

Many features proposed in this research in general and the quantitative features in 
particular are language-independent and domain-independent. 

It will be interesting to compare these results to the results of the same classifica-
tion tasks based on language-dependent and domain-dependent feature sets. 

It will be also interesting to apply these stylistic feature sets in general and the 
quantitative set in particular into other domains as well as into other languages. 

Another relevant future research would be to apply a co-training-like algorithm [2] 
based "views" created from various types of features. This may both increase accu-
racy and reduce the amount of documents needed for training. 

Other general research proposals are: (1) Investigating whether the accuracy can be 
improved if the feature selection process will be applied to every single feature (2) 
Investigating other features and other machine learning techniques that might improve 
classification.  

Concerning feature sets there are various potential research directions. For exam-
ple: (1) Which feature sets are good for which classification tasks? (2) What are the 
specific reasons for sets to perform better or worse on different classification tasks? 
(3) What are the guidelines to choose the correct sets for a certain classification task? 

Acknowledgements. The authors thank two anonymous reviewers for their fruitful 
comments. 
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Abstract. This paper introduces a new family of string classifiers based
on local relatedness. We use three types of local relatedness measure-
ments, namely, longest common substrings (LCStr’s), longest common
subsequences (LCSeq’s), and window-accumulated longest common sub-
sequences (wLCSeq’s). We show that finding the optimal classier for given
two sets of strings (the positive set and the negative set), is NP-hard for
all of the above measurements. In order to achieve practically efficient
algorithms for finding the best classifier, we investigate pruning heuris-
tics and fast string matching techniques based on the properties of the
local relatedness measurements.

1 Introduction

In recent years, we have witnessed a massive increase in the amount of string data
available in many different domains, such as text data on the Internet, and bio-
logical sequence data. Finding meaningful knowledge in the form of string pat-
terns from such data sets has become a very important research topic. In this
light, we and others have been studying the problem of finding the optimal pat-
tern which distinguishes between a positive set of strings and a negative set of
strings [1,2,3,4,5,6,7,8,9,10,11]. The optimal pattern discovery problem aims to
find the highest scoring pattern with respect to a certain scoring function, usually
preferring patterns which are contained in all or most strings in the positive data
set, but not contained in all or most strings of the negative data set.

In previous work, the classification models are mainly based on distance, where
a string is classified to be consistent with a pattern when the string contains a
substring that is within a certain fixed distance of the pattern, and not consistent
otherwise. In this paper, we consider a classification model based on relatedness,
where a string is classified to be consistent with the string classifier when it is
locally more similar to the classifier than a certain fixed relatedness, and not
consistent otherwise. Although the two seem to be equivalent concepts that are
simply worded differently, the latter gives rise to a new, richer family of string
classifiers.

We study and show the subtle differences between them from an algorith-
mic perspective. We consider three types of relatedness measurements, namely,

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 114–124, 2006.
Springer-Verlag Berlin Heidelberg 2006
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longest common substrings (LCStr’s), longest common subsequences (LCSeq’s),
and window-accumulated longest common subsequences (wLCSeq’s). We show
that finding the optimal classier for given two sets of strings is NP-hard for all
of the above measurements. In order to achieve practically efficient algorithms
for finding the best classifier, we investigate pruning heuristics and fast string
matching techniques based on the properties of the local relatedness measure-
ments. Our preliminary experiments on DNA sequence data showed that the
algorithm for the wLCSeq measurement runs in acceptable amount of time.

2 Preliminaries

2.1 Notations

Let N be the set of non-negative integers. Let Σ be a finite alphabet, and let
Σ∗ be the set of all strings over Σ. The length of string s is denoted by |w|. The
empty string is denoted by ε, that is, |ε| = 0. For set S ⊆ Σ∗ of strings, we
denote by |S| the number of strings in S, and by ||S|| the total length of strings
in S.

Strings x, y and z are said to be a prefix, substring, suffix of string s = xyz,
respectively. Let Substr(s) be the set of the substrings of string s. When string
x is a substring of string s, then s is said to be a superstring of x. The i-th
character of string s is denoted by s[i] for 1 ≤ i ≤ |s|, and the substring that
begins at position i and ends at position j is denoted by s[i..j] for 1 ≤ i ≤ j ≤ |s|.
We say that string q is a subsequence of string s if q = s[i1] · · · s[i|q|] for some
1 ≤ i1 < · · · < i|q| ≤ |s|. Let Subseq(s) be the set of the subsequences of string s.
When string x is a subsequence of string s, then s is said to be a supersequence
of x.

For two strings p, s ∈ Σ∗, if q ∈ Substr(p) ∩ Substr(s), then q is called a
common substring of p and s. When no common substrings of p and s are longer
than q, q is called a longest common substring (LCStr for short) of p and s. Then
we denote lcstr(p, s) = |q|. It is easy to see that lcstr(p, s) ≤ min{|p|, |s|}.

Similarly, if q ∈ Subseq(p)∩Subseq(s), then q is called a common subsequence
of p and s. When no common subsequences of p and s are longer than q, q is
called a longest common subsequence (LCSeq for short) of p and s. Then we
denote lcseq(p, s) = |q|. It is easy to see that lcseq(p, s) ≤ min{|p|, |s|}.

2.2 Relatives of a String

The functions lcstr and lcseq are relatedness measures that quantify the affinities
between two strings. Further, we consider an extended version of lcseq , window-
accumulated LCSeq measure, where we compute the lcseq values for p against all
substrings of s of length ≤ d (d is a positive integer). The new measure wlcseqd

is defined as follows.

wlcseqd(p, s) = max{lcseq(p, t) | t ∈ Substr(s) and |t| ≤ d}.
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We note that when d is long enough then wlcseqd(p, s) = lcseq(p, s).
Let δ be one of the measures lcstr , lcseq , and wlcseqd. A k-relative of a string

p under δ is any string s with δ(s, p) ≥ k. The set of k-relatives of p is denoted
by Reδ(p; k). That is,

Reδ(p; k) = {s ∈ Σ∗ | δ(p, s) ≥ k}.
Definition 1. The language class w.r.t. Reδ(p; k) for each δ is as follows.

LCSTRL = {Relcstr(p; k) | p ∈ Σ∗ and k ∈ N}
LCSEQL = {Relcseq(p; k) | p ∈ Σ∗ and k ∈ N}

wLCSEQLd = {Rewlcseqd

(p; k) | p ∈ Σ∗ and k ∈ N}
Remark 1. In [3] the subsequence pattern discovery problem was discussed,
where a pattern p ∈ Σ∗ matches any supersequence of p. We note that LCSEQL
subsumes the languages of the subsequence patterns since Relcseq(p; |p|) is ex-
actly the set of supersequences of p.

Remark 2. In [2] the pattern discovery problem for the window-accumulated sub-
sequence patterns (episode patterns) was addressed, where a window-accumu-
lated subsequence pattern is formally an ordered pair 〈p, d〉 ∈ Σ∗×N and matches
a string s if there is a substring t of s such that |t| ≤ d and p ∈ Subseq(t). Then, one
can see that wLCSEQLd generalizes the languages of window-accumulated subse-
quence patterns since we have Rewlcseqd

(p; |p|) is identical to the language of the
window-accumulated subsequence pattern 〈p, d〉.

3 Finding Best String Classifiers

3.1 Score Function

Suppose Π is a set of descriptions over some finite alphabet, and each π ∈ Π
defines a language L(π) ⊆ Σ∗. Let good be a function from Π×2Σ∗×2Σ∗

to the
real numbers.The problem we consider in this paper is: Given two sets S, T ⊆
Σ∗ of strings, find a description π ∈ Π that maximizes score good(π, S, T ).
Intuitively, score good(π, S, T ) expresses the ‘goodness’ of π as a classifier for
S and T . The definition of good varies with applications. For example, the χ2

values, entropy information gain, and Gini index are often used. Essentially,
these statistical measures are defined by the number of strings that satisfy the
rule specified by π. Any of the above-mentioned measures can be expressed by
the following form:

good(π, S, T ) = f(xπ , yπ, |S|, |T |),
where xπ = |S ∩ L(π)| and yπ = |T ∩ L(π)|.

When S and T are fixed, xmax = |S| and ymax = |T | are regarded as constants.
On this assumption, we abbreviate the function to f(xπ, yπ). In the sequel, we as-
sume that f is pseudo-convex (also called conic in the previous work [3] ) and can
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x max= |S|

y max = |T|

(x,y)

(x',y')

0

Fig. 1. Illustration of the domain of score function f . For pseudo-convex score func-
tions, the highest score of an arbitrary point in the rectangle defined by the four
highlighted points is the maximum score of the four points (Lemma 1).

be evaluated in constant time. We say that a function f from [0, xmax] × [0, ymax]
to real numbers is pseudo-convex if

– for any 0 ≤ y ≤ ymax, there exists an x1 such that
• f(x, y) ≥ f(x′, y) for any 0 ≤ x < x′ ≤ x1, and
• f(x, y) ≤ f(x′, y) for any x1 ≤ x < x′ ≤ xmax.

– for any 0 ≤ x ≤ xmax, there exists a y1 such that.
• f(x, y) ≥ f(x, y′) for any 0 ≤ y < y′ ≤ y1, and
• f(x, y) ≤ f(x, y′) for any y1 ≤ y < y′ ≤ ymax.

The following is an important property of pseudo-convex functions.

Lemma 1 ([6]). For any 0 ≤ x < x′ ≤ xmax and 0 ≤ y < y′ ≤ ymax,

f(x′, y′) ≤ max{f(x, y), f(x, ymax), f(xmax, y), f(xmax, ymax)}.

3.2 Problem and Complexities

In this paper we consider the following problem for each relatedness measure δ.

Definition 2 (Finding best string classifier under δ according to f)

Input: Two finite sets S, T ⊆ Σ∗ of strings, and a positive integer k.
Output: A string p ∈ Σ∗ that maximizes score f(xπ, yπ), where π = 〈p, k〉, and

xπ = |S ∩Reδ(p; k)| and yπ = |T ∩Reδ(p; k)|.
Theorem 1. The optimization problem of Definition 2 under lcstr is NP-hard.

Proof. Reduction from MINIMUM SET COVER. (Given graph G = (V, E), a
set C = {C1, . . . , Cm} where each Ci ⊆ V for each 1 ≤ i ≤ m, and integer c,
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does there exist a subset C′ ⊆ C such that |C′| ≤ c and any vertex in V is
contained in at least one member of C′?) Consider the function

f(x, y) =
{

0 if x < xmax
ymax − y otherwise (x = xmax)

and create an instance of finding the best string classifier under lcstr as follows.
Let k = �log2 m�, and let ī denote the k-bit binary representation of integer
i ≤ m. S will consist of |V | strings, each string corresponding to a node in
V . For each v ∈ V , define sv =

∑
i:v∈Ci

ī. Let x =
∑

s∈X #s, where X =
{sv[i..(i+k−1)] | v ∈ V, 1 ≤ i ≤ |sv|−k+1, ∃j (i ≤ j ≤ i+k−1), s.t. sv[j] = },
that is, x is the concatenation of all length k substrings of strings in S that
contain the character , each preceded by #. We define T = {īx | 1 ≤ i ≤ m},
where each string corresponds to the member Ci ∈ C. Then, the existence of a
set cover C′ = {Ci1 , . . . , Cic} of size c implies the existence of a string p giving
f(xπ, yπ) = ymax − c and vice versa: Suppose C′ is a cover of V , and consider
p = ī1 ī2 · · · īc. Since each v ∈ V is contained in some member Cij ∈ C′, each
sv ∈ S will share the length k substring īj with p. Noting that the character ‘ ’
is not contained in any strings of S or T , p can only share length k substrings
via each īj (1 ≤ j ≤ c). Therefore, p will only be a k-relative to the c strings
{ījx|Cij ∈ C′} ⊆ T . On the other hand, suppose p is a string that is a k-relative
of all strings in S but for only c strings in T . Notice that p can only be a k-
relative of strings in S or T by sharing length k substrings that correspond to
some ī (1 ≤ i ≤ m), since otherwise: (1) if the length k substring contained ,
then p would also be a k-relative of x and hence all strings in T , and (2) if the
length k substring contained #, then p would not be a k-relative of any string
in S. For each different ī that p contains, a unique string īx ∈ T also becomes
a k-relative of p. Therefore, p will contain exactly c substrings ī1, . . . īc, where
each sv ∈ S will contain at least one īj (1 ≤ j ≤ c). This implies a set cover of
size c consisting of Cij (1 ≤ j ≤ c). ��

Theorem 2. The optimization problem of Definition 2 under lcseq is NP-hard.

Proof. Reduction from MINIMUM SET COVER (See Theorem 1). Consider f
as in Theorem 1. Consider the alphabet Σ = {σ1, . . . , σm}. Let k = 1, S =∑

σi:v∈Ci
, T = {σ1, . . . , σm} (σi �= σj for i �= j). Since k = 1, a string containing

character σi will be a relative of a string s if and only if s also contains the
character σi. Therefore, the existence of a string p giving f(xπ , yπ) = ymax − c
implies the existence of a set cover C′ = {Ci1 , . . . , Cic} of size c, and vice versa.

��

Recall that when d is long enough, we have wlcseqd(p, d) = lcseq(p, s). Thus,
the optimization problem for the lcseq measure is a special case of that for the
wlcseqd measure. Hence we get the following result.

Theorem 3. The optimization problem of Definition 2 under wlcseqd is NP-
hard.
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Since the optimization problem of finding the best π is NP-hard for all types of
the similarity measures, we inherently face exponentially many candidates for
the best string classifier. The two keys to a practically efficient computation of
the best π are: reducing the number of candidates (pruning), and quickly counting
xπ and yπ for each candidate π (fast string matching).

3.3 Branch-and-Bound Algorithms

Let δ be one of the measures lcstr , lcseq , and wlcseqd. Consider given k. Note
that, for any string p of length less than k, we always have Reδ(p; k) = ∅. On
the other hand, we need to care about all the |Σ|k strings of length k, because
all of those strings have a possibility of being a ‘seed’ of the best string with the
highest score. Then, we examine longer candidates by appending new characters
to the right of the |Σ|k strings. The next lemma states a useful property on
Reδ(p; k).

Lemma 2. Let k be any positive integer. For any two strings p, p′ in Σ∗, if p
is a prefix of p′, then Reδ(p′; k) ⊇ Reδ(p; k).

The following pruning lemma are derived from Lemmas 1 and 2.

Lemma 3. Let k be any positive integer. For any two strings p, p′ such that p
is a prefix of p′, let π = 〈p, k〉 and π′ = 〈p′, k〉. Then,

f(xπ′ , yπ′) ≤ max{f(xπ, yπ), f(xπ, ymax), f(xmax, yπ), f(xmax, ymax)},

where xπ = |S ∩Reδ(p; k)| and yπ = |T ∩Reδ(p; k)|.
What remains is how to compute the numbers xπ and yπ of strings s in S and
T , respectively, such that δ(p, s) ≥ k, where π = 〈p, k〉.

Firstly, we consider the case of δ = lcstr .

Definition 3 (Computing local relatedness under measure lcstr)

Given: A finite set S ⊆ Σ∗ of strings, and a positive integer k.
Query: A string p ∈ Σ∗.
Answer: The cardinality of Relcstr (p; k) ∩ S.

Theorem 4. The problem of computing local relatedness under the measure
lcstr can be solved in O(|p|) time using O(|S|) extra space after O(‖S‖) time
and space preprocessing.

Proof. We build the directed acyclic word graph (DAWG) [12] from the strings in
S. We note that the nodes of DAWG represent the equivalence classes under some
equivalence relation defined on Substr(S) =

⋃
s∈S Substr(s). Each equivalence

class can be written as {x′y | x′ is a suffix of x} for some strings x, y with xy ∈
Substr(S), and therefore it can contain at most one string t of length k. For every
node v containing such string t, we associate v with the list of ID’s of strings in S
that are superstrings of t. Such a data structure can be built only in O(‖S‖) time
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and space. To compute the cardinality of Relcstr(p; k) for every candidate p, we
use this data structure as a finite-state sequential machine. The machine makes
state-transitions scanning the characters of p one by one. Whenever the machine
is in a state (node) such that the corresponding equivalence class contains no
string of length ≤ k, it makes “failure transition” navigated by the suffix links.
If the current state has outputs, then it implies that all the strings s listed in
the outputs satisfy lcstr(p, s) ≥ k. The number of failure transitions executed is
bounded by the number of ordinary state transitions executed, and is therefore
at most |p|. The cardinality is thus computed in O(|p|) time. ��
We can therefore compute xπ and yπ in O(|p|) time using O(|S| + |T |) extra
space after O(‖S‖+ ‖T ‖) time and space preprocessing.

Secondly, we consider δ = lcseq . We do not preprocess the input S and T ,
and simply compute lcseq(p, s) against all strings s in S ∪ T . Each lcseq(p, s)
is computable in O(|p| · |s|) time by a standard dynamic programming (DP)
method. Section 4 explains the DP method. We can compute xπ and yπ in
O(|p| · (‖S‖+ ‖T ‖)) time.

Lastly, we will devote the next full section to the case of δ = wlcseqd, as this
case needs to be explained in details.

4 Computing Local Relatedness Under wlcseqd

Given two strings p, s, a standard technique for computing lcseq(p, s) is the
dynamic programming method, where we compute the DP matrix of size (|p|+
1) × (|s| + 1) for which DP [i, j] = lcseq(p[1..i], s[1..j]) for 1 ≤ i ≤ |p| and
1 ≤ j ≤ |s|. The recurrence for computing the DP matrix is the following:

DP [i, j] =

⎧⎪⎨⎪⎩
0 if i = 0 or j = 0,

max(DP [i− 1, j],DP [i, j − 1]) if i, j > 0 and p[i] �= s[j],
DP [i− 1, j − 1] + 1 if i, j > 0 and p[i] = s[j].

Therefore, to compute lcseq(p, s) = DP [|p|, |s|], we need O(|p| · |s|) time and
space. Pair (i, j) is said to be a partition point of DP , if DP [i, j] = DP [i−1, j]+1.
P denotes the set of the partition points of DP . Remark that P is a compressed
form of DP , and the size of P is O(L|s|), where L = lcseq(p, s). See Fig. 2 for
an example of a DP matrix and its partition points. The partition point set P
is implemented by double-linked lists as shown in Fig. 3, where the cells are
vertically sorted by the lcseq values, and the values in the cells represent the
corresponding row indices.

The problem considered in this section is the following.

Definition 4 (Computing local relatedness under measure wlcseqd)

Given: A finite set S ⊆ Σ∗ of strings, and a positive integer k.
Query: A string p ∈ Σ∗.
Answer: The cardinality of Rewlcseqd

(p; k) ∩ S.
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c b a c b a a b a
0 0 0 0 0 0 0 0 0 0

b 0 0 1 1 1 1 1 1 1 1

c 0 1 1 1 2 2 2 2 2 2

d 0 1 1 1 2 2 2 2 2 2

a 0 1 1 2 2 2 3 3 3 3

b 0 1 2 2 2 3 3 3 4 4

a 0 1 2 3 3 3 4 4 4 5

Fig. 2. The DP matrix for lcseq(p, s), where p = bcdaba and s = cbacbaaba. Note
lcseq(p, s) = DP [|p|, |s|] = DP [6, 9] = 5. The colored entries represent the partition
points of the DP matrix.

21

c b a c b a a b a

1 1 1 1 1 1 1 1

5 4 2 2 2 2 2 2

6 6 5 4 4 4 4

6 6 5 5

6

2

3

4

5

Fig. 3. Double-linked list implementation of the partition point set P for the DP matrix
of Fig. 2. The cells are sorted vertically by the lcseq values, and the values in the cells
represent the corresponding row indices.

The above problem can be solved by computing the length of the LCSeq of p
and every d-gram of s ∈ S, and by counting the number of strings s in S for
which the maximum LCSeq length is not less than k. Here, we need to compute
lcseq(p, s[j..j + d− 1]) for every position 1 ≤ j ≤ |s| − d + 1 of each string s ∈ S.
If näıvely computing the DP matrices for all pairs p, s[j..j + d− 1], it takes total
of O(d|p| · ‖S‖) time and O(d|p|) space. However, we can establish the following
lemma that leads us to a more efficient solution.

Theorem 5. The problem of computing local relatedness under the measure
wlcseqd can be solved in O(d‖S‖) time using O(d) extra space, where

 = max{lcseq(p, s[j..j + d− 1]) | s ∈ S and 1 ≤ j ≤ |s| − d + 1}.
Proof. Let us concentrate on one string s in S. For any 1 ≤ h ≤ h′ ≤ |s|, let
DP h

h′ and P h
h′ denote the DP matrix and the corresponding partition point set

for lcseq(p, s[h..h′]), respectively. For any 1 ≤ j ≤ |s| − d + 1, let r = j + d − 1.
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Now we are computing P j
r for j = |s| − d + 1, . . . , 2, 1, in the decreasing order of

j. Namely, we compute the partition point set for a sliding window of width d
(See Fig. 4). Computing P j

r from P j+1
r+1 is done in two rounds. Firstly, compute

P j
r+1 from P j+1

r+1 , then compute P j
r from P j

r+1.
Let s = max{lcseq(p, s[j..r]) | 1 ≤ j ≤ |s| − d + 1} . The second step

of computing P j
r from P j

r+1 can be done in O(s) time based on the following
observations. It follows from the property of DP matrices that for any 1 ≤ i ≤ |p|
and j ≤ h ≤ r, we have DP j[i, h] = DP j+1[i, h]. Therefore, we can compute
P j

r from P j
r+1 by simply deleting the (r + 1)-th column of P j

r+1. The number
of entries in that column is at most lcseq(p, s[j..r + 1]) = lcseq(p, s[j..j + d]) ≤
lcseq(p, s[j..j + d− 1]) + 1 ≤ s + 1. Thus it can be done in O(s) time.

The first step of computing P j
r+1 from P j+1

r+1 , can be done efficiently based
on the algorithm of Landau et al. [13]. They presented an algorithm which,
given two strings p and s, computes P j

|s| representing lcseq(p, s[j..|s|]) for every
j = |s|, . . . , 2, 1. It runs in total of O(L|s|) time and space, where L = lcseq(p, s),
by implementing the partition point set with a double linked list (see Fig. 3).
Combining this algorithm with the method mentioned in the above paragraph,
we are able to compute P j

r+1 from P j+1
r+1 .

Now let us clarify the complexities for computing lcseq(p, s[j..r]) for all j =
|s| − d + 1, . . . , 1. The space consumption is clearly O(sd), since the size of
P j

r is bounded by O(sd). Regarding the time complexity, as mentioned above,
deleting the last column takes O(s) time. When adding a new column, in
the worst case, a new partition point is inserted into each of the d columns
of P j+1

r+1 . Insertion of these new partition points can be done in O(d) time in
aggregate [13], by the double-linked list implementation. Thus, the time cost is
O(s|s|+ d|s|) = O(d|s|), since s ≤ min{|p|, d}. In conclusion, the whole space
requirement is O(max{s | s ∈ S} · d) = O(d), and the total time requirement
is O(

∑
s∈S(d|s|)) = O(d‖S‖). ��

Therefore, we can compute xπ and yπ for wlcseqd measure in O(d(‖S‖ + ‖T ‖))
time using O(′d) space, where ′ = max{lcseq(p, s[j..j + d − 1]) | s ∈ S ∪
T and 1 ≤ j ≤ |s| − d + 1}. We remark that ′ ≤ min{|p|, d}.

P
j

u

j j+d

s

p
j+d-1

Fig. 4. Illustration for computing P j
j+d−1 representing lcseq(p, s[j..j + d− 1]) for every

1 ≤ j ≤ n − d + 1, in a sliding window manner
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5 Discussions

The problem of finding the optimal string classifier for two given sets S, T of
strings, has been extensively studied in the recent years. The pursuit of better
classification had been done mostly by enriching the ‘pattern class’ in which the
best pattern is searched for. This paper suggested a new family of string classifiers
based on local relatedness measures, lcstr , lcseq, and wlcseqd. A big difference
between the previous ones and our new family is that our string classifier does
not necessarily appear as a pattern in the strings in S. Namely, the classifier can
be composed of a superstring or supersequence of the strings in S. Therefore,
when there do not exist good patterns which classify S and T , our new approach
is expected to give us a good classifier that may lead to a more meaningful
knowledge. Preliminary experiments conducted on DNA sequence data showed
that the optimal string classifier discovery algorithm for the wlcseqd measure
runs in acceptable amount of time for modest settings of k and d. Experiments
supporting practical effectiveness of our method, remain as our future work.
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Abstract. Parametric Embedding (PE) has recently been proposed as
a general-purpose algorithm for class visualisation. It takes class pos-
teriors produced by a mixture-based clustering algorithm and projects
them in 2D for visualisation. However, although this fully modularised
combination of objectives (clustering and projection) is attractive for its
conceptual simplicity, in the case of high dimensional data, we show that
a more optimal combination of these objectives can be achieved by inte-
grating them both into a consistent probabilistic model. In this way, the
projection step will fulfil a role of regularisation, guarding against the
curse of dimensionality. As a result, the tradeoff between clustering and
visualisation turns out to enhance the predictive abilities of the overall
model. We present results on both synthetic data and two real-world
high-dimensional data sets: observed spectra of early-type galaxies and
gene expression arrays.

1 Introduction

Clustering and visualisation are two widespread unsupervised data analysis tech-
niques, with applications in numerous fields of science and engineering. Two key
strategies can be distinguished in the literature: (1) One is to produce a com-
pression of the data first and then use that to visually detect distinct clusters.
A wide range of linear and nonlinear dimensionality reduction techniques devel-
oped in machine learning follow this route, including PCA, GTM [4], etc. (2) The
alternative strategy is to cluster the data first and visualise the resulting cluster
assignments afterwards. This is more popular in the data mining community
[13]. A recently proposed method, termed Parametric Embedding (PE) [7] pro-
poses to take class posteriors produced by a mixture-based clustering algorithm
and project them in 2D for visualisation.

Let us observe however, that for both of these data exploration strategies the
two objectives – clustering and visualisation – are decoupled and essentially one
is entirely subordinated to the other. This is worrying in that inevitably, the
errors accumulated in the first stage cannot be corrected in a subsequent stage
and may essentially compromise the process of understanding the data.

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 125–136, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this paper we consider the class visualisation problem, as in [7] and we
identify a setting where a more fruitful coupling between clustering and visuali-
sation can be achieved by integrating them both into a consistent probabilistic
model. As we shall see, this is particularly useful in high-dimensional problems,
where the number of data dimensions exceeds the number of observations. Such
cases are encountered in modern scientific data analysis, e.g. in gene expression
analysis, or the analysis of special objects in astronomy.

Our approach is based on a multi-objective formulation in a probabilistic
formalism. As we shall see, our model can be decoupled and understood as a
sum of two objectives: One term is responsible for clustering and one other for a
PE-like projection of the estimated class assignments. These two steps are now
interdependent, so that in high dimensional problems the projection step fulfils
a regularisation role, guarding against the curse of dimensionality problem.

We use both synthetic data and two real-world high-dimensional data sets in
our experiments: Observed spectra (of rare quality and coverage) of early-type
galaxies and a benchmark gene expression array data set are used to demonstrate
the working of the proposed approach. We find that in both cases we obtain not
only a visualisation of the mixture posteriors, but a more predictive mixture
model, as measured by out of sample test likelihood, as a result of appropriately
combining the objectives of clustering and class projection.

The remainder of the paper is organised as follows: We begin with presenting
our probabilistic model in Section 2. The interpretation by which this can be
understood as a joint model for mixture based clustering and PE-like projection
will become evident in Section 3, where the EM [3] methodology is used to
derive a maximum a posteriori (MAP) estimation algorithm for our model. We
then extend this work to take into account additional available knowledge on
measurement uncertainties for real-world data analysis. Section 4 presents the
application two very different experiments involving galaxy spectra and gene
expression. The results are summarised in the concluding section.

2 The Model

Consider N independent, T -dimensional data points. The n-th point is denoted
by dn ∈ RT×1 having features dtn. We seek a 2D mapping of this data into
points xn ∈ R2×1 in the Euclidean space such as to reflect topological relation-
ships based on some cluster structure that may be present in the data set. In
building up our model, we begin by making the common assumption of condi-
tional independence, in order to enforce the dependences among data features
to be captured in the latent space.

p(dn|xn) =
∏

t

p(dtn|xn) (1)

Further, in order to capture complicated density shapes, including possibly dis-
tinct clusters, we model the conditional probabilities of the data features as a
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mixtures of Gaussians. The mixing coefficients of these mixtures are instance-
specific, so that each measurement that belongs to the same object will have the
same mixing coefficient. This will ensure that the various features of an instance
are likely to be allocated to the same (set of) mixture components.

p(dtn|xn) =
∑

k

pθtk
(dtn|k)Pck

(k|xn) (2)

Observe we do not impose that each data point must belong to exactly one
mixture component. This allows us to model the relationships between clusters.

Assuming that we work with real-valued observations, and p(dtn|k) is a Gaus-
sian, then θtk = {μtk, vtk} are the mean and precision parameters respectively.
Other choices are however possible as appropriate.

p(dtn|k) = N (dtn|μtk, vtk) (3)

The second factor in (2) is a nonlinear function that projects a point xn

from the Euclidean space onto a probability simplex. A parameterised softmax
function can be used for this purpose.

Pck
(k|xn) =

exp
{− 1

2 (xn − ck)2
}∑

k′ exp
{− 1

2 (xn − ck′ )2
} (4)

Our goal is then to determine xn for each dn. In addition, we also need to
estimate the parameters θtk and ck.

In order to somewhat narrow down the search space, we add smoothing priors,
similarly to [7]:

xn ∼ N (xn|0, αI); ck ∼ N (ck|0, βI); (5)

In addition, the inverse variance parameters (precisions) are given exponential
priors to prevent them produce singularities and encourage the extinction of
unnecessary model complexity.

p(vtk) = γe−γvtk (6)

The hyperparameters α, β and γ must all have strictly positive values.

3 Parameter Estimation

Here we derive MAP estimates for our model specified in the previous section.
The complete data log likelihood is proportional to the posterior over all hidden
variables and this is the following.

L =
∑
n,t

log
∑

k

pθtn(dtn|k)Pck (k|xn) +
∑

k

log P (ck) +
∑

n

log P (xn) +
∑
t,k

log P (vtk)

≥
∑

n

∑
t

∑
k

rktn {log pθtk
(dtn|k) + log Pck (k|xn) − log rktn}

+
∑

n

log P (xn) +
∑

k

log P (ck) +
∑
t,k

log P (vtk) (7)
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where we used Jensen’s inequality and rktn ≥ 0,
∑

k rktn = 1 represent variational
parameters that can be obtained from maximising (7):

rktn =
pθtk

(dtn|k)Pck
(k|xn)∑

k′ pθtk
(dtn|k)Pck

(k|xn)
(8)

We can also regard k = 1, ..., K as the outcome of a hidden class variable and rktn

are in fact true class posterior probabilities of this class variable, cf. Bayes’ rule.
The re-writing (7-8) is convenient for deriving the estimation algorithm for

the parameters of the model. Before proceeding, let us rearrange (7) in two main
terms, so that the interpretation of our model as a combination of mixture-based
clustering and a PE-like class projection becomes evident.

Term1 =
∑

n

∑
t

∑
k

rktn log pθtk
(dtn|k) − γ

∑
t,k

vtk + const. (9)

Term2 =
∑

n

∑
t

∑
k

rktn {log Pck (k|xn) − log rktn} +
∑

k

log P (ck) +
∑

n

log P (xn)

=
∑
n,t

−KL(r.,t,n||Pc.(.|xn)) − α
∑

n

||x||2n − β
∑

k

||c||2k + const. (10)

Now, the first term can be recognised as a clustering model, essentially an in-
stance of modular mixtures [2] or an aspect-mixture of Gaussians [6,12], which
is known to be advantageous in high-dimensional clustering problems [2]. The
second term, in turn, is a PE-like objective [7], which minimises the Kullback-
Leibler (KL) divergence between the class-posteriors and their projections. Ev-
idently, these two objectives are now interdependent. It remains to be seen in
which cases their coupling is advantageous.

Carrying out the optimisation of (7) yields the following maximum likelihood
estimates for the means and maximum a posteriori estimates for the precisions.

μtk =
∑

n rktndtn∑
n rktn

; vtk =
∑

n rktn∑
n rktn(dtn − μtk)2 + 2γ

(11)

For the remaining parameters, there is no closed form solution, we employ
numerical optimisation using the gradients (see Appendix):

∂

∂xn
=
∑

k

(ck − xn)
∑

t

(rktn − Pck
(k|xn))− αxn (12)

∂

∂ck
=
∑

n

(xn − ck)
∑

t

(rktn − Pck
(k|xn))− βck (13)

As expected, the form of parameter updates also reflects the interdependence
of our two objectives: (11) is formally identical with the updates in [2,6,12] (up
to the variation implied by the use of the prior for precisions1). The gradients
(12)-(13) are in turn, as expected, very similar to the updates in PE [7].
1 In [12], the authors propose an improper prior for the variances. Incidentally, our

MAP estimate for the precision parameter (11) is formally identical to the inverse
of their variance estimates – so we now see the expression can be derived with the
use of a proper exponential prior on the precisions.
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3.1 Empirical Bayesian Test Likelihood

Having estimated the model, the empirical Bayesian estimate [5] of the good-
ness of fit for new points is given by integrating over the empirical distribution
1
N

∑
n δ(x− xn). This is the following.

p(dtest) =
1
N

∑
n

p(dtest|xn) (14)

3.2 Visualisation

The 2D coordinates xn, n = 1 : N provide a visual summary of the data density.
In addition, label markers (or colouring information), to aid the visual analysis,
are obtained directly from Pck

(k|x). This is a handy feature of our method,
as opposed to techniques based on dimensionality reduction methods (such as
e.g. PCA), where detecting meaningful clusters from the projection plot is not
straightforward. The class labels may also serve as an interface to the domain
expert, who may wish to specify and fix the labels of certain points in order to
explore the structure of the data interactively.

For accommodating new data points on a visualisation produced from a
training set, a fast ’folding in’ [6] procedure can be used. This is to compute
argmax

x p(dtest|x) with all model parameters kept fixed to their estimated val-
ues. Conveniently, this optimisation task is convex, i.e. with all other parameters
kept fixed, the Hessian w.r.t. x is positive semidefinite

∂2L
∂xn∂xT

n

=
∑

k

∑
t

rktnckcT
k −

{∑
k

∑
t

rktnck

}{∑
k

∑
t

rktnck

}T

(15)

for the same reasons as in the case of PE [7]. Therefore the projection of test
points is unique. However, PE [7] makes no mention of how to accommodate
new points on an existing visualisation plot.

3.3 Taking into Account Estimates of Observational Error

It is often the case that data from science domains (e.g. astronomy) come with
known observational errors. In this section we modify our algorithm to take these
into account. Let σtn be the standard deviation of the known measurement
error of the t-th feature of instance n. We handle this by considering dtn as
a hidden variable which stands for the clean data, and in addition we have
N (ytn|dtn, 1/σ2

tn).
Assuming that we are dealing with real valued data, p(dtn|xn) was defined

as a mixture of Gaussians, and so the integration over the unseen clean data
variable dtn gives the following likelihood term for component k of feature t:

p(ytn|k)=
∫

ddtnN (ytn|dtn, 1/σ2
tn)N (dtn|μtk, vtk)=N (ytn|μtk, (σ2

tn + 1/vtk)−1)

(16)
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In other words, the variance of the data likelihood now has two terms, one coming
from the measurement error and one other coming from the modelling error. The
latter needs to be estimated.

The estimation equations in this case modify as follows:

rktn =
N (ytn|μtk, (σ2

tn + 1/vtk)−1)Pck
(k|xn)∑

k′ N (ytn|μtk, σ2
tn + 1/vtk)Pck

(k|xn)
(17)

The update equation of μtk becomes

μtk =
∑

n ytnrktn/(σ2
tn + 1/vtk)∑

n rktn/(σ2
tn + 1/vtk)

(18)

and the updates of xn and ck remain unchanged.
For the precision parameters vtk there is no closed form solution and so nu-

merical optimisation may be employed, e.g. a conjugate gradient w.r.t. log vtk,
since then the optimisation is unconstrained.

∂

∂ log vtk
=

1
vtk

∑
n

rktn

{
1

2(σ2
tn + 1/vtk)

− (dtn − μtk)2

2(σ2
tn + 1/vtk)2

}
− γvtk = 0 (19)

Observe that when σtn = 0, all equations of this subsection reduce to those
presented for the noise-free case in Sec. 3. Yet another alternative is to treat dtn

as hidden variables and take a hierarchical EM approach.
It should be highlighted, that although many non-probabilistic methods sim-

ply ignore the measurement errors even when these are known, due to our
probabilistic framework a principled treatment is possible. This prevents finding
’interesting’ patterns in the visualisation plot as a result of measurement errors,
at least in the cases when such errors are known. Furthermore, there are cases
when further refinement of the noise model will be needed, e.g. in many cases
the recorded error values are uncertain or known to be optimistic.

4 Experiments and Applications

4.1 Numerical Simulations

The first set of experiments is meant to demonstrate the working of our method
and to highlight in which situations it is advantageous over the fully disjoint and
sequential application of a mixture-based clustering and subsequent visualisation
strategy. Illustrative cases are shown and these are important for knowing in
what kind of problems is the method appropriate to use.

Throughout, we used smoothness hyperparameters α = β = 1 and γ was
determined by cross-validation under an initial assumption of a large (K=10)
number of clusters. The priors on the precision parameters favour the extinction
of unnecessary components and even if there are remaining redundant compo-
nents, a good-enough γ parameter can be located. The typical value obtained
was of the order of 10−3. Then γ is fixed and a further cross-validation is run



On Class Visualisation for High Dimensional Data 131

to determine the optimal number of clusters K (less or equal to the number
of non-empty clusters found in the previous step). We noted the optimisation
is very sensitive to initialisation and starting μk from K-means is beneficial.
To alleviate problems with local optima, each run was repeated 20 times and
the model that found better maximum of the model likelihood was retained for
further testing.

Two sets of generated data were created. For the first set, 300 points were
drawn from a 6-dimensional mixture of 5 independent Gaussians (60 points
in each class). The second set was sampled from a 300-dimensional mixture
of 5 independent Gaussians (again, 60 points per class). Fig. 1.a) shows the
test likelihood averaged over 20 repeated runs, having generated the test data
from the same model as the training data. The test likelihood obtained with a
mixture of Gaussians (MoG) is superimposed for comparison. We see that for
the relatively low dimensional data set the proposed joint model has little (no)
advantage. This is simply because in this case there is enough data to reliably
estimate a MoG. The obtained mixture posteriors could then safely be fed into
e.g. a PE [7] for class visualisation.

For the case of high dimensional data, however the situation is different. The
MoG overfits badly and is therefore unable to identify the clusters or to provide
reliable input to a subsequent visualisation method. This is the situation when
our proposed model is of use. The projection part of the objective guards against
overfitting – as we can see from the test likelihood on Fig 1.b.

Fig 1.c shows the visualisation of the 300-dimensional data set. Each point
is the 2D representation (xn) of the corresponding 300-D datum point. The
markers correspond to the maximum argument of the softmax outputs P (k|xn),
so they represent labels automatically assigned by the model. In this case, the
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Fig. 1. Experiments on synthetic data: a) Out of sample test likelihood (higher is
better) for the 6-dimensional data — our approach vs MoG. b) Same for the 300-
dimensional data. Our approach is significantly less prone to overfitting than MoG in
this case. c) The final visualisation plot for the 300-dimensional data set. The markers
are automatically assigned by the model and in this case they are identical with the
true generator classes. d) Illustration of the visualisation process when the number of
assumed clusters (ten) is larger than the number of true clusters (five). Notice the true
clusters remain compact in the visualisation space.
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estimated labels are identical with the true labels. We also see that the true
number of classes has been correctly recovered. In addition, we noted that in
experiments where the number of classes was deliberately chosen larger than the
true number of clusters, some of the unnecessary clusters progressively become
empty indeed, due to the employed prior on the precision parameters, while
others split a true cluster. However, notably, the visual image of the true cluster
split by several components tends to remain compact. Such an example is seen
on Fig 1.d.

4.2 Visualisation of Observed Spectra of Early-Type Galaxies

We apply the method developed above to a sample of measured spectra (in the
ultraviolet to optical range of radiation) of 21 well-studied early-type (elliptical
or lenticular) galaxies. In a previous work [8,9], we had studied this data set
using various factor analysis techniques. Here, we seek to obtain a visual analysis
of the data. Each of these spectra represent flux measurements at 348 values of
wavelength in the range 2000-8000Å, in equal bins, for all spectra. Observational
errors are associated with each value, which we take into account as described
in Section 3.3. Thus, the clustering and class visualisation of these spectra is a
high-dimensional problem.

This represents a pilot data set for an important study in the evolution of
galaxies. It is generally believed that all early-type galaxies formed all their
stars in the early universe, and then have evolved more-or-less passively until the
present day- so one expects to find their spectrum to correspond to a collection
of stars all of the same age. However, detailed observations in the last decade
indicate a wealth of complex detail in a significant fraction of such galaxies,
including evidence of a sub-population of very young stars in many cases. How
common this effect is largely unknown, and can only be addressed through data
mining of large spectral archives. Even though many ×105 galaxy spectra are
being assembled in large public archives (e.g. www.sdss.org), a sample as detailed
as ours is rare and difficult to assemble, particularly with such wide a coverage
in wavelength, which requires combining observations from both ground and
space based observatories (see details in [9]). From this small sample, we would
attempt to isolate those galaxies which have young stars from those that don’t.

Needless to say, the fluxes are all positive values. In order to be interpretable,
our method needs to ensure the estimated parameters (cluster prototypes) are
also positive. In our previous work, we built in explicit constraints to ensure this
[9]. Here, since each μtk in (11) is just a weighted average of positive data, its
positivity is automatically satisfied.

The leave-one-out test likelihood of our model is shown on the left plot of
Fig. 2. The peak at K = 2 indicates that two clusters have been identified. A
mixture of Gaussians test likelihood is superimposed for comparison, showing
the overfitting problem due to the high dimensionality. The MoG is therefore
unable to identify any clusters in the data. Hence, a class visualisation of the
data based on mixture posteriors would be clearly compromised in this case. The
right hand plot shows the grouping of the actual data around the two identified
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Fig. 2. Left: The leave-one-out test likelihood versus the number of clusters. The
peak at K = 2 produced by our method indicates two clusters whereas a mixture of
Gaussians overfits and therefore fails to identify clusters in the data. Right: The actual
data, clustered around the two prototypes identified by our model. The parameters μk

for k = 1, 2 are superimposed with thick lines. They are interpretable as a ’young’ and
an ’old’ prototypical spectrum respectively. The identification number that marks some
of the spectra correspond to those on Fig. 3. The marked spectra are the instances that
apart from their overall shape present some features of the ’young’ category too.

prototypes μk, k = 1, 2 of our model. The latter are superimposed with thick
lines. These can be recognised and interpreted as the prototype of the spectrum
of a ‘young’ and ‘mature’ stellar population respectively. Thus, in this case, the
clusters have a physical interpretation in astrophysical terms.

Identification numbers mark some of the spectra clustered in the ‘mature’
category on the left lower plot of Fig. 2. These are the galaxies that have a
significantly non-zero class membership for either cluster, and they indeed in-
clude some morphological aspects of the ‘young’ category as well (the emission
lines at < 2000Å and the slope of the spectral continuum in the range 6000-
8000Å). Physically, this indicates the presence of a significant population of
young (< 2 Gyr old) stars, whereas the rest of the stars are > 10 Gyr old.

The identification numbers are the same as those on Fig. 3, where we see the
2D visualisation of the sample on the left. For each spectrum yn, the 2D latent
representation xn is plotted. The markers represent cluster labels automatically
assigned by the model, as detailed in the right hand plot. We see the two clusters
are well separated on the image and the ‘hybrid’ galaxies are indeed placed in
between those that are clearly cluster members. Of these, the one marked as 18
represents a galaxy (NGC 3605) for which recent detailed physical analyses have
been made [10]. It turns out that although more than 85% of its stellar mass is
associated with an old (9–12 Gyr) stellar population, it does contain a younger
stellar population too, at � 1 Gyr [10].

We therefore conclude that it is possible to have an intuitive visual summary
of a few hundreds of measurements per galaxy in just two coordinates with the
application of our method.
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Fig. 3. Left: Visualisation of the data set of the spectra of 21 early-type galaxies. For
each spectrum yn, the 2D latent representation xn is plotted. The markers are those
assigned by the model, as shown on the right.

4.3 Visual Analysis of Gene Expressions

In a brief final experiment we show the potential use of our approach for the
visual analysis of high dimensional gene expression arrays. Oligonucleotide arrays
can provide a means of studying the state of a cell, by monitoring the expression
level of thousands of genes at the same time [1] and have been the focus of
extensive research. The main difficulty is that the number of examples is typically
of the order of tens while the number of genes is of the order of thousands. Even
after eliminating genes that have little variation, we are still left with at least
hundreds of data dimensions. Straightforward mixture based clustering runs into
the well-know curse of dimensionality problem. Here we apply our method to the
ColonCancer data set, having 40 tumour and 22 normal colon tissue samples [1].

This is a benchmark data set, used in many previous classification and clus-
tering studies. Our input matrix consisted of the 500 genes with highest overall
variation × the 62 samples.
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Fig. 4. Unsupervised class visualisation of the ColonCancer data set. The markers
correspond to the true class for the ease of visual evaluation.
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Fig. 4 shows the visualisation obtained in a purely unsupervised manner. The
markers now correspond to the true labels (not used by the algorithm), and
are given for the ease of visual evaluation of the representation produced. The
separation of cancerous from noncancerous tissues is most apparent on the plot.
The potential of such a visualisation tool lies mainly in that it would allow a
domain expert to interactively explore the structure of the sample. Additionally,
the gene-specific posteriors rktn provide quantitative gene-level class information.

5 Conclusions

We proposed and investigated a model for class visualisation of explicitly high
dimensional data. We have shown this model relates closely to PE [7] in that
it represents a probabilistic integration of the clustering and visualisation ob-
jectives into a single model. We derived empirical Bayesian estimates for our
model which make this multi-objective interpretation easy to follow. Although
this work may potentially further be enhanced by a fuller Bayesian estimation
scheme, the empirical Bayesian methodology has been appropriate for our pur-
poses [11] and it allows us to estimate an empirical latent density from a given
example set of data and to reason about previously unseen data relative to that.
We demonstrated gains in terms of the predictive capabilities of the proposed
model over the fully modular and sequential approach to clustering and class
visualisation in the case of high dimensional data.
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Appendix. Estimation of xn

The terms containing xn are the following.
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Renaming k′′ by k and replacing the expression of Pck
(k|xn) the following is

obtained.
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Abstract. In this paper, we introduce a sectorial episode of the form
C �→ r, where C is a set of events and r is an event. The sectorial episode
C �→ r means that every event of C is followed by an event r. Then,
by formulating the support and the confidence of sectorial episodes, in
this paper, we design the algorithm Sect to extract all of the sectorial
episodes that are frequent and accurate from a given event sequence by
traversing it just once. Finally, by applying the algorithm Sect to bacte-
rial culture data, we extract sectorial episodes representing drug-resistant
change.

1 Introduction

The sequential pattern mining [3,6,7,9,10] is one of the data mining methods
from time-related data. The purpose of sequential pattern mining is to discover
frequent subsequences as patterns in a sequential database. On the other hand,
the episode mining [4,5] introduced by Mannila et al. [5] is known as another
approach to discover frequent patterns from time-related data. The purpose of
episode mining is to discover frequent episodes , not subsequences, that are a
collection of events occurring frequently together in event sequences.

In episode mining, the frequency is formulated as the number of occurrences of
episodes in every window that is a subsequence of event sequences under a fixed
time span called the width of windows. Then, Mannila et al. [5] have introduced
a parallel episode as a set of events and a serial episode as a sequence of events.
By combining the above episodes, they have extended the forms of episodes as
directed acyclic graphs of events of which edges specify the temporal precedent-
subsequent relationship.

Concerned with episode mining, in this paper, we introduce a sectorial episode
of the form C �→ r, where C is a parallel episode and r is an event. The sectorial
episode C �→ r means that every event of C is followed by an event r, so we can
regard every event in C as a causation of r. Note that, since a sectorial episode
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is captured as the direct precedent-subsequent relationship between events, it is
just a candidate of causality in database (cf. [11]).

We formulate the support supp(C �→ r) of a sectorial episode C �→ r as the
ratio of the number of k-windows (i.e., a window with width k) in which C �→ r
occurs for the number of all k-windows. For the minimum support σ such that
0 < σ < 1, we say that C �→ r is frequent if supp(C �→ r) ≥ σ. Also we can show
that the sectorial episode preserves anti-monotonicity, that is, for C1 ⊆ C2, if
C2 �→ r is frequent then so is C1 �→ r. Furthermore, by regarding a sectorial
episode as an association rule [1,2], we introduce the confidence conf (C �→ r)
of a sectorial episode C �→ r as the ratio of the number of k-windows in which
C �→ r occurs for the number of all k-windows in which C occurs. For the
minimum confidence γ such that 0 < γ < 1, we say that C �→ r is accurate if
conf (C �→ r) ≥ γ.

The purpose of this paper is to design the algorithm to extract all of the
sectorial episodes that are frequent and accurate from a given event sequence.
Since our sectorial episode is a combination of parallel and serial episodes, it is
possible to extract all of the sectorial episodes that are frequent and accurate
by combining the algorithms designed in [5]. On the other hand, in this paper,
we design another algorithm Sect to extract them efficiently and appropriate
to sectorial episodes.

The algorithm Sect consists of the following two procedures. The first proce-
dure Scan is to extract all of the frequent sectorial episodes of the form C �→ r
such that |C| = 1 and then store the information of windows in which C �→ r
occurs. The second procedure is to extract all of the frequent sectorial episodes
of the form C �→ r such that |C| ≥ 2 for every event r stored by Scan. Here,
the frequency of the constructed sectorial episodes is computed by using the
anti-monotonicity, as similar as the well-known algorithm AprioriTid [1,2].

Then, we show that the algorithm Scan runs in O((l+k)|E|2) time and space,
where l is the time span between the starting time and the ending time in a given
event sequence, k is the width of windows and E is a set of all events, by traversing
the event sequence just once. Hence, we show that the algorithm Sect extracts
all of the sectorial episodes that are frequent and accurate in O(M(l+k)|E|2M+1)
time and O((l + k)|E|2 + |E|M+1) space without traversing the event sequence,
where M = max{|C| | C �→ r is frequent}. If it is not necessary to store all
of the extracted sectorial episodes, then we can reduce the space complexity of
the algorithm Sect to O((l + k)|E|2), by outputting the episode whenever it is
found.

Finally, we apply the algorithm Sect to bacterial culture data. Note that,
from the medical viewpoint, in order to extract sectorial episodes concerned
with drug-resistant change, it is necessary to extract them based on the same
detected bacterium and the same sample. Hence, in this paper, we divide the
database into pages for the detected bacterium and the sample in whole 44 at-
tributes, and then extract sectorial episodes representing drug-resistant changes
from them.
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2 Sectorial Episodes

As similar as [5], we assume that an event has an associated time of occurrence
as a natural number. Formally, let E be a set of event types . Then, a pair (e, t) is
called an event , where e ∈ E and t is a natural number which is the (occurrence)
time of the event. In the following, for a set E ⊆ E of event types, we denote
{(e, t) | e ∈ E} by (E, t), and also call it by an event again. Furthermore, we
denote a set {e1, . . . , em} ⊆ E of event types by a string e1 · · · em.

An event sequence S on E is a triple (S, Ts, Te), where

S = 〈(E1, t1), . . . , (En, tn)〉
is an ordered sequence of events satisfying the following conditions.

1. Ei ⊆ E (1 ≤ i ≤ n),
2. ti < ti+1 (1 ≤ i ≤ n− 1), and
3. Ts ≤ ti < Te (1 ≤ i ≤ n).

In particular, Ts and Te are called the starting time and the ending time of S.
We denote Te − Ts by lS . For an event sequence S = (S, Ts, Te), we denote the
set of all event types of S at t, that is, {E ⊆ E | (E, t) ∈ S} by evtyp(S, t).

A window in an event sequence S = (S, Ts, Te) is an event sequence W =
(w, ts, te) such that ts < Te, te > Ts and w consists of all of the events (E, t) in
S where ts ≤ t < te. The time span te− ts is called the width of the window. For
a window W = (w, ts, te), we denote the starting time ts of W by st(W ) and
the ending time te of W by et(W ).

We call a window with width k in S a k-window , and denote the k-window
(w, t, t + k) of S starting from t by w(S , t, k). For a k-window W = w(S, t, k), it
is obvious that st(W ) = t and et(W ) = t + k.

Note that we can regard a set E = e1 · · · em of event types as a parallel
episode [5]. Here, we call the above m the size of E. Furthermore, in this paper,
we newly introduce the following sectorial episode.

Definition 1. Let c1 · · · cm ⊆ E be a parallel episode and r an event type. Then,
a sectorial episode is of the following form.

X = c1 · · · cm �→ r.

In this paper, we regard every event in c1 · · · cm in a sectorial episode X as a
causation of r, so we call every ci and r a causal type and a resulting type of X ,
respectively. For a set C = c1 · · · cm, we also denote c1 · · · cm �→ r by C �→ r. In
particular, we call a sectorial episode C �→ r such that r ∈ C trivial .

We call both a parallel episode and a sectorial episode episodes simply.

Definition 2. Let S be an event sequence S = (S, Ts, Te) and e an event type.
Then, we say that e occurs in S if there exists an event (E, t) ∈ S such that
e ∈ E. We denote {t | (E, t) ∈ S ∧ e ∈ E} by T (e,S). Also we denote st(e,S) =
min{t | t ∈ T (e,S)} and et(e,S) = max{t | t ∈ T (e,S)}.

We say that a parallel episode e1 · · · em occurs in S if every ei occurs in S.
Also we say that a sectorial episode c1 · · · cm �→ r occurs in S if r occurs in S,
and, for every i (1 ≤ i ≤ m), ci occurs in S and st(ci,S) < et(r,S).



140 T. Katoh, K. Hirata, and M. Harao

Let S be an event sequence and k a natural number. Then, we denote the set
of all k-windows by W (S, k). Also, for an episode X , we denote the set of all
k-windows such that X occurs in S by W (X,S, k).

Note that we can number all k-windows in W (S, k) from Ts−k to Te. We call
such a number i (Ts − k < i < Te) the label of the i-th k-window. For an event
sequence S and an episode X , we identify W (X,S, k) with the set of all labels
of k-windows in which X occurs in S.

0 1 2 3 4 5 6 7 8 9
a a a a
b b b b b b
c c c c
d d d d d

e e e e

Fig. 1. An event sequence S in Example 1

Example 1. Let E = {a, b, c, d, e}. Then, Figure 1 describes an event sequence
S = (S, 0, 10) on E where:

S = 〈(abcd , 0), (bde, 1), (ac, 2), (bd , 3), (ce, 4),
(b, 5), (abd , 6), (ace, 7), (be, 8), (d , 9)〉.

Furthermore, the event sequence w = (〈(ac, 2), (bd , 3), (ce, 4)〉, 2, 5) is a 3-window
of S starting from 2, that is, w = w(S, 2, 3) = (〈(ac, 2), (bd , 3), (ce, 4)〉, 2, 5).

For the above event sequence S, it holds that T (a,S) = {1, 2, 6, 7}, st(a,S) =
1 and et(a,S) = 7. Also there exist 12 3-windows, of which starting time is from
−2 to 9. Furthermore, for the above window w, sectorial episodes ab �→ c, bc �→ e
and acd �→ e occur in w, for example.

Let S be an event sequence, X an episode and k a natural number. Then, the
frequency freqS,k(X) and the support suppS,k(X) of X in S w.r.t. k are defined
as follows.

freqS,k(X) = |W (X,S, k)|, suppS,k(X) =
freqS,k(X)
|W (S, k)| .

Definition 3. Let σ be the minimum support such that 0 < σ < 1. Then, we
say that an episode X is frequent if supp(X) ≥ σ.

Lemma 1 (Anti-monotonicity for sectorial episodes). Let C1 and C2 be
parallel episodes such that C1 ⊆ C2. If C2 �→ r is frequent, then so is C1 �→ r.

Proof. It is sufficient to show that W (C2 �→ r,S, k) ⊆W (C1 �→ r,S, k). Suppose
that l ∈ W (C2 �→ r,S, k) and let Wl be the l-th k-window in S. Then, it holds
that Wl = w(W (C2 �→ r,S, k), l, k). For every c ∈ C2, it holds that st(c, Wi) <
et(r, Wl). Since C1 ⊆ C2, it holds that st(c′, Wi) < et(r, Wl) for every c′ ∈ C1,
so C1 �→ r occurs in Wl. Hence, it holds that l ∈W (C1 �→ r,S, k). ��
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By regarding a sectorial episode C �→ r as an association rule, we can introduce
the confidence conf S,k(C �→ r) of C �→ r in S w.r.t. k as follows.

conf S,k(C �→ r) =
|W (C �→ r,S, k)|
|W (C,S, k)| .

Definition 4. Let γ be the minimum confidence such that 0 < γ < 1. Then,
we say that a sectorial episode C �→ r is accurate if conf (C �→ r) ≥ γ.

In the following, the subscripts S and k in freqS,k(X), suppS,k(X) and conf S,k(X)
are omitted, if they are clear by the context.

3 Algorithm to Extract Sectorial Episodes

In this section, we design the algorithm to extract all of the sectorial episodes
that are frequent and accurate from an event sequence S, the minimum support
σ, the minimum confidence γ, and the width k of windows.

We assume the lexicographic order ≺ on E . Also we extend ≺ to 2E as follows:
For sets Y = y1 · · · ym, Z = z1 · · · zn of event types, Y ≺ Z if there exists an i
(1 ≤ i ≤ n) such that yj = zj (1 ≤ j ≤ i− 1) and yi ≺ zi.

The algorithm Scan described by Figure 2 extracts all of the frequent sectorial
episodes of the form c �→ r, where c and r are events, and stores the set of labels
of k-windows W (c �→ r,S, k) in which the sectorial episode c �→ r occurs as
W [c][r] and the set of labels of k-windows W (r,S, k) for every r ∈ E as V [r], by
traversing S just once as similar as AprioriTid [1,2].

procedure Scan(S, σ, k)
C ← ∅; P ← ∅; size ← Te − Ts + k − 1;
foreach e ∈ evtyp(S, Ts − k) do E ← E ∪ {e}; V [e] ← V [e] ∪ {Ts − k};
foreach e ∈ evtyp(S, Te) do E ← E ∪ {e}; V [e] ← V [e] ∪ {Te};
for i = Ts − k + 1 to Te − 1 do begin

R ← ∅;
foreach r ∈ evtyp(w(S, i, k), i + k − 1) do begin

R ← R ∪ {r}; E ← E ∪ {r};
for j = i to i + k do V [r] ← V [r] ∪ {j};
foreach c ∈ C − {r} do

P ← P ∪ {(c, r)}; t ← et(c, w(S, i, k − 1));
for j = i to t do W [c][r] ← W [c][r] ∪ {j};

end /* foreach */
C ← C − evtyp(w(S, i, k), i); C ← C ∪ R;

end /* for */
return ({(c, r,W [c][r]) | (c, r) ∈ P, |W [c][r]| ≥ σ · size}, {(e, V [e]) | e ∈ E});

Fig. 2. The algorithm Scan
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Lemma 2. Let S be an event sequence on E and k the width of windows. Then,
the algorithm Scan extracts all of the frequent sectorial episodes of the form
c �→ r in O((lS + k)|E|2) time and space, by traversing S just once.

Proof. First, we show the correctness of the construction of R and C. Fix an
index i (Ts + k− 1 ≤ i ≤ Te− 1). Then, in the foreach-loop, the algorithm Scan
stores all elements in evtyp(w(S, i, k), i + k − 1), where et(w(S, i, k)) = i + k, as

R. Also it has stored all elements in
i+k−1⋃

j=i

evtyp(w(S, i, k), j) as C.

Consider the case shifting i to i+1. Since every element of R becomes a causal

type and every element of evtyp(w(S, i, k), i)−
i+k−1⋃
j=i+1

evtyp(w(S, i, k), j) does not

become a causal type, the algorithm Scan updates C to C − evtyp(w(S, i, k), i)
and then adds R to C.

Next, for r ∈ R and c ∈ C − {r} on the i-th for-loop, consider the sectorial
episode c �→ r. Let t be et(c, w(S, i, k − 1)). Then, the causal type c at t is the
nearest one to the resulting type r in w(S, i, k−1), so it holds that c �→ r appears
in the sequence w(S, j, 1) of windows for i ≤ j ≤ t. Hence, by the inner for-loop,
the algorithm Scan adds the labels of such a sequence of windows to W [c][r].

Hence, the algorithm Scan stores all pairs (c, r) such that c �→ r appears
in some k-window in S as P , so Scan outputs the set of all frequent sectorial
episodes of the form c �→ r.

Since the number of the outer for-loop is Te−Ts + k and the running time in
the for-loop is O(|E|2), the time complexity of the algorithm Scan is O(2|E| +
(Te − Ts + k)|E|2 + |E|2) = O((lS + k)|E|2), where the first term O(2|E|) means
the time of the first two foreach loops and the third term O(|E |2) means the time
checking frequency. Also the space of W [c][r] and V [e] are O((lS + k)|E|2) and
O((lS + k)|E|), respectively, so the space complexity of the algorithm Scan is
O((lS + k)|E|2). It is obvious that the algorithm Scan traverses S just once. ��

After applying the algorithm Scan, we apply the algorithm Sect described by
Figure 3 to extract all of the sectorial episodes that are frequent and accurate.
Here, the algorithm Sect extracts all frequent sectorial episodes C �→ r where
|C| ≥ 2, by designing an AprioriTid-like procedure for every resulting type
r ∈ R [1,2].

In order to reduce the space complexity, the algorithm Sect computes the
support of Xc �→ r for X = c1 · · · cn by using W (ci,S, k) and W (c,S, k), with-
out storing W (X,S, k), and outputs episodes without storing them if they are
frequent and accurate. The following lemma guarantees the correctness of it.

Lemma 3. Let C and D be parallel episodes and r an event type such that
r �∈ C ∪D. Then, the following statement holds:

1. W (C ∩D,S, k) = W (C,S, k) ∩W (D,S, k).
2. W (C ∩D �→ r,S, k) = W (C �→ r,S, k) ∩W (D �→ r,S, k).
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procedure Sect(S, σ, γ, k) /* S = (S, Ts, Te), 0 < σ, γ < 1, k > 0 */
(F, E) ←Scan(S, σ, k);
R ← {r | (c, r,W ) ∈ F}; size ← Te − Ts + k − 1;
foreach r ∈ R do begin

C1 ← {c | (c, r, W ) ∈ F}; W [c] ← {W | (c, r, W ) ∈ F}; V [c] ← {V | (c, V ) ∈ E};
D1 ← {c | (c, r,W ) ∈ F and |W [c]| ≥ γ|V [c]|}; m ← 1;
while Cm 
= ∅ do begin

Cm+1 ← ∅; Dm+1 ← ∅;
foreach X ∈ Cm and c ∈ C1 s.t. X ≺ c do

if |W [X] ∩ W [c]| ≥ σ · size then
Cm+1 ← Cm+1 ∪ {Xc}; W [Xc] ← W [X] ∩ W [c]; V [Xc] ← V [X] ∩ V [c];
if |W [Xc]| ≥ γ|V [Xc]| then Dm+1 ← Dm+1 ∪ {Xc};

m ← m + 1;
end /* while */
C[r] ← ⋃

1≤i≤m Ci; D[r] ← ⋃
1≤i≤m Di;

end /* foreach */
return {D[r] �→ r | r ∈ R};

Fig. 3. The algorithm Sect

Proof. The statement 1 is obvious. For the statement 2, suppose that C =
c1 · · · cm and D = d1 · · ·dn. Also let l be a label such that l ∈ W (C ∩ D �→
r,S, k). Then, C ∩ D �→ r occurs in the l-th k-window w(S, l, k), so it holds
that st(ci,S) < et(r,S) and st(dj ,S) < et(r,S) for every i and j (1 ≤ i ≤ n,
1 ≤ j ≤ m), which implies that l ∈ W (C �→ r,S, k) ∩ W (D �→ r,S, k). The
converse direction similarly holds. ��
In order to maintain the computation of the support, we use the bit vector a of
labels of windows from Ts − k + 1 to Te − 1, which is a familiar technique for
implementing the algorithm AprioriTid [1,2]. For the bit vector a of the set
A of labels of windows, i ∈ A if and only if ai = 1. Then, we can compute the
intersection A∩B of two set of labels of windows as the bitwise logical product
a� b of two bit vectors a of A and b of B.

Theorem 1. Let S be an event sequence on E. Suppose that M = max{|C| |
C ∈ C[r], r ∈ R}. Then, the algorithm Sect extracts all of the sectorial episodes
that are frequent and accurate in O(M(lS +k)|E|2M+1) time and O((lS +k)|E|2+
|E|M+1) space by traversing S just once.

Proof. By Lemma 2, the algorithm Scan returns the set F of triples (c, r, W [c][r])
such that c �→ r is frequent and W [c][r] = W (c �→ r,S, k). Let R be a set {r |
(c, r, W ) ∈ F}. For every r ∈ R, it is sufficient to show that C[r] in Sect is the
set of all causal types X such that X �→ r is frequent and accurate.

For m ≥ 1, suppose that Cm is the set of all causal types X such that |X | = m
and X �→ r is frequent. Consider the case m+1, and also suppose that Y �→ r is
frequent, where |Y | = m+1. Then, there exist X and c such that Y = Xc, where
|X | = m and X ≺ c. Since Xc �→ r is frequent and by Lemma 1, both X �→ r
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and c �→ r are frequent. By the induction hypothesis, it holds that X ∈ Cm

and c ∈ C1. Since W [X ] in the algorithm Sect denotes W (X �→ r,S, k) and by
Lemma 3.2, it holds that W [X ] ∩W [c] = W (X �→ r,S, k) ∩W (c �→ r,S, k) =
W (Xc �→ r,S, k). Then, the condition |W [X ] ∩ W [c]| ≥ σ · size means that
Xc �→ r is frequent. Since Xc �→ r is frequent, the algorithm Sect stores Xc in
Cm+1, that is, Y = Xc ∈ Cm+1.

Since C[r] is the set
⋃

1≤i≤m Ci such that Ci �= ∅ (1 ≤ i ≤ m) and Cm+1 = ∅,
C[r] in Sect is the set of all causal types X such that X �→ r is frequent.

Finally, since V [X ] in Sect denotes W (X,S, k) and by Lemma 3.1, the con-
dition |W [X ]| ≥ γ|V [X ]| means that X �→ r is accurate. Hence, every Di is the
set of all causal types X such that |X | = i and X �→ r is frequent and accurate,
so D[r] in Sect is the set of all causal types X such that X �→ r is frequent and
accurate.

Next, consider the time and space complexity of Sect. For the inner foreach-
loop, it holds that |Cm| ≤ |E|M . Since both W [X ] and W [c] are regarded as bit
vectors with length lS + k − 1, for X = c1 · · · cm, the time to check whether or
not |W [X ] ∩W [c]| ≥ σ · size is O(m(lS + k)) ≤ O(M(lS + k)) by computing
W [Xc] = W [X ] ∩W [c] = W [c1] ∩ · · · ∩W [cm] ∩W [c]. Since V [e] is a bit vector
with length lS + k − 1 and by using W [Xc], the time to check whether or not
|W [Xc]| ≥ γ|V [Xc]| is O(lS +k). Then, the time complexity of the inner foreach-
loop is O(lS + k + M(lS + k)|E|M + lS + k) = O(M(lS + k)|E|M ). Since the
number of the outer and inner foreach-loop is at most |E| and |E|M , respectively,
and by Lemma 2, the time complexity of Sect is O((lS + k)|E|2 + (M(lS +
k)|E|M )|E|M |E|) = O(M(lS + k)|E|2M+1). The space complexity is the sum of
the space O((lS +k)|E|2) of the bit vectors of W [c][r] and V [e] in Scan, and the
space O(|E |M+1) to store the obtained episodes, that is, O((lS +k)|E|2+|E|M+1).

Finally, since the algorithm Sect does not traverse S and by Lemma 2, the
algorithm Sect traverses S just once. ��
If it is not necessary to store all of the extracted sectorial episodes in D[r], then
we can reduce the space complexity of the algorithm Sect to O((l + k)|E|2), by
outputting the episode whenever it is found, instead of using D[r].

Example 2. Consider the event sequence S given in Figure 1. We give an running
example of Sect(S, 0.5, 0.6, 3). Here, W (S, 3) = 12.

ConsiderScan(S, 0.5, 3). Figure 4 (left) describes the sets C, evtyp(w(S, i, 3), i)
and R of event types at the end of foreach-loop for every i (−1 ≤ i ≤ 8) in Scan.
Then, Figure 4 (right) describes the output of Scan(S, 0.5, 3). Here, the column
freq denotes the number of elements of W [c][r] and the symbol •, which is a label
that c �→ r is frequent.

Hence, Scan(S, 0.5, 3) returns (F, E), where F and E are the sets of triples
and of pairs, respectively, as follows.

F =

⎧⎨⎩ (a, b, 1111000110), (c, b, 1111110110), (b, d, 1110011011),
(c, d, 1111010010), (a, e, 1101001110), (b, e, 1101101100),
(d, e, 1101101100), (b, c, 0111101100), (d, c, 0111101100)

⎫⎬⎭ ,

E =
{

(a, 111101111100), (b, 111111111110), (c, 111111111100),
(d, 111111111111), (e, 011111111110)

}
.
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i C evtyp(w(S, i, 3), i) R

−2 ∅ ∅ abcd
−1 abcd ∅ bde
0 abced acd ac
1 abce be bd
2 abcd ac ce
3 bede bd b
4 bce ce ad
5 abd b ac
6 acd ad be
7 bce ac d
8 abe be ∅

c r W [c][r] freq
−1 0 1 2 3 4 5 6 7 8

a b 1 1 1 1 0 0 0 1 1 0 6 •
c b 1 1 1 1 1 1 0 1 1 0 8 •
d b 1 1 1 0 1 0 0 1 0 0 5
a d 1 1 1 1 0 0 0 0 1 0 5
b d 1 1 1 0 0 1 1 0 1 1 7 •
c d 1 1 1 1 0 1 0 0 1 0 6 •
a e 1 1 0 1 0 0 1 1 1 0 6 •
b e 1 1 0 1 1 0 1 1 0 0 6 •
c e 1 1 0 1 0 0 0 1 1 0 5
d e 1 1 0 1 1 0 1 1 0 0 6 •
b a 0 1 1 0 0 1 1 1 0 0 5
c a 0 1 0 0 0 1 0 0 0 0 2
d a 0 1 1 0 0 0 1 1 0 0 4
e a 0 1 1 0 0 1 0 0 0 0 3
a c 0 1 0 1 0 0 1 1 0 0 4
b c 0 1 1 1 1 0 1 1 0 0 6 •
d c 0 1 1 1 1 0 1 1 0 0 6 •
e c 0 1 1 0 0 0 0 0 0 0 2
e b 0 0 1 0 1 1 0 1 1 0 5
e d 0 0 1 0 0 1 0 0 1 1 4

Fig. 4. C, evtyp(w(S, i, 3), i) and R at the end of foreach-loop (left) and W [c][r] in
Scan (right)

Next, consider Sect(S, 0.5, 0.6, 3). From the set F , we obtain R as {b, c, d, e}.
In the following, we consider the constructions of C[r] and D[r], respectively, for
every r ∈ R.

For b ∈ R, it holds that C1 = {a, c}. Since W [a] ∩ W [c] = 1111000110 �
1111110110 = 1111000110, it holds that |W [a] ∩ W [c]| = 6, so it holds that
C2 = {ac}. Hence, it holds that C[b] = {a, c, ac}.

On the other hand, for C1 = {a, c}, it holds that |W [a]| = 6 and |V [a]| = 10,
while |W [c]| = 8 and |V [c]| = 9. Then, it holds that D1 = {a, c}. Also since
V [a] ∩ V [c] = 111101111100 � 111111111100 = 111101111100, it holds that
|V [ac]| = 9. Since |W [ac]| = 6, it holds that D2 = {ac}, so D[b] = {a, c, ac}.

For c ∈ R, it holds that C1 = {b, d}. Since W [b] ∩ W [d] = 0111101100 �
0111101100 = 0111101100, it holds that |W [b] ∩ W [d]| = 6, so it holds that
C2 = {bd}. Hence, it holds that C[c] = {b, d, bd}.

On the other hand, for C1 = {b, d}, it holds that |W [b]| = 6 and |V [b]| = 11,
while |W [d]| = 6 and |V [d]| = 12. Then, it holds that D1 = ∅. Also since
V [b] ∩ V [d] = 111111111110 � 111111111111 = 111101111110, it holds that
|V [bd ]| = 11. Since |W [bd ]| = 6, it holds that D2 = ∅, so D[b] = ∅.

For d ∈ R, it holds that C1 = {b, c}. Since W [b] ∩ W [c] = 1110011011 �
1111010010 = 1110010010, it holds that |W [b] ∩ W [d]| = 5, so it holds that
C2 = ∅. Hence, it holds that C[d] = {b, c}.

On the other hand, for C1 = {b, c}, it holds that |W [b]| = 7 and |V [b]| =
11, while |W [c]| = 6 and |V [c]| = 10. Then, it holds that D1 = {b, c}. Also
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since V [b]∩V [c] = 111111111110�111111111100 = 111101111100, it holds that
|V [bc]| = 10. Since |W [bc]| = 5, it holds that D2 = ∅, so D[d] = {b, c}.

For e ∈ R, it holds that C1 = {a, b, d}. Then, the following statement holds.

W [a] ∩W [b] = 1101001110� 1101101100 = 1101001100,
W [a] ∩W [d] = 1101001110� 1101101100 = 1101001100,
W [b] ∩W [d] = 1101101100� 1101101100 = 1101101100.

Then, it holds that |W [a]∩W [b]| = 5, |W [a]∩W [d]| = 5 and |W [b]∩W [d]| = 6.
Hence, it holds that C2 = {bd}, so it holds that C[e] = {a, b, d, bd}.

On the other hand, for C1 = {a, b, d}, it holds that |W [a]| = 6, |V [a]| = 9,
|W [b]| = 6, |V [b]| = 11, |W [d]| = 6 and |V [d]| = 12. Then, it holds that D1 = {a}.
Also since |V [a] ∩ V [b]| = 9, |V [a] ∩ V [d]| = 9 and |V [b] ∩ V [d]| = 11, it holds
that D2 = ∅, so D[e] = {a}.

As the result, the algorithm Sect(S, 0.5, 0.6, 3) returns the following frequent
sectorial episodes, where ones with bold faces are frequent and accurate.

a �→ b c �→ b ac �→ b
b �→ c d �→ c bd �→ c
b �→ d c �→ d
a �→ e b �→ e d �→ e bd �→ e

4 Empirical Results

In this section, by applying the algorithm Sect to bacterial culture data, which
are complete data in [8] from 1995 to 1998, we extract sectorial episodes con-
cerned with drug-resistant change. Here, we regard a pair of “attribute=value”
as an event type.

First, we fix the width of windows as 30 days. Since the database contains the
patient information not related to drug-resistant change such as date, gender,
ward and engineer [8], it is necessary to focus the specified attributes. Then, we
select the attributes age, department, sample, fever, catheter, tracheo, intuba-
tion, drainage, WBC (white blood cell) count, medication, Urea-WBC, Urea-
Nitocide, Urea-Occultblood, Urea-Protein, the total amount of bacteria, the
detected bacterium, and the sensitivity of antibiotics as the causal types, and
the sensitivity of antibiotics as the resulting type in whole 44 attributes.

From the medical viewpoint, in order to extract sectorial episodes concerned
with drug-resistant change, it is necessary to extract them based on the same
detected bacterium and the same sample. Hence, in this paper, we divide the
database into pages for the detected bacterium and the sample described as
Figure 5. Here, the detected bacteria are Staphylococci (bac1), Enteric bacteria
(bac7), glucose-nonfermentative gram-negative bacteria (bac8) and Anaerobes
(bac11), and the samples are catheter/others (spl1), urinary and genital organs
(spl3) and respiratory organs (spl5). Also the column “patients” in Figure 5
denotes the number of different patients consisting of more than two records
in a page and the column “max.” denotes the maximum number of records for
patients in a page.
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bacterium sample patients max. episodes antibiotics
bac1 spl1 296 34 2668 RFPFOM(8), TC(1)

spl5 319 19 27174 CBP(225), RFPFOM(148), ML(1), TC(1)
bac7 spl3 131 10 21957 Cep3(340), AG(323), CepAP(79), TC(16),

Cep2(5), Cep1(3), Aug(2)
spl5 301 21 76951 CBP(1334), CepAP(1158), Cep3(184),

PcAP(128), TC(98), Aug(2), Cep1(2),
Cep2(2)

bac8 spl1 81 7 8127 AG(1), CepAP(1), PcAP(1)
spl5 296 21 37938 CepAP(40), AG(8), CBP(1)

bac11 spl1 208 22 16720 CBP(304), Cep2(81), Cep3(81), Cep1(1),
ML(1), PcAP(1), PcB(1)

Fig. 5. The pages for the detected bacterium and the sample from bacterial culture
data, the number of extracted sectorial episodes under σ = 0.15 and γ = 0.8, and the
antibiotics, where Ant(n) denotes that n is the number of extracted sectorial episodes
of the form C �→ (Ant=R) such that (Ant=S) ∈ C

Finally, since the drug-resistant change over different patients is also mean-
ingless, we collect all records in a page for every patient, and construct one event
sequence by connecting them such that the span between all records for one pa-
tient and ones for other patient is at least 30 days (the width of windows). Then,
we apply the algorithm Sect to the event sequence.

For the minimum support σ = 0.15 and the minimum confidence γ = 0.8, the
column “episodes” in Figure 5 describes the number of the extracted sectorial
episodes. Furthermore, we focus on the extracted sectorial episode C �→ r such
that, for antibiotics Ant, C contains “Ant=S (susceptibility)” and r is “Ant=R
(resistant).” In the column “antibiotics” in Figure 5, Ant(n) denotes that n
is the number of extracted sectorial episodes of the form C �→ (Ant=R) such
that (Ant=S) ∈ C. Here, antibiotics are benzilpenicillin (PcB), augmentin (Aug),
anti-pseudomonas penicillin (PcAP), 1st generation cephems (Cep1), 2nd genera-
tion cephems (Cep2), 3rd generation cephems (Cep3), anti-pseudomonas cephems
(CepAP), aminoglycosides (AG), macrolides (ML), tetracyclines (TC), carbapenems
(CBP), and RFP/FOM (RFPFOM).

Figure 5 means that different sectorial episodes representing drug-resistant
change are extracted for every detected bacterium and sample. For (bac1,spl5),
(bac7,spl5) and (bac11,spl1), the drug-resistant change for CBP occurs in the
extracted episodes. In particular, for (bac7,spl5), the drug-resistant change
CepAP also occurs in the extracted episodes. On the other hand, for (bac7,spl3),
the drug-resistant change Cep3 and AG occurs in the extracted episodes.

5 Conclusion

In this paper, we have newly introduced the sectorial episode together with the
parallel episode [5]. Then, we have designed the algorithm Sect to extract all of
the sectorial episodes that are frequent and accurate. Finally, we have applied
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the algorithm Sect to bacterial culture data, and extracted sectorial episodes
representing drug-resistant change.

Since the number of extracted sectorial episodes in Section 4 is large, it is a
future work to introduce the concept of closed sectorial episodes like as closed
sequential patterns [9,10], in order to reduce the number of extracted episodes.

In Section 4, we have treated a page for the same detected bacterium and
the same sample as one event sequence. Then, it is a future work to introduce
another frequency measure like as the frequency for a patient in a page. Also it
is a future work to apply our algorithm to another time-related data and extract
sectorial episodes from them.

As stated in Section 1, since a sectorial episode has been captured as the direct
precedent-subsequent relationship of events, it is just a candidate of causality in
database (cf. [11]). Hence, it is an important future work to incorporate such
causality with our sectorial episodes and to design the algorithm to extract
sectorial episodes concerned with causality.
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Abstract. Clustering is a basic tool in unsupervised machine learning
and data mining. Distance-based clustering algorithms rarely have the
means to autonomously come up with the correct number of clusters
from the data. A recent approach to identifying the natural clusters is
to compare the point densities in different parts of the sample space.

In this paper we put forward an agglomerative clustering algorithm
which accesses density information by constructing a Voronoi diagram for
the input sample. The volumes of the point cells directly reflect the point
density in the respective parts of the instance space. Scanning through
the input points and their Voronoi cells once, we combine the densest
parts of the instance space into clusters.

Our empirical experiments demonstrate the proposed algorithm is
able to come up with a high-accuracy clustering for many different types
of data. The Voronoi approach clearly outperforms k-means algorithm
on data conforming to its underlying assumptions.

1 Introduction

Clustering is the fundamental task of grouping together similar unlabeled ob-
jects in order to obtain some generalization through categorization. This need is
encountered in a vast array of application. As similarity of objects varies from
application to application, there cannot be an universally superior method of
clustering instances. Thus, it should not come as a surprise that the number of
different unsupervised clustering algorithms put forward in the literature is huge
(see e.g., [1]).

There are two basic approaches to obtaining a clustering: one can use either
the bottom-up agglomerative or the top-down divisive construction. The former
begins with each instance in a singleton cluster and successively merges clusters
together until a stopping criterion is met. In the latter approach one begins with
all instances in a single cluster and partitions the clusters until satisfaction of
a stopping criterion. Usually a distance measure is required to determine which
clusters to merge together next due to their adjacency or which cluster to divide
because of the sparseness of the points in it.

Of course, it is also possible to choose an intermediate value for the number of
clusters and start manipulating the clusters from there. A simple and widely used
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clustering algorithm is k-means clustering [2,3,4]: Given k initial (e.g., random)
cluster centers C = { c1, . . . , ck } for the metric observations S = { s1, . . . , sn },
iterate the following until the cluster centers do not change.

1. For each observation point si ∈ S determine the center cj ∈ C that is closest
to it and associate si with the corresponding cluster.

2. Recompute the center locations (as the center of the mass of points associated
with them).

The iterative k-means minimizes the squared error— the squared Euclidean dis-
tance between the cluster centers and the observations associated with them.

The obvious shortcomings of the basic k-means clustering are that the num-
ber of clusters needs to determined in advance and its computational cost with
respect to the number of observations, clusters, and iterations. Though, k-means
is efficient in the sense that only the distance between a point and the k clus-
ter centers— not all other points — needs to be (re)computed in each iteration.
Typically the number of observations n is much larger than k.

There have been many approaches trying to alleviate both of these problems.
Variations of k-means clustering that are supposed to cope without prior knowl-
edge of the number of cluster centers have been presented [5,6]. Several proposals
for scaling up clustering and, in particular, k-means for massive data sets have
been proposed [7,8,9,10]. Quite often these studies assume that a particular dis-
tance measure is applied. Moore [10] and Elkan [11] have shown how the triangle
inequality can be used for any distance function to reduce the number of distance
calculations required during the execution of k-means by carrying information
over from iteration to iteration.

While the proposed solutions to k-means clustering certainly improve its prac-
tical behavior, they do not overcome the fundamental problems associated with
the algorithm. For example, the G-means algorithm of Hamerly and Elkan [6]
makes k-means autonomously find approximately the right number of clusters
at the expense of increased running time. However, the algorithm still errs con-
sistently even on simple cases [12]. On the other hand, the speed of clustering
alone, without exactness of the end result, is not of much use. Rather than stub-
bornly try to make distance-based clustering algorithms cope with the problem
of identifying the right number of clusters, one needs to change the point of
view and find an approach that is better suited to the task at hand. We pro-
pose density-based algorithms as a better alternative to identifying the correct
number of clusters in the data.

In this paper we propose an agglomerative clustering algorithm that begins
from the situation in which each instance makes up a cluster on its own. For
singleton cluster selection we use Voronoi diagrams [13]. The initial clusters are
merged together with neighboring cells as long as the cell volumes are below a
user defined threshold. Observe that we do not need a distance measure, since
only neighboring cells are candidates for merging and the Voronoi diagram read-
ily provides us with the neighborhood information. On the other hand, we need
to have the threshold volume to limit merging of cells. Our approach is efficient
in the sense that there is no need for iterative processing.
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To the best of our knowledge the only prior clustering algorithm taking di-
rectly advantage of Voronoi diagrams is that of Schreiber [14]. However, his
algorithm only adjusts k-means clustering with the help of the Voronoi diagram.
The Voronoi diagram is built over the clusters, not for the data points. Clusters
with the largest error are halved in two. Voronoi diagrams and their duals Delau-
nay tessellations are, though, widely used in nearest neighbor methods [4]. Also
clustering of graphs can use the Delaunay triangulation as the starting point of
processing and then apply, e.g., the minimum spanning tree clustering to the
graph at hand [1].

This paper is organized as follows. Section 2 motivates the algorithm intro-
duced in this paper and discusses related work. Basics of Voronoi diagrams are
recapitulated and the agglomerative clustering algorithm is introduced in Section
3. Finer points of the algorithm are further discussed in Section 4. Our empirical
experiments in Section 5 show that clustering based on Voronoi diagrams sig-
nificantly outperforms the k-means algorithm already on normally distributed
spherical data, which suits the latter clustering algorithm well. The difference
between the two is even higher on more complex (real-world) data. Section 6
contains the concluding remarks of this paper and outlines future work.

2 Motivation and Related Work

Clustering based on the regular-shaped classes easily runs into trouble when
faced with data in which the existing clusters do not conform to the allowed
shape of clusters. This is e.g. the case with k-means clustering and its spherical
clusters. For example, Figure 2 demonstrates a data set with different geometric
shapes that cannot be captured or approximated well by using only one shape
of clusters.

Hence, a clear requirement for a general-purpose clustering algorithm is that
it be able to discover clusters of arbitrary shape. Visually (non-overlapping)
clusters are usually quite easy to detect because the density of data points within
a cluster differs (significantly) from that of points surrounding it. There have
been many approaches trying to utilize this intuition. For example, the DBSCAN
algorithm of Ester, Kriegel, and Xu [15] searches for clusters that are maximal
sets of density-connected points, that is, points that have at least a minimum
number of neighbors in their immediate neighborhood form a cluster.

The subsequent algorithm DBCLASD by Xu et al. [16] explicitly approxi-
mates the cluster density by comparing the approximate subspace and overall
volume of the point set. This tells us whether the subspace is denser than aver-
age in the given sample. Because the clusters may have arbitrary shape, it is not
immediately clear how to compute the volume of the part of the instance space
that a point set occupies. Xu et al. use a (hyper)rectangular grid division of the
instance space in volume estimation. This makes volume approximation simple
but, at the same time, highly dependent on the chosen granularity.

The elegant density-based clustering algorithm of Hinneburg and Keim [17]
computes an influence function over the whole data set. Density attractors —local
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maxima of the overall density — then determine the clusters. For a continuous
and differentiable density function, a hill-climbing algorithm can be used to dis-
cover the clusters efficiently. On the downside, two (unintuitive) parameter
values that heavily influence the quality of the obtained clustering need to be
determined.

In addition to the practical clustering algorithms studied in data mining and
machine learning literature, a lot of theoretical work has been devoted to this
problem. Theoretically what we have at hand is an intractable optimization
problem that can be efficiently solved only approximately. For example, k-means
clustering is NP-hard already when k = 2. Recently the first linear-time (1 + ε)-
approximation algorithm for fixed k and ε based on sampling was devised by
Kumar, Sabharwal, and Sen [18].

Not only the different shapes of clusters, but also the different sizes of clusters
can cause problems to some algorithms. For example, the k-means algorithm
cannot cope well with different-sized clusters; i.e., clusters of different radius
or with different numbers of points in them. Consider, e.g., two cluster centers
distance d apart from each other. If one of the clusters has radius 2d/3 and the
other one radius d/3, then k-means will unavoidably place part of the points
of the first cluster to the second cluster simply because its center is nearer to
the points. Similarly, consider two clusters one containing 100 and the other one
1,000 points. Minimizing the squared distance in the denser cluster by placing
both centers within it may be more profitable than letting both clusters contain
one center.

The starting point for our work is that one ought to be able to discover
arbitrary-shaped clusters, like in the algorithms mentioned above. Density within
and without a cluster is the measure that actually defines the clusters. Therefore,
we change the point of view from distance-based to density-based clustering.
Optimizing the correct measure is expected to lead to much better results than
fixing algorithms attempting to optimize a measure that is only indirectly related
to the task at hand. A lesson learned from prior work is that taking global
characteristics of the data into account leads to better results than relying on
local properties alone. Another design principle is that we do not want to restrict
the number of clusters in advance like is required, e.g., in k-means. Moreover, we
aim at as autonomous clustering as possible. That is, there should not be many
parameters whose value the user needs to set. Any parameters that the user
needs to set have to be intuitive, though not necessarily concrete. For practical
success the parameters need to be easy to learn.

3 Agglomerative Voronoi Clustering

3.1 Voronoi Diagrams and Delaunay Tessellations

A multidimensional Voronoi diagram [13] is a partitioning of the instance space
Rd in regions Rj with the properties: Each center cj lies exactly in one region Rj ,
which consists of all points x ∈ Rd that are closer to cj than any other center
ck, j �= k : Rj =

{
x ∈ Rd : ‖x− cj‖ < ‖x− ck‖ , ∀j �= k

}
. The centers cj are
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Fig. 1. A Voronoi diagram for data coming from six clusters

called Voronoi points. In the setting of unsupervised learning, where a sample
S = { s1, . . . , sn } is given, the sample points si, naturally, become the Voronoi
points. Observe that the end result of the iterative k-means algorithm is also a
Voronoi diagram with the k centers as Voronoi points.

Let us call the region associated with a Voronoi point cj its cell. Because a
cell contains all those points that are closer to its center than any other center,
the cell borders lie exactly in the middle of two centers. Figure 1 demonstrates
the Voronoi diagram for a data set that clearly has six separate clusters.

The dual of the Voronoi diagram for a point set is its Delaunay tessellation
(also Delaunay triangulation). It is a graph in which the vertices are the centers
of the Voronoi cells (the initial data points) and edges connect any two vertices
that have a common boundary in the Voronoi diagram. The same set of edges
is obtained by connecting any two points p and q for which there exists a ball
B that passes through p and q and does not contain any other point of S in its
interior or boundary. The name Delaunay triangulation stems from the fact that
in the plane the triangulation of a point set S is a planar graph with vertices S
and a maximal set of straight line edges. Adding any further straight line edge
would lead to crossing other edges. A subset of a edges of a triangulation is called
a tessellation of S if it contains the edges of the convex hull and if each point of
S has at least two adjacent edges.

Voronoi diagram is straightforward to calculate for a point set in the plane, but
becomes more complicated in higher dimensions. Therefore, the uses of Voronoi
diagrams are mostly limited to R2. However, the qhull algorithm of Barber,
Dobkin, and Huhdanpaa [19] works for general dimension. The algorithm, among
other things, is able to compute the Voronoi diagram for an arbitrary point set.
We use qhull to compute the Voronoi diagrams that the clustering algorithm
operates on.
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Fig. 2. An example data set with different geometric shapes (left) and the result of
applying Voronoi clustering to it (right). The colors denote clusters. Intuitively, there
are classification errors only in the cloud of points in the middle left and in the fringe
points of the horizontal line on top.

3.2 The Method

Given a data set of n points S = { s1, . . . , sn } ⊆ Rd to be clustered we begin
by constructing the Voronoi diagram for S. The computational complexity of
Voronoi diagram construction in the general case is Θ(n log n) [13], but requires
only linear time in some restricted cases [20]. For the ease of illustration, let us
consider the two-dimensional plane.

The algorithm is given as input parameter a threshold value max indicating
the maximum volume allowed to a cell that still can be combined into an evolving
cluster. We approximate local instance space density by cell volume, so only it
matters in deciding whether the density is high enough for further combination
into a cluster. Hence, individual clusters may grow to any size as long as the
local density is sufficient. After all cells of at most volume max have been taken
care of, we only have relatively large cells remaining.

In the Voronoi diagram for the data each point makes up its own cell. The
volumes (areas in case of the plane) of the cells are computed (or approximated)
next. The cell volumes are needed, because we go through the data points in
the increasing order of the cell volume associated with the point. Our current
implementation computes the exact cell area in the plane as the area of a polygon,
but in higher dimensions d we simply approximate the cell to be a hyperball
with volume (π	n/2
rd)/Γ (d/2 + 1), where Γ (z + 1) = z! for integer values
and the radius r is the average distance of cell corners from its center. This
approximation is not very accurate in small dimensions, but it improves as the
number of dimensions grows. Each cell is associated with a class label. We just
assign increasing integer values as class labels.

The point having the smallest Voronoi cell is handled first. It has no known
neighboring cells, so we just assign the class label 1 to this cell. The cell consid-
ered next might be a neighbor of the first cell, which would be detected by the
two sharing a corner point. In that case, if the volume of the latter cell is below
the threshold value max, they get combined together and assume the class label
of the first cell. Otherwise, the second cell may turn out not to be a neighbor
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Table 1. The Voronoi clustering algorithm

Algorithm Voronoi Clustering( set S, real max )

1. Construct the Voronoi diagram for the sample S = { s1, . . . , sn }.
2. Approximate the Voronoi cell volumes and order the points

accordingly. Without loss of generality, let the obtained order be
s1, . . . , sn.

3. For i = 1 to n do
If the volume of the cell Ri associated with si is at most max then
(a) For j = 1 to i − 1 do

If cluster Cj and cell Ri are adjacent then
– Merge them together;
– If Ri has no class number yet then it assumes that of Cj else

both assume the minimum class label among those of Cj and Ri;
(b) If cell Ri has no class number then assign a new one to it;
else assign Ri to the closest neighboring cluster.

of the first one, in which case it gets a class label of its own. However, it is still
possible that the two points belong to the same cluster and later get combined
into the same cell due to having a common neighboring cell.

In the general case, a cell has many neighboring cells with different class labels
and some that have not yet been labeled (those that are larger in volume than
the cell at hand). The known neighbors are processed in the order of their size
(i.e., in order of their class values). The cell under consideration is merged to its
neighbor with the smallest class label, and its labeled neighbors also assume the
same class. Cells are combined as long as their volume stays under the max value.
If the max value is ever reached, there is no need to go through the remaining
neighbor cells.

When all points have been considered once, all the cluster combinations have
been executed. There is no need to iterate the process. However, we still need
to do a simple post processing of the clustering obtained to make it sensible.
Consider for instance the example of Figure 1. It is easy to see that the cell
combining procedure described above will detect the six clusters with ease for
a wide range of values for the threshold max. However, it is as clear that the
outermost points of the clusters cannot get combined, because then the clusters
would grow together.

In this and all other imaginable applications the following heuristics takes
care of the points at the fringe of a cluster (of any shape). Center points with a
cell of volume larger than the threshold max simply get combined to the closest
neighboring class. Table 1 represents the algorithm in more compact form.

4 Discussion

After initialization the algorithm goes through the data points once doing only
relatively simple calculations. Hence, the approach is efficient in practice. There
are two O(n log n) phases in the algorithm: Voronoi diagram construction and
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sorting of the Voronoi points according to their associated cell volumes. In our
current implementation neither of these tasks, however, constitutes the most
significant phase in time consumption. The most time intensive task in the algo-
rithm is adjacency information processing because of the heavy data structures
chosen. Our current implementation uses corner point representation to identify
neighboring Voronoi cells. The number of corner points, unfortunately, grows
with increasing number of instance space dimensions. Thus, this implementa-
tion becomes inefficient for domains with many attributes. It is our intention
to turn to using Delaunay tessellations instead to record neighborhood informa-
tion. The graph directly provides cell adjacency information as more efficient to
handle.

In the Voronoi diagram of a point set the cell boundaries are by definition
equally distant from the relevant points. Thus, the Voronoi diagram naturally
gives raise to kind of maximum margin separation of the data. Our algorithm
combines existing cells instead of creating artificial center points — like, e.g., k-
means does. Hence, the maximal margins are maintained also in the clustered
data. Since there are no reasons for placing the cluster border closer to one
or other cluster, maximal margin clustering seems a natural choice. Moreover,
results on boosting and kernel methods have shown maximal margin separation
to be a good strategy [21].

One can view Voronoi clustering as a change of paradigm from the k-means,
whose Euclidean distance minimization can be made autonomous with respect
to the number of clusters only by optimizing a parameter that is too hard to
learn [6,12]. In the future we will study whether the one input parameter in our
clustering algorithm can be deduced without user intervention.

5 Empirical Evaluation

To evaluate the proposed algorithm empirically, we test it on generated and real-
world data. As the comparison algorithm we use the basic k-means algorithm
randomly choosing the initial cluster centers (as implemented by Matlab). For
k-means, the correct number of clusters is given as a parameter value. Moreover,
to favor it more, we mostly use generated data that ought to, by default, suit
k-means well. Let us describe the data sets:

2DEqualDiscs: In the first experiment 10 cluster centers were drawn randomly
from the instance space and 150 points were uniformly drawn to each circular
cluster of equal radius. The instance space height and width is 80 units and
the radius of a cluster is 3 units. Because of the randomly drawn cluster
centers, the clusters do sometimes partially overlap. To better account for
the effects of overlapping clusters, we report the results of 5 independent
runs in this setting, each consisting of 10 repetitions.

2DEqualDiscs— long distances: To see what is the effect of cluster overlap-
ping, we changed the above situation by drawing the cluster centers from an
instance space of height and width 150 units. Thus, the clusters are not as
probable to overlap as in the previous experiment.
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Fig. 3. An example of the 3DEqualBalls data: 10 randomly drawn clusters of equal
size

Table 2. Average accuracies over 10 repetitions in the test domains

Data Set k-means Voronoi

2DEqualDiscs A 71.6 ±8.8 76.0±8.2

B 77.4 ±8.8 79.1 ±14.1

C 78.0 ±9.7 81.6 ±15.3

D 74.6 ±13.4 81.7 ±12.4

E 74.4 ±13.0 84.6 ±18.0

2DEqualDiscs — long distances A 77.0 ±7.3 100.0 ±0.0

B 71.6 ±12.5 98.9±3.3

C 76.7 ±7.7 93.8 ±11.1

2DUnequalDiscs A 76.8 ±9.2 90.7±5.8

B 76.8 ±5.9 92.9±6.6

C 75.0 ±11.0 90.0±8.6

D 76.8 ±8.8 92.3±6.7

E 83.3 ±10.5 93.1±8.4

3DEqualBalls A 71.1 ±16.0 91.0 ±28.5

B 70.6 ±12.7 99.0±3.1

C 71.6 ±13.0 99.0±3.2

D 75.1 ±9.8 95.0 ±10.8

E 74.9 ±12.8 100.0 ±0.0

3DUnequalBalls A 73.6 ±7.3 95.6±8.5

B 79.6 ±7.4 94.9±9.5

C 72.0 ±12.7 96.0±9.2

3DObjects A 74.4 ±11.8 80.2 ±10.6

B 78.1 ±16.1 81.6±7.9

C 69.9 ±15.0 73.5±7.7

2DUnequalDiscs: This experiment is the same as the first one, except that
this time the cluster sizes vary from one hundred to one thousand points
(random selection, possible sizes multiples of one hundred).

3DEqualBalls: This experiment corresponds to the first one, except that the in-
stance space now has three dimensions. See Figure 3 for an example situation.
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Fig. 4. The original text data and results by k-means with 4, 5, and 25 clusters
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Fig. 5. Text recognition with Voronoi clustering using parameter value 50 and 70

3DUnequalBalls: As the second experiment, but in three dimensions.
3DObjects: Classification of different 3D objects which are shown as a 2D

projection in Figure 2.

The results of our empirical comparison are given in Table 2. A general remark
that can be made concerning these results is the fact that standard deviation
is quite high in all the test domains. That partially accounts for the fact that
in all the experiments Voronoi clustering was found to be statistically signifi-
cantly more accurate than k-means clustering (as determined by t-test at 95%
significance level).

k-means fares quite well in comparison when 2D spherical data is processed,
however Voronoi clustering is clearly more accurate on even this data conforming
to the underlying assumptions of k-means. When the cluster distances are in-
creased, the relative advantage of Voronoi clustering becomes even clearer. The
same effect can be observed when the clusters have unequal numbers of points
in them. On 3D balls the superiority of Voronoi clustering is further enhanced.
The fact that it is not more clearly better than k-means on the 3D object data
is somewhat surprising and will need further analysis.

Our final experiment applies the two clustering algorithms to a text recogni-
tion task. Figure 4 depicts the original picture and results of k-means clustering
into 4, 5, and 25 clusters. The obvious problem is that squared distance is min-
imized by dividing the input space into the requested number of more or less
equal-sized clusters. Figure 5 shows the result of Voronoi clustering using two
different max values. This time the hand-written words stand out better or
worse, because there is no need to partition the instance space into equal-sized
clusters.
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6 Conclusion and Further Work

Clustering algorithms are widely used and useful tools in unsupervised learning.
The user is usually required to provide the value for at least one parameter of
the algorithm. Ideally, she should be liberated from this task and the algorithm
be able to autonomously adapt to the characteristic properties of the given data.
This being too idealistic, the parameter values requested from the user should
be as easy to determine as possible.

In this paper we proposed a density-based clustering algorithm that initially
builds the Voronoi diagram for the data supplied. It only requires the user to
provide one, quite intuitive, parameter. Our empirical experiments demonstrated
that Voronoi clustering is an effective algorithm over a wide range of data. It
outperforms k-means clustering significantly on all our test domains.

There are many details and implementation issues that still need our atten-
tion. For instance, the current implementation suffers from being dependent on
the number of corner points, which limits its efficiency in high-dimensional do-
mains. Delaunay tessellation is expected to relieve us from this inconvenience.
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Abstract. The purpose of this paper is two-fold: First, we give efficient
algorithms for answering itemset support queries for collections of item-
sets from various representations of the frequency information. As index
structures we use itemset tries of transaction databases, frequent itemsets
and their condensed representations. Second, we evaluate the usefulness
of condensed representations of frequent itemsets to answer itemset sup-
port queries using the proposed query algorithms and index structures.
We study analytically the worst-case time complexities of querying con-
densed representations and evaluate experimentally the query efficiency
with random itemset queries to several benchmark transaction databases.

1 Introduction

Discovery of frequent itemsets aims to find all itemsets occurring sufficiently
many times in a given transaction database [1,2]. An example of a transaction
database is a collection of documents represented as sets of words occurring in
them. There, an itemset is a set of words and the frequency of an itemset is the
fraction of the documents containing all the words in the itemset. Some other
examples of frequent itemsets include sets of products often bought together
from a supermarket and sets of web pages often referred together by other web
pages. A variety of methods enabling the discovery of large numbers of frequent
itemsets have been developed; see [3,4] for a representative collection of the state
of the art methods for frequent itemset mining.

Frequent itemsets can be used to summarize data directly or as an inter-
mediate step to construct association rules [1,5]. Frequent itemset collections
describing the data in detail tend to be very large and hence they are rather
problematic as summaries of the data. Due to such problems major efforts have
been done to exclude redundant itemsets from the output, i.e., to obtain a con-
densed representation of frequent itemsets; see [6,7].

Condensed representations of frequent itemsets are considered also as promis-
ing building blocks in inductive databases [8,9,10,11]. One important issue in
(inductive) databases is query answering. An inductive database should be able
to answer efficiently data mining queries, for example itemset support queries.
An itemset support query asks how large fraction of transactions in the given
transaction database contain a given itemset.

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 161–172, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this paper we study the task of answering itemset support queries and
examine how the condensed representations of frequent itemsets could be used
for such queries. Efficient answering of itemset support queries can be used in
many data mining algorithms such as rule induction [12], decision tree construc-
tion [13] and learning Näıve Bayes classifiers [14], see [15]. Also, they have a close
connection to statistical queries studied in learning theory: an infrastructure for
answering itemset support queries can be considered as an efficient implementa-
tion of the statistical query oracle for the concept class of conjunctions of positive
literals [16]. Furthermore, assessing the applicability of different condensed rep-
resentations for itemset support queries would be helpful also in focusing the
research and use of different condensed representations.

Related work. There has been some work on approximate frequency estimates
for and using frequent itemsets. In [17] frequent itemsets are used to induce prob-
abilistic models describing the joint probability distributions of binary datasets.
[5,18] study the approximations of the frequencies of boolean formulas in transac-
tion data. Techniques for obtaining frequency approximations based on random
subsets of transactions are described in [19,20]. Also the problem of determining
exact frequencies of itemsets have been studied. [21] gives algorithms for answer-
ing several types queries to a transaction database represented as a tree in a main
memory. [22] proposes FP-trees that are trie structures for transaction data de-
veloped for frequent itemset mining. A data structure called AD-tree is proposed
in [23]. AD-tree represents for all attribute-value combinations occurring in the
projections of a relational database their counts in a trie. [24] studies the use of
automata to represent itemset collections and their condensed representations.
Protocols for private itemset support queries are given in [25]. To the best of our
knowledge this is the first systematic study of using condensed representations
of frequent itemsets to facilitate the answering of itemset support queries.

Roadmap. Section 2 gives the central concepts in frequent itemset mining. Sec-
tion 3 defines the itemset support query problem, and describes data structures
and algorithms for answering itemset support queries using different condensed
representations. The proposed approaches for itemset support query answering
are evaluated experimentally in Section 4. Section 5 concludes the paper.

2 Preliminaries

In this section we briefly define the central concepts in frequent itemset mining
and their condensed representations. See [2,3,4,6,7] for more details.

Two most important ingredients in frequent itemset mining are transaction
databases and itemsets. Transaction databases comprise the data. Itemsets are
in dual role as building blocks of transaction databases and representation of the
discovered knowledge:

Definition 1. [Transaction databases and itemsets] A transaction database D is
a set of transactions. A transaction t is a pair 〈i, X〉 consisting of a transaction
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identifier tid(t) = i and an itemset is(t) = X. A transaction identifier is a natural
number occurring in at most one transaction in a transaction database. An itemset
X is a finite subset of I, the set of possible items. The setDu consists of all different
itemsets in D, i.e., Du = {X : 〈i, X〉 ∈ D}.

Example 1. D = {〈1, {1, 2, 3, 4}〉 , 〈2, {3, 4, 5, 6}〉 , 〈3, {1, 2, 3, 4, 5, 6}〉} is an ex-
ample of a transaction database.

As examples of itemsets, the itemsets occurring in that database, i.e., the sets
in Du are {1, 2, 3, 4}, {3, 4, 5, 6}, and {1, 2, 3, 4, 5, 6}.

Also certain statistics computed from the transaction database to itemsets are
central for frequent itemset mining:

Definition 2 (Occurrences, counts, covers, supports and frequencies).
The occurrence set of an itemset X in a transaction database D is occ(X,D) =
{i : 〈i, Y 〉 ∈ D, X = Y }. The count of X in D is count(X,D) = |occ(X,D)|.
The cover of X in D is cover (X,D) = {i : 〈i, Y 〉 , X ⊆ Y }, the support of X in
D is supp(X,D) = |cover (X,D)| and the frequency of X in D is fr (X,D) =
supp(X,D)/ |D|.
Using the concepts defined above we can define frequent itemsets:

Definition 3 (Frequent itemsets). An itemset X is σ-frequent in a transac-
tion database D if fr(X,D) ≥ σ. The collection of all σ-frequent itemsets in D
is F(σ,D).

Frequent itemset mining has been a central issue in data mining since its intro-
duction almost 15 years ago [1], many efficient algorithms for frequent itemset
mining have been proposed [2,3,4], and similar techniques have been applied to
a variety of other types of patterns than itemsets and quality functions than
support.

The frequent itemset collections representing the data well are often very
large—even larger than the underlying transaction database—and contain much
redundant information. To cope with this problem many techniques for removing
redundant itemsets from the frequent itemset collection have been proposed,
see [6,7].

For example, in many transaction databases there are several frequent itemsets
with exactly the same cover. This can be used to partition the collection of
frequent itemsets to equivalence classes. From each equivalence class we can
select, e.g., all maximal or minimal itemsets (called closed and free itemsets):

Definition 4 (Closed and free frequent itemsets). X ∈ F(σ,D) is closed
σ-frequent itemset in D, if fr(X,D) > fr(Y,D) for all Y � X. The collection of
closed σ-frequent itemsets is C(σ,D).

X ∈ F(σ,D) is free σ-frequent itemset in D, if fr(X,D) < fr (Y,D) for all
Y � X. The collection of free σ-frequent itemsets is G(σ,D). Free itemsets are
known also as generators.
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Example 2. The frequent itemsets in the transaction database given in Exam-
ple 1 with minimum frequency threshold 2/3 are the itemsets in 2{1,2,3,4} ∪
2{3,4,5,6}, in total 27 itemsets. The closed frequent itemsets comprise in the
itemsets {1, 2, 3, 4}, {3, 4}, and {3, 4, 5, 6}. The free frequent itemsets are ∅, {1},
{2}, {5}, and {6}.
Although there is a many-to-one mapping between free and closed frequent item-
sets in D, i.e., that there are always at least as many free frequent itemsets as
there are closed frequent itemsets, the collections of free frequent itemsets have
the advantage of being downward closed. (An itemset collection S is downward
closed if X ∈ S, Y ⊆ X ⇒ Y ∈ S.) This enables the re-use of virtually all known
frequent itemset mining algorithms with minor modifications to discover only
free frequent itemsets.

The deduction rules for closed and free itemsets to purge the frequent item-
set collection are quite simple. Hence, they do not purge the collection very
much. Smaller condensed representations can be obtained using more powerful
deduction rules, such as Bonferroni inequalities [6,7]:

Definition 5 (Non-derivable frequent itemsets). X ∈ F(σ,D) is non-
derivable σ-frequent itemset in D, if supp(X,D) < supp(X,D) where

supp(X,D) = max
Y �X,|X\Y | odd

∑
Y ⊆Z�X

(−1)|X\Z|+1supp(Z,D)

supp(X,D) = min
Y �X,|X\Y | even

∑
Y ⊆Z�X

(−1)|X\Z|+1supp(Z,D)

are the greatest lower bound supp(X,D) and smallest upper bound supp(X,D)
for the support of an itemset X given the supports of all subsets of X. The
collection of non-derivable σ-frequent itemsets is N (σ,D).

3 Itemset Support Queries

The itemset support query problem asks for the supports of a collection of item-
sets w.r.t. some support function supp|S . The problem can be formulated as
follows:

Problem 1 (Itemset support query). Given a representation of supports of item-
sets in a collection S, and a collection Q of itemsets, find the supports for all
itemsets in Q∩ S.

In this paper, we focus on the case where the collection S is equal to F(σ,D)
in some transaction database D and Q being a single itemset, as the main goal
of the current paper is study how well condensed representations of itemset
collections are suited to answer itemset support queries.

The representations we consider are supp|F(σ,D), supp|C(σ,D), supp|G(σ,D)
supp|N (σ,D) and count |Du . That is, we use index structures containing sup-
ports for all, closed, free and non-derivable frequent itemsets, and the occurrence
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counts of different itemsets in the databaseD, respectively, to answer the itemset
support queries. We represent itemset collections S that we use in the itemset
support queries as tries, similarly to [26].

Definition 6 (Itemset tries). An itemset trie for an itemset collection S ⊆ 2I

is a rooted labeled tree T (S) = T = 〈V, E, l : E → I〉, such that for each itemset
X ∈ S, |X | = k, there is an unique node vX ∈ V such that the labels label(〈vi−1, vi〉)
of the path 〈root(T ), v1〉 , . . . , 〈vk−1, vX〉 form an increasing sequence correspond-
ing to the itemset X = {label (〈root(T ), v1〉), . . . , label (〈vk−1, vX〉)}. The itemset
corresponding to a node v is denoted by Xv.

Example 3. The tries T (Du), T (C(σ,D)), T (G(σ,D)) and T (F(σ,D)) of Exam-
ples 1 and 2 are as follows:
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The edges are labeled by the items in the itemsets and the labeled nodes
correspond to the itemsets in the collection: the itemset associated to a label
node is determined by the edge labels of the path from root to that node, and
the node label corresponds to the value of the node.

Itemset tries provide simple representations of itemset collections S for deciding
very efficiently whether a given itemset is in the collection or not. The tries
are adapted straightforwardly to answer also many other kinds of queries by
adding to each node v in T (S) a value val(v). The exact use of the values of the
nodes depend on what kind of function is represented by the trie. For example,
val(v) = count(Xv,D), Xv ∈ Du, and val (v) = supp(Xv,D), Xv ∈ S for all
supp|S ,S ∈ {F(σ,D), C(σ,D),G(σ,D),N (σ,D)}.

The algorithm for querying the value of a given itemset Q from an itemset trie
T (S) is given in Algorithm 1. The algorithm retrieves the value of an itemset
Q (represented as an ascending sequence Q1, . . . , Q|Q| of items) in time O(|Q|).
We assume that val(v) = 0 for all Xv /∈ S. Hence, the the value returned for an
itemset not in S is always 0.

Algorithm 1 provides the worst-case optimal solution for querying the values
associated to itemsets from an itemset trie representing the collection explicitly.
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Algorithm 1 The algorithm for obtaining the value of an itemset Q from T (S)
if Q ∈ S
1: function IVQ-Eq(T (S),Q)
2: u ← root(T (S))
3: for all j = 1, . . . , |Q| do
4: if child(u, Qj) exists then
5: u ← child(u, Qj)
6: else
7: return 0
8: return val(u)

As the condensed representations of frequent itemsets are proper subcollections
of frequent itemsets, Algorithm 1 can be used to query only the supports of the
itemsets that appear explicitly in the condensed representations. For example,
Algorithm 1 returns non-zero supports only for closed frequent itemsets from
T (C(σ,D)) and only for free frequent itemsets from T (G(σ,D)).

The supports of frequent itemsets can be retrieved from the supports of
closed and free frequent itemsets, and the counts in Du using the formula of
form

val(X) = ◦ {val(Y ) : Y ∈ S, Y ⊇ X} (1)

where the operation ◦ forms a commutative monoid with some value set M .
(M = N for supports and counts.) Namely, the support of X ∈ F(σ,D) can be
obtained from those representations as follows:

supp(X,D) =
∑

Y ∈Du,Y ⊇X

count(Y,D)

= max
Y ∈C(σ,D),Y⊇X

supp(Y,D)

= min
Y ∈G(σ,D),I\Y⊇I\X

supp(Y,D)

Hence, the operations ◦ are in these cases +, max and min>0, respectively. (These
formulas to deduce the supports follow immediately from the definitions of Du,
C(σ,D), and G(σ,D).)

To answer the itemset value queries using Equation 1, the itemset tries T (S)
are preprocessed for these queries in such a way that the values val (v) of the
nodes v in T (S) are replaced by ◦ {val(u) : u ∈ subtrie(v, T (S))}. Such prepro-
cessing can be done in time O(|V |) for an itemset trie T = (V, E).

Example 4. After the preprocessing, the tries T (Du) and T (C(σ,D)) of Exam-
ple 3 look the following:

Preprocessing replaces the values val (v) in T (Du) by
∑

u∈subtrie(v,T (S)) val (u)
and the values val(v) in T (C(σ,D)) by max {val(u) : u ∈ subtrie(v, T (S))}.
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The evaluation of Equation 1 for (preprocessed) itemset tries T (S) is described
as Algorithm 2. (Note that the pseudocode omits many lower-level details of the
algorithm for the sake of readability. For example, recursive function calls are
not be used in practice as they cause some slowdown.)

Algorithm 2 The algorithm for obtaining the value itemset Q from T (S) by
Equation 1
1: function IVQ-Supset(T (S),Q)
2: return IVQ-Supset-Node(T (S),Q, root(T (S)),1)

1: function IVQ-Supset-Node(T (S),Q, v, j)
2: val ← 0
3: for all u ∈ children(v), label(v, u) ≤ Qj and subtrie(u, T (S)) can contain the

itemset
{
Qj , . . . , Q|Q|

}
do

4: if label(v, u) < Qj then
5: val ← val ◦ IVQ-Supset-Node(T (S),Q, u, j)
6: else if j < |Q| then
7: val ← val ◦ IVQ-Supset-Node(T (S),Q, u, j + 1)
8: else
9: val ← val ◦ val(u)

10: return val

The worst-case time complexity of Algorithm 2 is not as good as of Algo-
rithm 1 Namely, in the worst case the whole itemset trie T (S) have to be
traversed. This is the case, for example, when S = {{i, n/2, . . . , n − 1} : i =
1, . . . , n/2 − 1} and Q = {n}. In this example the ordering of the items in the
trie makes a great difference in terms of time and space requirements. Even more
severe example is the following: S{X ∪{2n+1} : X ⊆ {1, . . . , 2n}, |X | = n} and
Q = {2n + 1}.

The performance of the query evaluation can be improved by efficient and
effective detection of subtries that cannot have paths containing the query item-
set. A few examples of such criteria are depth(subtrie(u, T (S))) < |Q| − i (i.e.,
in the subtrie of u there should be a path of length at least |Q| − i) and
max label (subtrie(u, T (S))) < Q|Q| (i.e., it should be possible that the subtrie
contains the item Q|Q|)).

Algorithm 2 is not very appropriate for free frequent itemsets because then
the complements of the itemsets must be used. This often leads to much larger



168 T. Mielikäinen, P. Panov, and S. Džeroski

itemsets. An alternative of using the complements of the free frequent itemsets
is to use a simple modification of Equation 1:

val(X) = ◦ {val(Y ) : Y ∈ S, Y ⊆ X} (2)

The support of X ∈ F(σ,D) can be obtained from the representations T (Du),
T (C(σ,D)) and T (G(σ,D)) using Equation 2 by

supp(X,D) =
∑

Y ∈Du,I\Y ⊆I\X

count(Y,D)

= max
Y ∈C(σ,D),I\Y⊆I\X

supp(Y,D)

= min
Y ∈G(σ,D),Y ⊆X

supp(Y,D)

The method implementing Equation 2 is given as Algorithm 3 For this algo-
rithm the itemset tries T (S) should represent the itemset collection and their
values as they are, i.e., without any preprocessing.

Algorithm 3 The algorithm for obtaining the value itemset Q from T (S) by
Equation2.
1: function IVQ-Subset(T (S),Q)
2: return IVQ-Subset-Node(T (S),Q, root(T (S)),1)

1: function IVQ-Subset-Node(T (S),Q, v, j)
2: val ← 0
3: for all u ∈ children(v), label(v, u) ∈ Q do
4: if label(v, u) < Q|Q| then
5: val ← val ◦ IVQ-Subset-Node(T (S),Q, u, min {i : Qi > label(v, u)})
6: else
7: val ← val ◦ val(u)
8: return val

In this case, the time complexity can also be quite high: in the worst case the
whole trie T (S) has to be traversed even when no itemset in S is contained in
any itemset in Q. As an example, consider the collection S = {X ∪ {n} : X ⊆
{1, . . . , n− 2}} and the query Q = {1, . . . , n− 1}.

In general case not much additional pruning of unpromising parts of the search
trie can be done. In some special cases, however, that is possible. For example, in
the case free frequent itemsets, maintaining the smallest support in the subtrie
can be used to skip those subtries that cannot have smaller supports than the
value obtained that far in the traversal.

Answering itemset support queries using the representation T (N (σ,D)) is
slightly more complicated, but can be implemented as follows: (1) query Q is
transformed into downward closed collection Q′, (2) Algorithm 1 is applied to
T (Q′), (3) the still undetermined supports of the itemsets in T (Q′) are deduced
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using Bonferroni-inequalities [27], and (4) Algorithm 1 is applied to retrieve
supports of itemsets in Q from T (Q′).

Unfortunately the proposed algorithm for itemset support queries from the
representation based on non-derivable itemsets is not very practical, because
the fastest known algorithm to obtain the support of an itemset of size k using
Bonferroni-inequalities has the worst-case time complexity O(2k) [27]. Hence,
we omit non-derivable itemsets from our experiments.

4 Experiments

We examine the performance of itemset query algorithms using random queries
to several benchmark databases in frequent itemset mining from the FIMI trans-
action database repository (http://fimi.cs.helsinki.fi). To see the poten-
tial differences in the performance of different representations, we selected 8
transaction databases where the number of all frequent itemsets is higher than
the number of closed or free frequent itemsets. For each database D we used
a minimum support threshold σ |D| that produces a large number of frequent
itemsets, because the goal of using itemset collections as index structures for
itemset support queries is to be able to answer as large fraction of the queries as
possible. This differs somewhat from the classical use of frequent itemsets and
association rules as a small number of nuggets of knowledge. The basic statistics
of the selected databases are shown in Table 1.

Table 1. The transaction databases used in the experiments. The columns are the
transaction database name, the minimum support threshold, the number frequent
items, the number of transactions, the number of different transactions after removing
infrequent items, the number of frequent itemsets, the number of free frequent itemsets,
and the number of closed frequent itemsets.

D |I| |D| σ |D| ∣∣I≥σ
∣∣ ∣∣D≥σ

u

∣∣ |F(σ,D)| |G(σ,D)| |C(σ,D)|
connect 129 67 557 50 000 30 214 1 928 335 26 417 26 417
kosarak 41 270 990 002 900 1 384 387 603 1 598 294 1 143 594 1 124 819
mushroom 119 8 124 500 67 7 032 1 442 503 14 925 9 864
pumsb 2 113 49 046 35 000 34 3305 1897479 519 725 194 538
pumsb* 2 088 49 046 13 000 63 25 404 1 293 828 57 172 32 115
retail 16 470 88 162 5 10 988 83 119 1 506 775 532 342 504 142
WebView-1 497 59 601 35 369 18 184 1 177 607 118 696 76 260
WebView-2 3 340 77 511 15 2 643 48 117 1 599 210 397 283 343 818

We selected randomly 1 000 000 itemsets from F(σ,D) with uniform distribu-
tion over the collection to assess average-case efficiency of different representa-
tions of the frequent itemsets to answer itemset support queries. As a baseline
representation we used the representation of D≥σ

u as list of itemsets together
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with their occurrence counts. The sizes of the trie representations and the aver-
age query answering performances for 1 000 000 random itemset support queries
from the collection F(σ,D) for the databases of Table 1 are shown in Table 2.

Table 2. The space requirements of different trie representations and their query an-
swering time speedups w.r.t. a list representation of D≥σ

u for 1 000 000 random itemset
support queries selected from frequent itemsets.

the sizes of the tries in KBs the speed-ups in the query times

D D≥σ
u F(σ,D) G(σ,D) C(σ,D) D≥σ

u F(σ,D) G(σ,D) C(σ,D)

connect 36 75 326 1 032 1 032 14.4 7.0 1.1 1.4
kosarak 117 735 62 433 44 672 44 286 0.8 8 705.7 170.8 65.7
mushroom 776 56 348 583 420 29.5 244.7 71.6 126.2
pumsb 752 74 120 20 302 10 416 43.9 117.8 6.2 5.6
pumsb* 6 695 50 540 2 233 1 395 41.1 1 505.3 248.1 302.9
retail 26 024 58 858 20 795 20 240 1.5 1 759.3 35.0 6.4
WebView-1 2 166 46 000 4 637 3 308 5.2 320.5 38.0 11.4
WebView-2 8 692 62 469 15 519 13 950 22.5 820.8 24.8 11.7

The trie representations show often considerable speedup compared to the
baseline approach. The experimental results show also that answering itemset
support queries to T (D≥σ

u ), T (C(σ,D)) and T (G(σ,D)) are often much slower
than answering them using T (F(σ,D)). Especially queries to T (D≥σ

u ) for
kosarak were considerable slower than to the other representations, even slower
than the baseline representation. One possible explanation is that the branch-
ing factor of the trie T (D≥σ

u ) is higher than in T (F(σ,D)), T (C(σ,D)) and
T (G(σ,D)). Furthermore, the pruning conditions in Algorithm 2 are more ex-
pensive than in the baseline approach. If the pruning fails, then the pruning
attempts result just slowdown.

In general, condensed representations of frequent itemsets seem to offer a rea-
sonable alternative for itemset support queries using all frequent itemsets only
when very few frequent itemsets are contained in the condensed representation.
(Note that in the case of T (G(σ,D)) and T (C(σ,D)) the query optimization of
first checking whether the itemset is in the collection could improve the perfor-
mance considerably.) The preliminary experimental results are promising, but
more comprehensive evaluation of itemset support queries is needed.

5 Conclusions

In this paper we studied the use of frequent itemsets, the condensed represen-
tations of the frequent itemsets, and the concise representations of transaction
databases for answering itemset support queries. Answering such queries is an
important task in inductive databases for performing interactive data mining
queries and as building blocks of data mining algorithms. We proposed efficient
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trie structures for representing itemset collections and the answering itemset
support queries. We evaluated experimentally the applicability of the major con-
densed representations of frequent itemsets to answer itemset support queries.
Trie representations seem to offer a reasonable approach for facilitating itemset
support querying.

As a future work we plan to work on efficient indices for querying approximate
representations of frequent itemsets. Some representations, e.g., [19,28], fit read-
ily to itemset tries, but it is not clear what would be the best representation for
answering multiple itemset support queries. Another potential line of research
is of hierarchical descriptions of data to facilitate the efficient query answering.
For example, using the projections of the transaction database to the maximal
frequent itemsets can result significant space saving compared other condensed
representations [29]. Querying projections with only a very small number of dif-
ferent transactions is fast. Most likely there is no particular represenation that
would be always the best for all itemset support queries, but different indices
suit for different kinds of transaction databases. This suggests to develop tech-
niques for finding most efficient representation for a particular database and
distribution queries. Furthermore, combining different representations for a sin-
gle transaction databases have some promise in both helping to comprehend the
underlying itemset collections and speeding up the itemset support queries.
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Abstract. In this paper, we propose a strategy diagram to acquire
knowledge of soccer for identifying play strategies in multi-view video
data. Soccer, as the most popular team sport in the world, attracts at-
tention of researchers in knowledge discovery and data mining and its
related areas. Domain knowledge is mandatory in such applications but
acquiring domain knowledge of soccer from experts is a laborious task.
Moreover such domain knowledge is typically acquired and used in an
ad-hoc manner. Diagrams in textbooks can be considered as a promising
source of knowledge and are intuitive to humans. Our strategy diagram
enables a systematic acquisition and use of such diagrams as domain
knowledge for identifying play strategies in video data of a soccer game
taken from multiple angles. The key idea is to transform multi-view video
data to sequential coordinates then match the strategy diagram in terms
of essential features. Experiments using video data of a national tourna-
ment for high school students show that the proposed method exhibits
promising results and gives insightful lessons for further studies.

1 Introduction

Soccer is said to be the world’s most popular team sport. For instance, the
World Cup is known to be the biggest sport event as the number of TV viewers
in the world is larger than that for the Olympic Games. Soccer has recently
attracted attention of researchers in various fields related with machine learning
[1,3,5,6,9,10,11,12,13]. Most of them perform multiple objects tracking thus pro-
vide fundamental facilities for analyzing a soccer game. Several papers, however,
are devoted to concept learning from a soccer game thus open the possibility of
adaptive analysis. [5] clusters pass patterns from manually inputted coordinates
and [12] learns classifiers which predict a play break, a pass, and a goal from
a video clip. We have proposed decision tree induction for play evaluation and
defensive/attack role analysis from a set of image sequences [1]. [3] goes one step
further, as it proposes a fully automatic method for analyzing and summarizing
soccer videos thus covers many of the problems tackled by other studies.
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From our experience in [1], the most difficult tasks are image processing and
knowledge acquisition. For the latter task, concepts specific to soccer such as
pressing and marking are mandatory in any non-trivial analysis of a soccer game.
The process of acquiring and implementing such concepts is laborious as they
have to be treated carefully and separately. The most difficult case is when the
concept represents a play strategy i.e. it is related with tactic movements of
several players. We anticipate that other researchers have met similar situations
as no systematic method has been proposed in the references.

As shown in the research field of diagrammatic reasoning [4], it is widely
believed that using diagrams instead of symbols reduces cognitive labor of the
user considerably. In this paper, we propose a method with which we acquire
play strategies of soccer from diagrams in a textbook of soccer and uses such
strategies in a systematic manner. The effectiveness of the method is evaluated
with a task of identifying play strategies from video data of a soccer game.
We consider that our method reduces the burden of coding soccer strategies in
various applications.

2 Generation of Sequential Coordinate Data from Video
Data

2.1 Overall Flow

We filmed two semi-final games of Kanagawa Prefecture preliminaries in 2004
National High-School Championship Tournament in Japan under permission of
the organizers. Seven fixed video camera recorders (VCRs) were used as shown
in Figure 1 (a). The digits in the Figure represent the identifiers of VCRs. From
the video data, we sampled, per second, 25 still bit-map images each of which
size is 352 × 240 (pixel). We show in Figure 1 (b) examples of still images, where
the digits represent identifiers of VCRs. Using the method in section 2.2, seven
still images are transformed into a set of coordinates of players and the ball in
the field as shown in Figure 1 (c).

In our spatio-temporal data, a player is represented as a point on the 2-
dimensional field and so is the ball. Each player is allocated with an identifier,
from which his/her team can be also identified. This representation neglects var-
ious information including the posture of a player but still contains information
essential to a soccer game such as trajectories and space1.

Formally, sequential coordinate data C represents a sequence c1, c2, . . . of co-
ordinates ct, where t represents a time tick. Coordinates ct is described in terms
of the players α1, α2, . . . , α11 of a team, the players α12, α13, . . . , α22 of the other
team, and the ball β. Let the x coordinate and the y coordinate of an object γ at
t be x(γ, t) and y(γ, t), respectively, then ct = (x(α1, t), y(α1, t), x(α2, t), y(α2, t),
. . . , x(α22, t), y(α22, t), x(β, t), y(β, t)).

1 One possible extension is to employ a 3-dimensional point for the ball to represent
an air ball but we leave this for future work.
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Fig. 1. (a) Positions of VCRs, (b) 7 images as input, (c) sequential coordinate data as
output

2.2 Transforming Multi-view Video Clips to Sequential Coordinate
Data

We have modified our semi-automatic method in [1] which processes each image
to obtain coordinates of the object in the image then transforms the coordinates
of all images into a sequence of coordinates on the field for each player and the
ball. For image processing, we showed an automatic rule-based method which
extracts the field, recognizes objects, and identifies teams and the ball in [1].
The method exhibits good performance but shows some errors as an object is
sometimes as small as three pixels and the grass on the field is damaged as
seen in Figure 1 (b). To obtain more reliable results, we asked a collaborator to
manually mark players and the ball in each still image as objects and process
the mark automatically to obtain coordinates on the image.

For coordinate transformation, the method in [1] agglomerates the seven sets
of coordinates for the seven VCRs and corrects the set of coordinates. An ob-
tained coordinate (X, Y ) in an image filmed with a VCR is transformed to a
coordinate (x, y) on the field. We assume that a filmed image is projected on a
screen located between the field and a VCR as shown in Figure 2. This transfor-
mation represents a combination of Affine-transformation and perspective pro-
jection thus can be expressed as follows.
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X =
ax + by + c

px + qy + r
, Y =

dx + ey + f

px + qy + r

where a, b, c, d, e, f, p, q, r represent coefficients which can be calculated with pa-
rameters in the transformation.

VCR

screen

Fig. 2. Image as a projection on a
screen

x

y

X

Y

P1 P2

P4 P3

Q1 Q2

Q4
Q3

Fig. 3. Points for calculating parameters

In order to calculate these coefficients, we specified a rectangle P1P2P3P4 on
the xy plane and the corresponding square on the XY plane Q1Q2Q3Q4 as
shown in Figure 3. A simple calculation shows that we can assume r �= 0 thus
we have obtained formula for transforming (X, Y ) to (x, y).

Next we combine coordinates on the xy plane obtained with the seven VCRs.
In this procedure, we use a procedure agglo(cat, cbt) for agglomerating coordi-
nates cat, cbt of frames sat, sbt filmed at time t with cameras a and b, respectively.
Let cit = {pit1, pit2, . . . , pitm(it)}, where pitj represents a position, i.e. coordinates
of a player j in cit and m(it) represents the number of players identified in cit.
We obtain a Euclidean distance for each pair (pitα, pjtβ) for α = 1, 2, . . . , m(it)
and β = 1, 2, . . . , m(jt) and consider that a pair represents different players if
the value is no smaller than R. The correspondence which shows the minimum
value for the add-sum of the distances is chosen with depth-first search. If a
corresponding player is not found in a set, the coordinates in the other set is
used.

For two VCRs located side by side in Figure 1 (a) such as VCRs 1 and
2 or VCRs 5 and 6, we identify each player and the ball with this method
and use the average value if the values are different. More precisely, we use
agglo(agglo(c1t, c2t), agglo(c3t, c4t)) and agglo(agglo(c5t, c6t), c7t) as agglomer-
ated coordinates for VCRs 1 - 4 and VCR 5 - 7, respectively, where we use R =
12 pixel.

The agglomeration of the two sets of coordinates above needs to handle discrep-
ancies and occlusions. We use R = 16 pixel and in case of discrepancies we use the
x coordinate of VCRs 1-4 and the y coordinate of VCRs 5-7 to exploit data of bet-
ter precision. In case of occlusions, we avoid conflicts in the agglomeration process
by using the same x or y coordinate of an occluding player for the occluded player.
We describe the set of coordinates obtained with the procedure by c′t.

Since anobject canbe surroundedby other objects and the coordinate agglomer-
ation can fail, the number of identified players varies during a game. To circumvent
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this problem, we use the followingmethod to correct c′t into c′′′t andkeep thenumber
to be always 22. Let t be the identifier of the starting frame.

1. Obtain the set c′′t of coordinates of all players at time t manually.
2. c′′′t = agglo(c′t, c

′′
t )

3. c′′′t+1 = agglo(c′t+1, c
′′′
t )

4. Repeat the procedures 2 and 3 by incrementing t.

The transformation task is difficult even for sophisticated methods in computer
vision due to various reasons such as occlusions and the size of the ball can be as
small as three pixels. Thus we consider manual revision mandatory and have devel-
oped an interface which transforms the obtained coordinates c′′′1 , c′′′2 , . . . , c′′′T into a
tgif2 file. The final sequence (c1, c2, . . . , cT ) is obtained by this manual correction
procedure.

3 Identifying Play Strategies with the Strategy Diagram

3.1 Strategy Diagram

A strategy diagram represents a play strategy in a soccer game. In a strategy di-
agram, a circle and an arrow represent a player and an action (pass or run), re-
spectively. In this paper, we use [8] as a textbook of soccer for drawing strategy
diagrams with TGIF. In Figure 4, we show, in a half field, an example of a strategy
diagram which represents a play strategy of changing the field sides of the ball with
two passes. We hereafter call the play strategy in the Figure a 2-step side change
and distinguish from a 1-step side change in which players change the field sides of
the ball with one pass. As we see from the Figure, a player of the attacking team
without the ball, a player of the attacking team with the ball, and a player of the de-
fending team are represented by a shaded circle (FW), a black circle (FW BALL),
and a white circle (DF), respectively. A dribble and a pass are represented by a
short dotted arrow (RUN) and a long dotted arrow (PASS), respectively.

As a strategy diagram describes movements of the players and the ball, it rep-
resents their positions at time ticks q = 1, 2, . . .. We define the coordinates of the
players and the ball in a strategy diagram as we did for sequential coordinate data
in section 2. It should be noted that the number ν(D) of players in a strategy dia-
gram D is typically smaller than 22 because a play strategy can be defined in terms
of a subset of the players. We describe coordinates of the players at time tick q = 1
unless the circle of the player is not directed by a short dotted arrow (RUN). A short
dotted arrow (RUN) is drawn from (x(αi, q), y(αi, q)) to (x(αi, q+1), y(αi, q+1)).

In a strategy diagram, not all objects are essential and not all features are essen-
tial. For example, in Figure 4, essential players are the three players of the attacking
team on the left-hand side while essential features are the field-side positions and
the pass of the players. We specify essential circles and essential arrows with red
and distinguish from other circles and arrows in black. A small pop-up window dis-
plays features for each essential player and the user specifies features which s/he
2 http://bourbon.usc.edu:8001/tgif/
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Fig. 4. Strategy diagram for the 2-step side change

considers essential with red. Each essential player has its own essential features at
a specific time.

We propose seven essential features which describe plays in soccer such as
“marking”. We show in Figure 5 a half field and define the x, y axes and areas
in the half field. We define, on the goal line, the coordinates of the lower corner,
the coordinates of the upper corner, and the bottom corner of the goal mouse as
(xr, yr), (xr, yl) and (xr , yg), respectively.

A player αj at time q can have at most seven values for seven essential fea-
tures p1(αj , q), p2(αj , q), . . . , p7(αj , q) which are shown in Table 1. We employ six
thresholds l1, l2, . . . , l6 in defining the essential features. The first feature p1(αj , q)
represents the position of αj at q along the y axis. The second feature p2(αj , q)
represents the direction of αj at q and is defined by the intersection (xr, yd) of the
goal line and the direction. The third feature p3(αj , q) represents a pass, where
D(γ, γ′, q) represents the distance between a pair of objects γ and γ′ at q. The
fourth feature p4(αj , q) represents the marked player j by αj at q. The meanings
of the remaining features p5(αj , q), p6(αj , q), and p7(αj , q) are clear from the Ta-
ble, where D′(γ, q, q + 1) represents the distance of the positions of object γ at q
and q + 1. Each of the features p3(αj , q), p4(αj , q), . . . , p7(αj , q) has no value if αj

does not satisfy the conditions in the Table at q.

3.2 Play Strategy Identification from Sequential Coordinate Data

To represent essential movements of objects in a play strategy, a strategy model
Z(D) is extracted from a strategy diagram D with essential features. An essential
player αj at time tick q has a set P (αj , q) of values for essential attributes, where
a missing value is not included in P (αj , q). A strategy model Z(D) consists of all
P (αj , q) for essential players in D.

For example, the strategy model extracted from the strategy diagram in Fig-
ure 4 is shown in Table 2. The Table represents the strategy model for the 2-step
side change: FW1 in the right side with the ball issues a pass at q = 0, FW2 in
the middle receives the pass and issues a pass at q = 1, then FW4 in the left side
receives the pass at q = 2. This model is consistent with the explanation in the
textbook [8].
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Fig. 5. Areas in a half field

A set P (αi, t) of values for essential attributes of a player αi at time tick t is
obtained from sequential coordinate data. Therefore, sequential coordinate data
are transformed into a set Y which consists of P (αi, t) for all αi at t. Intuitively,
a play strategy is identified if Z(D) is included in Y .

The procedure for identifying a play strategy performs a linear scans for time
ticks of the sequential coordinate data to find matching scenes in the strategy
model. Note that players who are essential for the strategy are also identified in
the corresponding scene. The input are sequential coordinate data C, a strategy
model Z(D), and the maximum time ticks qmax in the search. If the elements of
Z(D) at q = 1 are all included in Y at time tick t, the procedure searches for t′ at
which Y includes the elements of Z(D) at q = 2, where t′ = t+1, t+2, . . . , t+5.
The procedure is iterated for the remaining time ticks q in Z(D).

4 Experimental Evaluation

4.1 Experiments

In the experiments, we sampled a still image for each second from the video data
in section 2. The six play strategies and the corresponding numbers of selected
scenes are shown in Table 3. In the Table, “scenes” and “near misses” correspond
to the scenes that match the play strategy and the scenes that are judged similar
but do not match the play strategy, respectively. In the Table, the first three play
strategies are 2-time tick length while the remaining three play strategies are 3-
time tick length. We show in Figure 6 an example of sequential coordinate data
of a scene of the 2-step side change, where we limit the field to the relevant areas
and describe the time tick in the upper-left.
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Table 1. Definitions of essential features

Feature Value Condition
p1 “outside right” y(αj , q) < yr

“right side” yr ≤ y(αj , q) < yl+3yr
4

“right middle” yl+3yr
4

≤ y(αj , q) < yl+yr
2

“left middle” yl+yr
2

≤ y(αj , q) < 3yl+yr
4

“left side” 3yl+yr
4

≤ y(αj , q) < yl

“outside left” yl < y(αj , q)
p2 “outside right” yd < yr

“right goal line” yr ≤ yd < yl+3yr
4

“right goal” yl+3yr
4

≤ yd < yl+yr
2

“left goal” yl+yr
2

≤ yd < 3yl+yr
4

“left goal line” 3yl+yr
4

≤ yd < yl

“outside left” yl < yd

p3 “issue a pass” l1 < D(αj , β, q) and αj has the ball at q
“receive a pass” αj has the ball at q + 1 and αj does not have the ball at q

p4 “mark j′” D(αj , αj′ , q) ≤ l2 and αj is in the triangle (j, both sides
of the goal mouse) at q or D(αj , αj′ , q) ≤ l3

p5 “exist in space” D(αj , αj′ , q) ≥ l4 for any DF j′

p6 “move long” D′(αj , q, q + 1) ≥ l5
p7 “intersect with j′” D(αj , αj′ , q) ≤ l6

Table 2. Strategy model of 2-step side change extracted from Figure 4

q player P (αj , q)
0 FW1 (possess the ball) p1=”right side”, p3=”issue a pass”

FW2
FW4

1 FW1
FW2 (possess the ball) p3=”receive a pass”, p3=”issue a pass”, p1=”right middle”
FW4

2 FW1
FW2
FW4 (possess the ball) p1=”left side”, p3=”receive a pass”

For each play strategy of 2-time tick length, five non-specialists of soccer drew
his own strategy diagram. The strategy diagrams drawn were identical to those in
the textbook in most of the cases. Each subject could easily draw strategy diagrams
in moderate time and reported that the process was easy. We noticed that several
subjects drew diagrams inappropriately for the pressing strategy due to a careless
misinterpretation of the textbook [8]. The diagram in the textbook shows three
defenders for making a pressure on the player with the ball but it is explained in
the text that plural defenders make a pressure. They should specify two defenders
instead of three to make their diagrams consistent with the explanation of the text-
book. We excluded the diagrams from the experiments because it suffices to notice
the user of our method to specify two players for plural players. Throughout
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Table 3. Numbers of employed scenes

Strategy # of scenes # of near misses
Overlap 3 2
Pressing 3 1
1-step side change 3 0
2-step side change 3 0
1-2 pass 1 1
Switch play 2 1

1 2 3 4 5

Fig. 6. Sequential coordinate data for the 2-step side change

the experiments, we used threshold values as follows: l1 = 10 (3.3m), l2 =
30 (9.9m), l3 = 15 (4.95m), l4 = 30 (9.9m), l5 = 40 (13.2m), l6 = 10 (3.3m)3.

We show the experimental results in Table 4 and several examples of the out-
put sequential coordinate data in Figure 7. In the Table, x/y represents that our
method succeeded in detecting the play strategy with related players in x scenes
out of y scenes. In the Figure, the coordinates of the essential players and the ball
are shown using arrows while the coordinates of other players are for the time tick
q = 0.

Table 4. Experimental result

Strategy Scenes Near misses Other detected strategies
Overlap 3/3 2/2 Pressing 4/4, 1-2 pass 1/1
Pressing 3/3 0/1
1-step side change 2/3 Pressing 2/3
2-step side change 3/3 Pressing 3/3
1-2 pass 1/1 1/2 Pressing 1/2
Switch play 2/2 1/1 Pressing 3/3

4.2 Discussions

We see from Table 4 that our method has succeeded in identifying the right play
strategy accurately in most of the cases. Moreover, other strategies, most of which
were unexpected to us, were identified by our method. This fact supports the use-
fulness of our method because these strategies, especially pressing, had been un-
noticed in our inspection. We attribute the good performance to the adequacy of
3 These values should be determined for each filming condition.
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(a) (b)

(c)

Fig. 7. (a) Example of output for 2-step side change, (b) example of output for 1-2 pass,
(c) example of output for switch play

our strategy diagram in representing a play strategy and the adequacy of the play
strategies to the actual movements of the players and the ball. Figure 7 supports
our belief.

The Table shows, however, that our method is not free from errors. We consider
that most of the problems comes from the subjective nature of the “space” and the
“ball ownership” of a player. For instance, pressing is judged according to various
factors especially the relative positions and the velocities of players and the ball.
This analysis suggests that a machine learning approach is worth pursuing for this
kind of problem.

Anyway, due to the complex nature of the scenes and the previous experience
of hard-coding soccer concepts, we are satisfied with the results. It is difficult to
compare the efforts spent for brute-force coding and those for our method accu-
rately, but we feel that our method requires far less efforts. Annotating scenes with
play strategies gives a non-trivial analysis program opportunities to enrich their
analysis exploiting concepts of soccer as we humans do.

We have investigated the possibility of applying our method for other play str-
ategies in the textbook [8]. It turned out that 41 out of 44 of the play strategies
can be included in our method in the current framework by adding new essential
attributes. The remaining three play strategies cannot be included because they
use information which are not included in the sequential coordinate data such as
gestures of players. We believe that our strategy diagram is an effective method
for acquiring knowledge for play strategies of soccer in the level of sequential co-
ordinate data.
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5 Conclusions

Sport data have been an appealing target for AI programs e.g.[1-3,5-7,9-13]]. Soc-
cer seems most appealing to us because it is the world’s most popular team sport
and can be naturally modeled as spatial-temporal data of coordinates due to the
large size of the field. We have proposed a method for acquiring and employing
play strategies in textbooks for identifying the play strategies used in multi-view
soccer video data. The method will serve as a fundamental but essential method
for various intelligent applications including knowledge discovery and data min-
ing. We plan to make our spatio-temporal data public for academic and educa-
tional use in order to contribute to extending soccer analysis to a wide range of
researchers.
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Abstract. Protein domains are the building blocks of proteins, and
their interactions are crucial in forming stable protein-protein interac-
tions (PPI) and take part in many cellular processes and biochemical
events. Prediction of protein domain-domain interactions (DDI) is an
emerging problem in computational biology. Different from early works
on DDI prediction, which exploit only a single protein database, we in-
troduce in this paper an integrative approach to DDI prediction that
exploits multiple genome databases using inductive logic programming
(ILP). The main contribution to biomedical knowledge discovery of this
work are a newly generated database of more than 100,000 ground facts
of the twenty predicates on protein domains, and various DDI findings
that are evaluated to be significant. Experimental results show that ILP
is more appropriate to this learning problem than several other meth-
ods. Also, many predictive rules associated with domain sites, conserved
motifs, protein functions and biological pathways were found.

1 Introduction

Understanding functions of proteins is a main task in molecular biology. Early
work in computational biology has focused on finding protein functions via pre-
diction of protein structures, e.g., [13]. Recently, detecting protein functions via
prediction of protein-protein interactions (PPI) has emerged as a new trend in
computational biology, e.g., [2], [10], [24].

Within a protein, a domain is a fundamental structural unit that is self-
stabilizing and often folds independently of the rest of the protein chain. Domains
often are named and singled out because they figure prominently in the biological
function of the protein they belong to; for example, the calcium-bindingdomain
of calmodulin. The domains form the structural or functional units of proteins
that partake in intermolecular interactions. Therefore, domain-domain interac-
tion (DDI) problem has biological significance in understanding protein-protein
interactions in deepth.

Concerning protein domains, a number of domain-based approaches to predict
PPIs have recently been proposed. One of the pioneering works is an association
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method developed by Sprinzak and Margalit [23]. Kim et al. improved the associ-
ation method by considering the number of domains in each protein [10]. Han et
al. proposed a domain combination-based method by considering the possibility
of domain combinations appearing in both interacting and non-interacting sets of
protein pairs [8]. A graph-oriented approach is proposed by Wojcik and Schachter
called the ’interacting domain profile pairs’ (IDPP) approach [26]. That method
uses a combination of sequence similarity search and clustering based on interac-
tion patterns. Therefore, the only purpose of the above mentioned work was to
predict and/or to validate protein interactions. They all confirmed the biological
role of DDIs in PPIs, however, they did not much take domain-domain interactions
into account.

Recently, there are several works that not only use protein domains to predict
protein interactions, but also attempt to discover DDIs. An integrative approach
is proposed by Ng et al. to infer putative domain-domain interactions from three
data sources, including experimentally derived protein interactions, protein com-
plexes and Rosetta stone sequences [15]. The interaction scores for domain pairs
in these data sources were obtained with a calculation scheme similar to the
association method by considering frequency of each domain among the inter-
acting protein pairs. The maximum likelihood estimation (MLE) is applied to
infer domain interactions by maximizing the likelihood of the observed pro-
tein interaction data [5]. The probabilities of interaction between two domains
(only single-domain pairs are considered) are optimized using the expectation
maximization (EM) algorithm. Chen et al. used domain-based random forest
framework to predict PPIs [2]. In fact, they used the PPI data from DIP and a
random forest of decision trees to classify protein pairs into sets of interacting
and non-interacting pairs. Following the branches of trees, they found a number
of DDIs. Riley et al. proposed a domain pair exclusion analysis (DPEA) for in-
ferring DDIs from databases of protein interactions [22]. DPEA features a log
odds score, Eij , reflecting confidence that domains i and j interact.

The above mentioned works mostly use protein interaction data to infer DDIs,
and all of them have two limitations. First, they used only the protein infor-
mation (particularly protein-protein interaction data) or the co-occurrence of
domains in proteins, and ignored other domain-domain interaction information
between the protein pairs. However, DDIs also depend on other features of pro-
teins and domains as well–not only protein interactions [11], [25]. Second, each of
them usually exploited only a single protein database and none of the single pro-
tein databases can provide all information needed to do better DDI prediction.

In this paper, we present an approach using ILP and multiple genome databases
to predict domain-domain interactions. The key idea of our computational method
of DDI prediction is to exploit as much as possible background knowledge from
various databases of proteins and domains for inferring DDIs. Sharing some com-
mon points in ILP framework in bioinformatics with [24], this paper concentrates
on discovering knowledge of domain-domain interactions. To this end, we first ex-
amine seven most informative genome databases, and extract more than a hun-
dred thousand possible and necessary ground facts on protein domains. We then
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employ inductive logic programming (ILP) to infer efficiently DDIs. We carry out
a comparative evaluation of findings for DDIs and learning methods in terms of
sensitivity and specificity. By analyzing various produced rules, we found many in-
teresting relations between DDIs and protein functions, biological pathways, con-
served motifs and pattern sites.

The remainder of the paper is organized as follows. In Section 2, we present our
proposed methods to predict DDIs using ILP and multiple genome databases.
Then the evaluation is given in Section 3. Finally, some concluding remarks are
given in Section 4.

2 Method

In this section, we describe our proposed method to predict domain-domain
interactions from multiple genome databases. Two main tasks of the method are:
(1) Generating background knowledge1 from multiple genome databases and (2)
Learning DDI predictive rules by ILP from generated domain and protein data.

We first describe these tasks in the next section, Section 2.1, then present our
proposed framework using ILP to exploit extracted background knowledge for
DDI prediction (Section 2.2).

2.1 Generating Background Knowledge from Multiple Genome
Databases

Unlike previous work mentioned in Section 1, we chose and extracted data from
seven genome databases to generate background knowledge with an abundant
number of ground facts and used them to predict DDI. Figure 1 briefly presents
these seven databases.

We integrated domain data and protein data from seven genome databases:
four domain databases (Pfam database, PROSITE database, PRINTS database,
and InterPro database) and three protein databases from UniProt database,
MIPS database, Gene Ontology.

Extract domain and protein data from multiple genome databases.
The first issue faced is, what kinds of genome databases are suitable for DDI
prediction. When choosing data, we are concerned on two points. First is biologi-
cal role of that data in domain-domain interaction, and second is the availability
of that data.

Denote by D the set of all considered protein domains, di a domain in D, pk a
protein that consists of some domains dis, and P the set of such proteins. A do-
main pair (di, dj) that interacts with each other is denoted by dij , otherwise by
¬dij . In fact, whether two domains di and dj interact depends on: (i) the domain
features of di and dj and, (ii) the protein features of some proteins pks consisting
of di and dj [25]. Denote by dfm

t a domain feature tth extracted from the domain

1 The term ’background knowledge’ is used here in terms of language of inductive logic
programming.
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1. Pfam [6]: Pfam contains a large collection of multiple sequence alignments and profile hidden
Markov models (HMM) covering the majority of protein domains.

2. PRINTS [7]: A compendium of protein fingerprints database. Its diagnostic power is refined
by iterative scanning of a SWISS-PROT/TrEMBL composite.

3. PROSITE [18]: Database of protein families and domains. It consists of biologically significant
sites, patterns and profiles.

4. InterPro [4]: InterPro is a database of protein families, domains and functional sites in which
identifiable features found in known proteins can be applied to unknown protein sequences.

5. Uniprot [21]: UniProt (Universal Protein Resource) is the world’s most comprehensive catalog
of information on proteins which, consists of protein sequence and function data created by
combining the information in Swiss-Prot, TrEMBL, and PIR.

6. MIPS [3]: The MIPS Mammalian Protein-Protein Interaction Database is a collection of man-
ually curated high-quality PPI data collected from the scientific literature by expert curators.

7. Gene Ontology (GO) [19]: The three organizing principles of GO are molecular function,
biological process and cellular component. This database contains the relations between GO
terms.

Fig. 1. Description of genome databases used

database M . With different domains, one feature dfm
t may have different val-

ues. For example, the domain site and pattern feature extracted from PROSITE
database have some values like Casein kinase II phosphorylation site or Anaphy-
latoxin domain signature. Denote by pf l

r a protein feature rth extracted from
protein database L. Also in different domains, one protein feature pf l

r may have
different values. For example, GO term feature extracted from GO database
have some values like go0006470 or go0006412. The extracted domain/protein
features are mentioned as biologically significant factors in domain-domain in-
teractions [11], [20], [25], etc. The combination of both domain features and
protein features constructed the considerable background knowledge associated
with DDIs.

Algorithm 1 shows how to extract data (values) of domain features dfm
t s and

protein features pf l
rs for all domains dis ∈ D from multiple data sources. Pfam

domain accessions are domain identifiers and ORF (open reading frame) names
are protein identifiers. We know that one protein can have many domains and
one domain can belong to many proteins. Then, each protein identifier is mapped
with the identifiers of its own domains. As the result, protein feature values are
assigned to domains.

This paper concentrates on predicting DDIs for Saccharomyces cerevisiae
– a budding yeast, as the Saccharomyces cerevisiae database is available. To
map proteins and their own domains, the interacting proteins in DIP database
[17], well-known yeast PPI database, are selected. If one protein has no domain,
features of that protein are not predictive for domain-domain interactions. If
one domain does not belong to any interacting proteins in DIP database, it
seems not to have any chance to interact with others. Thus, we excluded all
proteins and domains which did not have matching partners (Step 5, Step 6).
Having extracted interacting proteins from DIP database, mapping data are
more reliable and meaningful. After mapping proteins and their domains, the
values of all domain/protein features are extracted (from Step 8 to Step 12).
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Algorithm 1. Extracting protein and domain data from multiple sources
Input:

Set of domains D ⊃ {di}.
Multiple genomic data used for extracting background knowledge

(SPfam, SInterPro, SPROSITE, SPRINTSSUniprot, SMIPS , SGO).
Output:

Set of domain feature values Featuredomain.
Set of protein features values Featureprotein.

1: Featuredomain := ∅; Featureprotein := ∅; P := ∅.
2: Extract all interacting proteins pks from DIP database; P := P ∪ {pk}.
3: for all proteins pks ∈ P and domains dis ∈ D.
4: Mapping proteins pks with their own domains dis

by the protein identifiers and the domain identifiers.
5: if a domain di does not belong to any protein pk then D := D\{di}.
6: if a protein pk does not consist of any domain di then P := P\{pk}.
7: for each di ∈ D
8: Extract all values dfm

t .values for domain features dm
t s from domain database M

(∀M ∈ (SPfam, SInterPro, SPROSITE, SPRINTS)).
9: if dfm

t .value /∈ Featuredomain then
Featuredomain := Featuredomain ∪ {dm

t .value}.
10: Extract all values pf l

r.values of protein feature pf l
rs from protein database L

(∀L ∈ SUniprot, SMIPS , SGO)).
11: if pf l

r.value /∈ Featuredomain then
Featureprotein := Featureprotein ∪ {pf l

r.value}.
12: return Featuredomain, F eatureprotein.

Generating background knowledge. The data which we extracted from seven
databases have different structures: numerical data (for example, the number of
motif), text data (for example, protein function category), mixture of numerical
and text data (for example, protein keywords, domain sites). The extracted data
(the values of all domain/protein features) are represented in form of predicates.

Aleph system [1] is applied to induce rules. Note that Aleph uses mode declara-
tions to build the bottom clauses, and a simple mode type is one of : (1) the input
variable (+), (2) the output variable (−), and (3) the constant term (#). In this
paper, target predicate is interact domain(domain, domain). The instances
of this relation represent the interaction between two domains. For background
knowledge, all domain/protein data are shortly denoted in form of different pred-
icates. Table 1 shows the list of predicates used as background knowledge for
each genomic data. With the twenty background predicates, we obtained totally
100,421 ground facts associated with DDI prediction.

Extracted domain features (from four databases: Pfam, InterPro, PROSITE
and PRINTS) are represented in the form of predicates. These predicates describe
domain structures, domain characteristics, domain functions and protein-domain
relations. Among them, there are some predicates which are the relations between
accession numbers of two databases, for example, prints(pf00393,pr00076). Data
from different databases are bound by these predicates. In PRINTS database,
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Table 1. Predicates used as background knowledge in various genomic data

Genomic data Background knowledge predicates #Ground fact
Pfam prosite(+Domain,-PROSITE Domain) 1804

A domain has a PROSITE annotation number
interpro(+Domain,-InterPro Domain) 2804
A domain has an InterPro annotation number
prints(+Domain,-PRINTS Domain) 1698
A domain has a PRINTS annotation number
go(+Domain,-GO Term) 2540
A domain has a GO term

InterPro interpro2go(+InterPro Domain,-GO Term) 2378
Mapping of InterPro entries to GO

PROSITE prosite site(+Domain,#prosite site) 2804
A domain contains PROSITE significant sites or motifs

PRINTS motif compound(+Domain,#motif compound) 3080
A domain is compounded by number of conserved motifs

Uniprot haskw(+Domain,#Keyword) 13164
A domain has proteins keywords
hasft(+Domain,#Feature) 8271
A domain has protein features
ec(+Domain,#EC) 2759
A domain has coded enzyme of its protein
pir(+Domain,-PIR Domain) 3699
A domain has a Pir annotation number

MIPS subcellular location(+Protein,#Subcellular Structure) 10638
A domain has subcellular structures in which its protein is found.
function category(+Domain,#Function Category) 11975
A domain has the protein categorized to a certain function category
domain category(+Domain,#Domain Category) 5323
A domain has proteins categorized to a certain protein category
phenotype category(+Domain,#Phenotype Category) 8066
A domain has proteins categorized to a certain phenotype category
complex category(+Domain,#Complex Category) 7432
A domain has proteins categorized to a certain complex category

GO is a(+GO Term,-GO Term) 1009
is a relation between two GO terms
part of(+GO Term,-GO Term) 1207
part of relation between two GO terms

Others num int(+Domain,#num int) 804
A domain has a number of domain-domain interactions
ig(+Domain,+ Domain, #ig) 8246
Interaction generality is the number of domains that
interact with just two considered domains

Totals 100,421

motif compound information gives the number of conserved motifs found in pro-
teins and domains. The number of motifs is important in understanding the
conservation of protein/domain structures in the evolutionary process [7]. We
generated predicate motif compound(+Domain,#motif compound). This predi-
cate is predictive for DDI prediction and gives information about the stability
of DDIs (example rules are shown and analyzed in Section 3.2). For example:
motif compound(pr00517, compound(8)), where pr00517 is the accession num-
bers in PRINTS database and compound(8) is the number of motifs.

Protein domains are the basic elements of proteins. Protein features have
a significant effect on domain-domain interactions. These protein features (ex-
tracted from three databases Uniprot, MIPS and GO) are showed in the form of
predicates. These predicates describe function categories, subcellular locations,
GO terms, etc. They give the relations between DDIs and promising protein
features. For example, most interacting proteins are in the same complexes [14].
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The domains of these interacting proteins can interact with each other. As a
result, if some domains belong to the some proteins categorized in the same
complex, they can be predicted to have some domain-domain interactions. The
predicate complex category(+Domain,#Complex Category) means that a do-
main has proteins categorized to a certain complex category. For example,
complex category(pf00400, transcription complexes), where pf00400 is Pfam
accession number and transcription complexes is complex category name.

2.2 Learning DDI Predictive Rules by ILP from Generated Domain
and Protein Data

There have been many ILP systems that are successfully applied to various
problems in bioinformatics, such as protein secondary structure prediction [13],
protein fold recognition [12], and protein-protein interaction prediction [24]. The
proposed ILP framework for predicting DDIs from multiple genome databases
is described in Algorithm 2.

Algorithm 2. Discovering rules for domain-domain interactions
Input:

The domain-domain interactions database InterDom Number of negative ex-
amples (¬dij) N

Multiple genomic data used for extracting background knowledge
(SPfam, SInterPro, SPROSITE, SPRINTSSUniprot, SMIPS , SGO)

Output: Set of rules R for domain-domain interaction prediction.

1: R := ∅.
2: Extract positive examples set Sinteract from InterDom.
3: Generate negative examples ¬dijs by selecting randomly N domain pairs from D

where ¬dij /∈ Sinteract.
4: for each domain di ∈ D
5: call Algorithm 1 to generate values for features dm

t s from domain database M
(∀M ∈ (SPfam, SInterPro, SPROSITE, SPRINTS)) and protein features
pf l

rs from protein database L (∀L ∈ (SUniprot, SMIPS , SGO)).
6: Integrate all domain features dfm

t s and protein features pf l
rs for generating

background knowledge
7: Run Aleph to induce rules r.
8: R := R ∪ {r}.
9: return R.

In the framework, the common procedure of ILP method is presented. Step 2
and Step 3 are for generating positive and negative examples (see Section 3). In
Steps 4 to 7, we extracted background knowledge including both domain features
and protein features (see Section 2.1). Aleph system [1] is applied to induce rules
in Step 8. Aleph is an ILP system that uses a top-down ILP covering algorithm,
taking as input background information in the form of predicates, a list of modes
declaring how these predicates can be chained together, and a designation of one
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predicate as the head predicate to be learned. Aleph is able to use a variety of
search methods to find good clauses, such as the standard methods of breadth-
first search, depth-first search, iterative beam search, as well as heuristic methods
requiring an evaluation function. We use the default evaluation function coverage
(the number of positive and negative examples covered by the clause) in our
work.

3 Evaluation

3.1 Experiment Design

In this paper, we used 3000 positive examples from InterDom database. Inter-
Dom database consists of DDIs of multiple organisms [16]. Positive examples are
domain-domain interactions in InterDom database which have score threshold
over 100 and no false positives. The set of interacting pairs Sinteract in Algorithm 2
consists of these domain-domain interactions. Because there is no database for non
domain-domain interaction, the negative examples ¬dijs are randomly generated.
A domain pair (di, dj) ∈ D is considered to be a negative example, if the pair does
not exist in the interaction set. In this paper, we chose different numbers of nega-
tives (500, 1000, 2000, 3000 negative examples). To validate our proposed method,
we conducted a 10-fold cross-validation test, comparing cross-validated sensitiv-
ity and specificity with results obtained by using AM [23] and SVM method. The
AM method calculates a score dkl for each domain pair (Dk, Dl) as the number
of interacting protein pairs containing (Dk, Dl) divided by the number of protein
pairs containing (Dk, Dl).

In the approach of predicting protein-protein interactions based on domain-
domain interactions, it can be assumed that domain-domain interactions are
independent and two proteins interact if at least one domain pairs of these two
proteins interact. Therefore, the probability pij that two proteins Pi and Pj

interact can be calculated as

pij = 1−
∏

Dk∈Pi,Dl∈Pj

(1 − dkl)

We implemented the AM and SVM methods in order to compare them with
our proposed method. We use the same database applying ILP to input AM and
SVM. The probability threshold is set to 0.05 for the simplicity of comparison.
For SVM method, we used SV M light [9]. The linear kernel with default values
of the parameters was used. For Aleph, we selected minpos = 3 and noise =
0, i.e. the lower bound on the number of positive examples to be covered by
an acceptable clause is 3, and there are no negative examples allowed to be
covered by an acceptable clause. These parameters are the smallest that allow
us to induce rules with biological meaning. We also used the default evaluation
function coverage which is defined as P − N , where P , N are the number of
positive and negative examples covered by the clause.
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3.2 Analysis of Experimental Results

Table 2 shows the performance of Aleph compared with AM and SVM methods.
Most of our experimental results had higher sensitivity and specificity compared
with AM and SVM. The sensitivity of a test is described as the proportion of
true positives it detects of all the positives, measuring how accurately it identifies
positives. On the other hand, the specificity of a test is the proportion of true
negatives it detects of all the negatives, and thus is a measure of how accurately
it identifies negatives. It can be seen from Table 2 that the proposed method
showed a considerably high sensitivity and specificity given a certain number of
negative examples. The number of negative examples should be chosen neither
too large nor too small to avoid an imbalanced learning problem.

The performance of method in terms of specificity and sensitivity are also sta-
tistically tested in terms of confidence intervals. Confidence intervals give us an
estimate of the amount of error involved in our data. To estimate 95% confidence
interval for each calculated specificity and sensitivity, we used t distribution. The
95% confidence intervals are shown in Table 2.

Table 2. Performance of Aleph compared with AM and SVM methods. The sensitivity
and specificity are obtained for each randomly chosen set of negative examples. The
last column demonstrates the number of rules obtained using our proposed method,
with the minimum positive cover set to 3.

# Neg Sensitivity Specificity # Rules
AM SVM Aleph AM SVM Aleph

500 0.49±.027 0.86±.010 0.83±.016 0.54±.074 0.24±.004 0.61±.075 127
1000 0.57±.018 0.63±.074 0.78±.042 0.44±.033 0.49±.009 0.68±.042 173
2000 0.50±.015 0.32±.014 0.69±.027 0.50±.021 0.73±.015 0.80±.018 196
3000 0.49±.021 0.22±.017 0.62±.027 0.53±.022 0.81±.013 0.84±.010 235

Avg. 0.51±.020 0.51±.029 0.73±.028 0.50±.038 0.57±.010 0.73±.036

Besides comparing cross-validated sensitivity and specificity, cross-validated
accuracy and precision are considered. And all of your experiment results had
higher accuracy and precision compared with AM and SVM. The average accu-
racy (0.76) and precision (0.82) of Aleph are higher than both AM method (0.50
and 0.61 respectively) and SVM method (0.62 and 0.70 respectively).

The experimental results have shown that ILP approach potentially predicts
DDIs with high sensitivity and specificity. Further more, the inductive rules of
ILP encouraged us to discover lots of comprehensive relations between DDIs and
domain/protein features. Analysing our results in comparison with information
in biological literatures and books, we found that ILP induced rules could be
applied to the further related studies in biology.

The simplest rule covering many examples of positives is the self-interact rule.
Many domains tend to interact with themselves (86 domain-domain interactions
among positive examples). This phenomenon is reasonable because indeed lots of
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proteins interact with themselves, and they consist of many of the same domains.
Figure 2 shows some other induced rules.

Rule 1 [Pos cover = 15 Neg cover = 0]
interact domain(A, B) : −ig(A,B, C), C = 5,
function category(B, transcription),
protein category(A, transcription factors).

Rule 2 [Pos cover = 20 Neg cover = 0]
interact domain(A, B) : − num int(B, C), gteq(C, 20),
complex category(A, scf comlexes).

Rule 3 [Pos cover = 51 Neg cover = 0]
interact domain(A, B) : − interpro(B,C), interpro(A, C), interpro2go(C,D).

Rule 4 [Pos cover = 23 Neg cover = 0]
interact domain(A, B) : − prints(B,C), motif compound(C, compound(8)),
function category(A, protein synthesis).

Rule 5 [Pos cover = 31 Neg cover = 0]
interact domain(A, B) : − prints(B,C),
motif compound(C, compound(13)), haskw(A, cell cycle).

Rule 6 [Pos cover = 29 Neg cover = 0]
interact domain(A, B) : − num int(A, C), C = 7,
function category(B,metabolism),haskw(B, thread structure).

Rule 7 [Pos cover = 32 Neg cover = 0]
interact domain(A, B) : − ig(A,A, C), C = 3,
function category(B,cell type differentiation),
phenotype category(A, nucleic acid metabolism defects).

Rule 8 [Pos cover = 15 Neg cover = 0]
interact domain(A, B) : − phenotype category(B,conditional phenotypes)
hasft(A, domain rna binding rrm).

Rule 9 [Pos cover = 16 Neg cover = 0]
interact domain(A, B) : − prosite(B,C),
prosite site(C, tubulin subunits alpha beta and gamma signature).

Rule 10 [Pos cover = 37 Neg cover = 0]
interact domain(A, B) : − go(B,C), is a(C, D), hasft(A, chain bud site
selection protein bud5).

Fig. 2. Some induced rules obtained with minpos = 3

In the set of induced rules, there are (1) rules of only domain features (i.e.
Rule 9), rules of only protein features (i.e. Rule 8) and especially rules of mixture
of both domain features and protein features (i.e. Rule 4, Rule 5). In rules, the
coverage values presented are the average predictive coverage on the 10 folds.

Related to motif compound feature in domain, we found that the more motifs
a domain has, the more interactions the domain has with other domains. This
means that domains which have many conserved motifs tend to interact with
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others. And the interactions of these domains play an important role in forming
stable domain-domain interactions in particular and protein-protein interactions
in general [11]. Rule 4 shows that if we have two domains - one of them with eight
motifs, and the other one belonging to proteins categorized in protein synthesis
function category, then the two domains interact.

Discovering the rules related to domain sites and domain signatures with pred-
icate prosite site(domain,#prosite site), we found some significant sites in
domain joining in the domain-domain interactions. Rule 9 shows the relation
between the accession numbers in Pfam database and PROSITE database, and
then the signature information of domain in PROSITE database. This rule means
that if one domain belongs to both Pfam database and PROSITE database
and has tubulin subunits alpha beta and gamma signature, then it can inter-
act with others. The rules like Rule 9 can be applied to understand protein-
protein interaction interfaces and protein structures [20].

Rule 6 is an example which infers the relation between DDIs and biological
pathways. From this rule, if we have an interacting domain pair, one of them has
seven domain-domain interactions, and the other domain belongs to one protein
which has keyword thread struture, we can say that that protein functions in a
certain metabolic pathway.

Thanks to inductive rules of ILP, we found a lot of relations between DDIs
and different domain and protein features. We expect that the combination of
these rules will be very useful for understanding DDIs in particular and protein
structures, protein functions and protein-protein interactions in general.

4 Conclusion

We have presented an approach using ILP and multiple genome databases to pre-
dict domain-domain interactions. The experimental results demonstrated that
our proposed method could produce comprehensible rules, and at the same time,
performed well compared with other work on domain-domain interaction pre-
diction. In future work, we would like to investigate further the biological signif-
icance of novel domain-domain interactions obtained by our method, and apply
the ILP approach to other important tasks, such as determining protein func-
tions, protein-protein interactions, and the sites, and interfaces of these interac-
tions using domain-domain interaction data.
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Abstract. Clustering algorithms based on a matrix of pairwise simi-
larities (kernel matrix) for the data are widely known and used, a par-
ticularly popular class being spectral clustering algorithms. In contrast,
algorithms working with the pairwise distance matrix have been studied
rarely for clustering. This is surprising, as in many applications, distances
are directly given, and computing similarities involves another step that
is error-prone, since the kernel has to be chosen appropriately, albeit com-
putationally cheap. This paper proposes a clustering algorithm based on
the SDP relaxation of the max-k-cut of the graph of pairwise distances,
based on the work of Frieze and Jerrum. We compare the algorithm with
Yu and Shi’s algorithm based on spectral relaxation of a norm-k-cut.
Moreover, we propose a simple heuristic for dealing with missing data,
i.e., the case where some of the pairwise distances or similarities are
not known. We evaluate the algorithms on the task of clustering natural
language terms with the Google distance, a semantic distance recently
introduced by Cilibrasi and Vitányi, using relative frequency counts from
WWW queries and based on the theory of Kolmogorov complexity.

1 Introduction

Let a set of n objects or data points, x1, . . . , xn, be given. We might not know
anything about the objects, but assume that their pairwise distances dij =
d(xi, xj) are known. Here, d : M ×M → R is a distance measure over a set M ,
i.e., d(x, y) ≥ 0, d(x, y) = d(y, x) for all x, y ∈ M , and d(x, y) = 0 iff x = y.
Then we can cluster the data, i.e., assign the xi to k distinct groups such that
the distances within groups are small and the distances between the groups are
large. This is done as follows. Construct a graph from the pairwise distances and
choose an algorithm from the large class of recently published methods based
on graph-theoretic cut criteria. As the cuts are usually NP-hard to optimize,
appropriate relaxations have been subject to intensive research. Two types of
relaxations are particularly important:
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N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 197–208, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



198 J. Poland and T. Zeugmann

(1) Spectral methods, where the top eigenvectors of the graph’s adjacency
matrix are used to project the data into a lower dimensional space. This gives rise
to new theoretical investigations of the popular spectral clustering algorithms.

(2) Semi-definite programming (SDP), where the discrete constraints of the
cut criterion are replaced by continuous counterparts. Then convex solvers can
be used for the optimization.

Surprisingly, all of the clustering approaches suggested so far work on a graph
of similarities rather than distances. This means that, given the distances, we
need one additional step to obtain similarities from distances, e.g., by applying a
Gaussian kernel. This also involves tuning the kernel width, a quantity which the
clustering algorithm is quite sensitive to. Hence, it is natural to avoid this step
by using a cut criterion that directly works with the distance graph, e.g., max-
cut. We follow Frieze and Jerrum [4] and solve the max-cut problem via an SDP
relaxation. We compare this method with a representative of spectral clustering
algorithms, namely the spectral relaxation of the normalized cut criterion [12].

As a second contribution of this paper, we propose a simple heuristic for
dealing with missing data, i.e., the case where some of the pairwise distances dij

are unknown. Then, our aim is to substitute the missing dij by a value which is
most likely to leave the values of the cuts intact. This turns out to be the mean
of the observed dij .

One motivation for considering missing data is given by the application we
shall use to test the algorithms: Clustering of natural language terms using the
Google distance. The Google distance [2] is a means of computing the pair-
wise distance of any searchable terms by just using the relative frequency count
resulting from a web search. The Google API provides a convenient way for
automating this process, however with a single key (which is obtained by prior
registration) the maximum amount of daily queries is currently limited to 1000.
Hence, by querying an incomplete sparse distance matrix rather than a full one,
one can speed up considerably the overall process, as we shall demonstrate.

The paper is structured as follows. In the next two sections, we introduce the
two algorithms based on max-k-cut and norm-k-cut relaxations, respectively,
and recall some theory. In Section 4 we address the missing data problem. Sec-
tion 5 confronts the two algorithms, looking on the exact cut criteria rather than
the relaxations, and compares the computational resources required. Section 6
describes the Google distance. In Section 7 we present experimental results with
the Google distance. Relation to other work is discussed and conclusions are
given in Section 8.

2 Max-k-Cut

Given a fully connected, weighted graph G=(V, D) with vertices V ={x1, . . . , xn}
and edge weights D = {dij ≥ 0 | 1 ≤ i, j ≤ n} which express pairwise distances,
a k-way-cut is a partition of V into k disjoint subsets S1, . . . , Sk. Here k is
assumed to be given. We define the predicate A(i, j) = 0 if xi and xj happen
to be in the same subset, i.e., if ∃[1 ≤  ≤ k, 1 ≤ i, j ≤ n and i, j ∈ S�], and
A(i, j) = 1, otherwise. The weight of the cut (S1, . . . , Sk) is defined as
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n∑
i,j=1

di,jA(i, j) .

The max-k-cut problem is the task of finding the partition that maximizes
the weight of the cut. It can be stated as follows: Let a1, . . . , ak ∈ Sk−2 be the
vertices of a regular simplex, where

Sd = {x ∈ Rd+1 | ‖x‖2 = 1}
is the d-dimensional unit sphere. Then the inner product ai·aj = − 1

k−1 whenever
i �= j. Hence, finding the max-k-cut is equivalent to solving the following integer
program:

IP : maximize k−1
k

∑
i<j

dij(1− yi · yj)

subject to yj ∈ {a1, . . . , ak} for all 1 ≤ j ≤ n.

Frieze and Jerrum [4] propose the following semidefinite program (SDP) in order
to relax the integer program:

SDP : maximize k−1
k

∑
i<j

dij(1− vi · vj)

subject to vj ∈ Sn−1 for all 1 ≤ j ≤ n and
vi · vj ≥ − 1

k−1 for all i �= j (necessary if k ≥ 3).

The constraints vi · vj ≥ − 1
k−1 are necessary for k ≥ 3 because otherwise the

SDP would prefer solutions where vi · vj = −1, resulting in a larger value of the
objective. We shall see in the experimental part that this indeed would result
in invalid approximations. The SDP finally can be reformulated as a convex
program:

CP : minimize
∑
i<j

dijYij (1a)

subject to Yjj = 1 for all 1 ≤ j ≤ n and (1b)
Yij ≥ − 1

k−1 for all i �= j (necessary if k ≥ 3) and (1c)
Y = (Yij)1≤i,j≤n satisfies Y " 0. (1d)

Here, for the matrix Y ∈ Rn×n the last condition Y " 0 means that Y is
positive semidefinite. Efficient solvers are available for this kind of optimization
problems, such as CSDP [1] or SeDuMi [10]. In order to implement the con-
straints Yij ≥ − 1

k−1 with these solvers, positive slack variables Zij have to be
introduced together with the equality constraints Yij − Zij = − 1

k−1 .
Finally, for obtaining the partitioning from the vectors vj or the matrix Y ,

Frieze and Jerrum [4] propose to sample k points z1, . . . , zk randomly on Sn−1,
representing the groups, and assign each vj to the closest group, i.e., the clos-
est zj . They show approximation guarantees generalizing those of Goemans and
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Williamson [5]. In practice however, the approximation guarantee does not neces-
sarily imply a good clustering, and applying the k-means algorithm for clustering
the vj gives better results here. We use the kernel k-means (probably introduced
for the first time by [9]) which directly works on the scalar products Yij = vi ·vj ,
without need of recovering the vj . We recapitulate the complete algorithm:

Algorithm. Clustering as an SDP relaxation of max-k-cut
Input: Distance matrix D = (dij) .
1. Solve the SDP via the CP (1a) through (1d).
2. Cluster the resulting matrix Y using kernel k-means.

3 Normalized k-Cut

The normalized cut criterion has emerged as one of the most widely accepted cut
criteria for clustering. It is defined on a graph G = (V, W ) of pairwise similarities
rather than distances: W = {wij | wij ∈ [0, 1], 1 ≤ i, j ≤ n}. Here, we identify
the edges of G with their weights given by the similarities. For a k-way-cut, i.e.,
a partition of V into k disjoint subsets S1, . . . , Sk, the norm-k-cut criterion is
defined as (cf. Yu and Shi [12])

1
k

k∑
�=1

∑
i∈S�,j /∈S�

wij∑
i∈S�,j∈V wij

=1− 1
k

k∑
�=1

∑
i∈S�,j∈S�

wij∑
i∈S�,j∈V wij

=: 1−knassoc(S1, . . . , Sk), (2)

where knassoc(S1, . . . , Sk) is called the k-way normalized associations criterion.
Therefore, minimizing the norm-k-cut value is equivalent to maximizing the
norm-knassoc value. Following [12], this is the task we consider. For a vector
v = (v1, . . . , vn) we write Diag(v) to denote the matrix M = (mij)1≤i,j≤n with
mii = vi and mij = 0 for all i �= j. Furthermore, for a matrix M = (mij)1≤i,j≤n

we write diag(M) to denote the vector (m11, . . . , mnn).
Optimizing (2) can be restated as solving the following integer program

IP : maximize 1
k tr(ZT WZ)

subject to Z = X(XT ΣX)−
1
2 , (3)

Σ = Diag
((∑n

i=1
wij

)
1≤j≤n

)
, and

X ∈ {0, 1}n×k such that
k∑

�=1

X(j, ) = 1 for all 1 ≤ j ≤ n.

Relaxing the constraints on Z and passing to continuous domain, we need to
solve the following continuous program

ContP : maximize 1
k tr(ZT WZ) (4)

subject to ZT ΣZ = Ik,
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where Ik is the k-dimensional identity matrix and Σ is defined as above. The
space of all optima of (4) can be described with the help of a spectral decompo-
sition of the Laplacian L = Σ− 1

2 WΣ− 1
2

L = Σ− 1
2 WΣ− 1

2 = UΛUT , (5)

where U is orthogonal and Λ is diagonal. Let Λ∗ ∈ Rn×k denote the part of Λ
containing the largest k eigenvalues (such that Λ∗(i, j) = 0 unless i = j), and
U∗ ∈ Rn×k be the corresponding eigenvectors, then

Z = {Σ− 1
2 U∗R | RT R = Ik} (6)

describes the space of solutions of (4).
For some relaxed solution Z ∈ Z, the corresponding X ∈ Rn×k can be ob-

tained by inverting (3):

X̃ = Diag
(
diag(ZZt)

)
Z.

Then one can reconstruct an integer solution X by applying an EM procedure
and alternatingly optimizing the rotation matrix R and the discretization X :

1. For given R and resulting Z and X̃, let X(i, ) = 1, if X̃(i, ) ≥ X̃(i, m) for
all 1 ≤ m ≤ k, and let X(i, ) = 0, otherwise.

2. For given X and X̃ , compute a singular value decomposition XT X̃ = Ũ Λ̃ŪT

and let R = ŨŪ t.

We recapitulate the algorithm:
Algorithm. Clustering as a spectral relaxation of norm-k-cut [12]
Input: Similarity matrix W = (wij) .
1. Solve the eigenvalue problem (5).
2. Use the described EM procedure to optimize the discretization.

Note that the EM procedure used in this algorithm is different from, but
nevertheless closely related to the k-means algorithm used in the algorithm based
on max-k-cut and many other spectral clustering algorithms.

4 Missing Data

Assume that either the distance matrix D or the similarity matrix W is not fully
specified, but a portion of the off-diagonal entries is missing. One motivation
for considering this case could be the desire to save resources by computing
only part of the entries (e.g., for the Google distance discussed below, normal
user registration permits only a limited amount of queries a day). Suppose that
M ∈ {0, 1}n×n is a matrix such that diag(M) = 0 and M(i, j) = 1 if and only if
D(i, j) (or W (i, j), respectively) is not missing. Assume that the diagonal of D
is zero and that of W is one, and denote the ith column of a matrix X by X [i].
Define the mean of the observed values,

D̄ =
1∑

i,j M(i, j)

n∑
i=1

D[i]T M [i] or W̄ =
1∑

i,j M(i, j)

n∑
i=1

W [i]T M [i].
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Then, replacing the missing entries in D with the value D̄, the resulting distance
matrix D is an unbiased estimate for the original full matrix, if the positions of
the missing values are sampled from a uniform distribution. Hence, the resulting
max-k-cut criterion for each partition is an unbiased estimate for the criterion
respective to the original matrix, and this is the best we can do to achieve our
goal that the optimal k-way-cuts of the original and the completed matrix are
the same.

Also in the case of a similarity matrix W , the missing values should be replaced
by the mean of the observed values. Asymptotically for n→∞, this also yields
an unbiased estimate for the norm-k-cut criterion. However, the reasoning is
more difficult here, since the norm-k-cut criterion is a sum of quotients, and for
two random variables X and Y , we have E[X/Y ] �= E[X ]/E[Y ]. Still, the actual
values of numerator and denominator are close to their expectations, as one can
verify using concentration inequalities, e.g., Hoeffding’s inequality. Then, for
large n, with high probability the quotient is close to the corresponding quantity
for the original (full) similarity matrix.

5 Max-k-Cut Versus Norm-k-Cut

In this section, we compare the max-cut and norm-cut criteria on distance and
similarity matrices that are small enough to allow for a brute-force computation
of the exact criteria. We start from 10 × 10 matrices D0 and W0 consisting of
two blocks of each size 5,

D0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 · · · 0 1 · · · 1
...

. . .
...

...
. . .

...
0 · · · 0 1 · · · 1
1 · · · 1 0 · · · 0
...

. . .
...

...
. . .

...
1 · · · 1 0 · · · 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and W0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 · · · 1 0 · · · 0
...

. . .
...

...
. . .

...
1 · · · 1 0 · · · 0
0 · · · 0 1 · · · 1
...

. . .
...

...
. . .

...
0 · · · 0 1 · · · 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

From these matrices, distance matrices D and similarity matrices W are obtained
by (1) perturbing the value by Gaussian noise of varying amplitude, (2) making
the matrices symmetric and rescaling them to the interval [0, 1], (3) removing a
fraction of the off-diagonal values and replacing them by the mean of the remain-
ing values. Another matrix we use for the norm-cut criterion is a kernel matrix
obtained from the distance matrix using a Gaussian kernel, WD = exp(− 1

2σ2 D2)
(all operations are meant in the pointwise sense here). Since the values of the dis-
tance matrix are normalized to [0, 1], we use a fixed σ = 1

3 . The missing values of
WD are replaced by the mean of the observed values in WD.

All values displayed in Figures 1 through 3 below are means of 1500 indepen-
dent samples. Figure 1 shows that, when using the max-cut criterion, the relative
number of experiments that result in a different clustering than the originally
intended one, grows if either the noise amplitude or the fraction of missing val-
ues increases. Of course this was expected. The max-cut criterion even yields
always the correct clustering if both noise amplitude and missing data fraction
are sufficiently low.
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Fig. 1. Average fraction of incorrect clus-
terings by max-k-cut on a noisy distance
matrix with missing data
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Fig. 2. Difference of the average fraction
of incorrect clusterings by norm-k-cut rela-
tive to max-k-cut, where the similarity ma-
trix W D was obtained from the distance
matrix D as W D = exp(− 1

2σ2 D2)
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Fig. 3. Average fraction of incorrect clus-
terings by norm-k-cut: Difference of a
W D = exp(− 1

2σ2 D2) matrix to a directly
generated similarity matrix W

The same holds in principle for the norm-cut criterion, both for the directly
generated similarity matrices W and for those matrices WD derived from the
distance matrix by means of the Gaussian kernel. However, in Figure 2, where
the average difference of the error rates of the norm-cut clustering of WD to the
max-cut clustering of D is displayed, we can see: The norm-cut clustering always
produces a higher error rate. The error rate is even more significantly higher for
large fractions of missing values.

Did we introduce this increased error artificially by the additional transfor-
mation with the Gaussian kernel? Figure 3 indicates that this is not the case, as
it shows nowhere a significantly positive value. Precisely, Figure 3 displays the
difference of the error rates of the norm-cut clusterings of WD relative to the
directly generated matrices W .
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Next, we turn to the computational resources required by the algorithms. Both
max-cut and norm-cut areNP-hard to optimize, so let us look at the relaxations.
The spectral decomposition of a n×n matrix can be done in time O(n3), and if
only the top k eigenvectors are desired, the effort can be even reduced to O(kn2)
by an appropriate Lanczos method. Therefore the norm-cut/spectral algorithm
has quadratic or (depending on the implementation) at most cubic complexity.

On the other hand, solving the SDP in order to approximate max-cut is more
expensive. The respective complexity is O(n3 + m3) (see [1]), where m is the
number of constraints. If k = 2, then m = n and the overall complexity is cubic.
However, for k ≥ 3, we need m = O(n2) constraints, resulting in an overall
computational complexity of O(n6).

Finally, we remark that the analysis of the eigenvalues of the similarity matrix
can yield a quite useful criterion to automatically determine the number k of
clusters, in case that k is not known. We do not know of a corresponding method
based on the distance matrix. We shall not further discuss this issue here and
assume in the following that k is known.

6 The Google Distance

Our sample application for the subsequent simulations will be clustering of nat-
ural language terms using the Google distance. This distance has been suggested
by Cilibrasi and Vitányi [2] as a semantical distance function on pairs of words or
terms. For instance, for most of today’s people, the terms “Claude Debussy” and
“Béla Bartók” are much tighter related than “Béla Bartók” and “Michael Schu-
macher”. The World Wide Web represents parts of the world we live in as a huge
collection of documents, mostly written in natural language. We briefly describe
the derivation of the Google distance, starting with concepts from Kolmogorov
complexity (Algorithmic Information Theory).

Let us fix a universal Turing machine (which one we fix is not relevant, since
each universal machine can interpret each other by using a “compiler” program
of constant length). For concreteness, we assume that its program tape is binary,
such that all subsequent logarithms referring to program lengths are w.r.t. base 2
(which is also not relevant for our algorithms). The output alphabet is ASCII.
Then, the (prefix) Kolmogorov complexity of a character string x is defined as

K(x) = length of the shortest self-delimiting program generating x,

where by the requirement “self-delimiting” we make sure that the programs form
a prefix-free set and therefore the Kraft inequality holds:∑

x

2−K(x) ≤ 1 , where x ranges over all ASCII strings

The Kolmogorov complexity is a well-defined quantity regardless of the choice
of the universal Turing machine, up to an additive constant.

If x and y are ASCII strings and x∗ and y∗ are their shortest (binary) pro-
grams, respectively, we can define K(y|x∗), which is the length of the short-
est self-delimiting program generating y where x∗, the program for x, is given.
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K(x|y∗) is computed analogously. Thus, we may follow [8] and define the uni-
versal similarity metric as

d(x, y) =
max

{
K(y|x∗), K(x|y∗)

}
max

{
K(x), K(y)

} (7)

This can be interpreted as (approximately) the ratio by which the complex-
ity of the more complex string decreases, if we already know how to gener-
ate the less complex string. The similarity metric is almost a metric accord-
ing to the usual definition, as it satisfies the metric (in)equalities up to order
1/max

{
K(x), K(y)

}
.

Given a collection of documents like the World Wide Web, we can define the
probability of a term or a tuple of terms just by counting relative frequencies.
That is, for a tuple of terms X = (x1, x2, . . . , xn), where each term xi is an
ASCII string, we set

pwww(X) = pwww(x1, x2, . . . , xn) =
# web pages cont. all x1, x2, . . . , xn

# relevant web pages
. (8)

Conditional probabilities can be defined likewise as

pwww(Y |X) = pwww(Y $X)/pwww(X) ,

where X and Y are tuples of terms and $ denotes the concatenation. Although
the probabilities defined in this way do not satisfy the Kraft inequality, we may
still define complexities

Kwww(X) = − log
(
pwww(X)

)
and Kwww(Y |X) = Kwww(Y $X)−Kwww(X). (9)

Then we use (7) in order to define the web distance of two ASCII strings x and y,
following Cilibrasi and Vitányi [2], as

dwww(x, y) =
Kwww(x $ y)−min

{
Kwww(x), Kwww(y)

}
max

{
Kwww(x), Kwww(y)

} (10)

We query the page counts of the pages by using the Google API, so we call
dwww the Google distance. Since the Kraft inequality does not hold, the Google
distance is quite far from being a metric, unlike the universal similarity metric
above.

The “number of relevant web pages” arising in (8) will be estimated by hand
for all of the subsequent simulations. Actually, the clustering is not very sensitive
to this value. On the other hand, Google no longer publishes its database size,
and the full database size would not be the most appropriate value anyway for
many applications. E.g., if we cluster words in a not so common language, then
the index size relative to this language might be more appropriate.
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7 Experimental Results with the Google Distance

We evaluate both clustering algorithms from Sections 2 and 3 on a set of natural
language terms clustering tasks. We used the following datasets, which are all
available at http://www-alg.ist.hokudai.ac.jp/datasets.html .

Table 1. Empirical comparison of the algorithms on the basic data sets (without
removing additional data)

data set information clustering errors and comp. time
name size #clusters missing data max-cut/SDP norm-cut/spectral
people2 50 2 0% 0 (4 sec) 0 (0.07 sec)
people3 75 3 0% 0 (∼ 90 sec) 2 (0.13 sec)
people4 100 4 0% 1 (∼ 876 sec) 5 (0.2 sec)
people5 125 5 0% 4 (∼ 2544 sec) 8 (0.35 sec)
alt-ds 64 2 0% 1 (3 sec) 1 (0.1 sec)
math-med-fin 60 3 0% 1 (∼ 36 sec) 1 (0.1 sec)
finance-cs-j 30 2 0% 4 (1.8 sec) 1 (0.05 sec)
phil-avi-d 198 2 50% 5 (12 sec) 6 (2 sec)
math-cuisine 600 2 70% 23 (137 sec) 22 (16.6 sec)

The dataset people2 contains the names of 25 famous classical composers
and 25 artists (i.e., two intended clusters), people3 contains all names from
people2 plus 25 bestseller authors, people4 is extended by 25 mathematicians,
and people5 additionally contains 25 classical composers. The dataset alt-ds
contains not terms in natural language, but rather titles and authors’ last names
from (almost all of) the papers from the ALT 2004 and DS 2004 conferences.
Furthermore we use the datasets math-med-fin containing 20 terms each from
the mathematical, medical, and financial terminology, finance-cs-j contains
20 financial and 10 computer science terms in Japanese, phil-avi-d has 98
terms from philately and 100 terms from aviation in German, and math-cuisine
has 254 mathematical and 346 cuisine-related terms (in English). The distance
matrices of the last two data sets are not fully given: in phil-avi only 50% of
the entries are known, in math-cuisine it is only 30%.

For the norm-cut based algorithm, we need to convert the distance matrix to
a similarity matrix. We do this by using a Gaussian kernel WD = exp(− 1

2σ2 D2)
and set the width parameter σ = D̄/

√
2, which gives good results in practice.

Another almost equally good choice is σ = 1
3 , which can be justified by the fact

that the Google distance is scale invariant and mostly in [0, 1].
Table 1 shows the number of clustering errors, i.e., the number of data points

that are sorted to a different group than the intended one, respectively, on the
data sets just described. One can see that both algorithms perform well in prin-
ciple, in fact many of the “errors” displayed are in reality ambiguities of the
data, e.g., the only misclustering in the math-med-fin data set concerns the
term “average” which was intended to belong to the mathematical terms but
ended up in the financial group.
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We remark that the constraints (1c) and the resulting huge SDP size were
really necessary in order to get reasonable results: Without these constraints,
e.g., clustering the people5 data set with the SDP algorithm, the resulting
average number of errors is 36.

Looking on the computation times in Table 1 (measured on a 3 Ghz Pentium
IV), the spectral method is clearly much faster than the SDP, in particular for
k = 3 or more clusters. Here the quadratic number of constraints in the SDP
and the resulting 6th order computation time are really expensive. Actually, the
available SDP software (CSDP, SeDuMi) do not even work at all with much
larger problems if k ≥ 3.

Next we consider a situation with varying fraction of missing data, shown in
Figure 4 for the data sets people2-people5. Here the max-cut/SDP algorithm
consistently outperforms the norm-cut/spectral algorithm, in particular if the
number of clusters or the fraction of missing data grows. The same can be observed
on the math-med-fin as shown in Figure 5. Note that both algorithms work quite
well until about 70% missing data, after that the error increases sharply. Both fig-
ures are based on 20 independent samples of missing data each, where the missing
data locations were sampled in a balanced way such that each row and column of
the distance matrix has the same fraction of missing values. Figure 5 also displays
95%-confidence bars based on the standard normal assumption.

8 Relations to Other Work and Conclusions

There are many papers on clustering based on similarity matrices, in particular
spectral clustering. It seems that norm-(k-)cut is quite established as an ideal
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criterion here, but there are different, such as min-max cut [3]. But also SDP
has been used in connection with spectral clustering and kernels: [11] propose a
SDP relaxation for norm-k-cut clustering based on a similarity matrix, while [6]
and [7] use SDP for completion and learning of kernel matrices, respectively.

To our knowledge, the present work is the first one to use a distance matrix
and a max-(k-)cut criterion for similar clustering tasks, which is natural in many
applications where distances are given instead of similarities. We have seen that
a SDP relaxation works quite well and yields results which tend to be superior
to the spectral clustering results, in particular if the fraction of missing values
grows. However, the SDP relaxation is expensive for k = 3 or more clusters. Thus
we conclude with the open question of how to obtain a more efficient relaxation
of max-k-cut, for instance a spectral one.
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Abstract. The Linux operating system embodies a development history
of 15 years and community effort of hundreds of voluntary developers.
We examine the structure and evolution of the Linux kernel by consider-
ing the source code of the kernel as ordinary text without any regard to
its semantics. After selecting three functionally central modules to study,
we identified code segments using local alignments of source code from a
reduced set of file comparisons. The further stages of the analyses take
advantage of these identified alignments. We build module-specific visu-
alizations, or descendant graphs, to visualize the overall code migration
between versions and files. More detailed view can be achieved with chain
graphs which show the time evolution of alignments between selected
files. The methods used here may also prove useful in studying large
collections of legacy code, whose original maintainers are not available.

1 Introduction

In data analysis, or data mining [5], one is usually interested in analyzing prob-
lems with little or no a priori information about the problem. Taking software as
a collection of data — the approach taken in this paper — we aim to analyze the
source code with data mining methods and explore the evolution of the software
system itself.

We study the source code of the Linux operating system. Its open development
process allows us to sample versions throughout the fifteen years of development.
The freely available source code and the large number of literature (e.g. [11], [8],
[1]) about Linux provides us a way to validate our results. After determining the
suitable versions and modules for further analysis, we map the similar segments
in the source code. This approach is inspired by the synteny maps [3] used in
genetic research.

A study [10] in 1999 examined two other free software systems: the Apache
web server and the bash shell. They used common source code quality metrics
such as cyclomatic complexity, number of lines of code, number of individual
function calls and others. Their approach differs from ours as we do not use
predefined metrics. Another study [4] in 2000 showed that the growth of Linux
has been super-linear during the the period from 1994 to 2000. Their analysis
was based on the sizes of the source code files.
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The rest of the paper is organized as follows. In Section 2, we describe the
Linux operating system and its evolution. The alignment algorithms used in the
paper are described in Section 3. The alignments are further analyzed to form
graphs, described in Section 4. A closer look at the file-specific evolution is given
by chains, described in Section 5. The results are discussed in Section 6. The
paper is summarized in Section 7.

2 Linux Operating System and Its Evolution

Linux is a popular open-source operating system developed by hundreds of core
developers around the world. It runs on several platforms and supports a wide
range of hardware devices. Linux is free; it is available for no cost and there are
very few limitations concerning its use and distribution.

Linux began as a hobby project for a Finnish student Linus Torvalds, but it
matured quickly into a usable operating system for Intel-based PCs. Version 1.0
was released in March 1991 and version 2.0 in June 1996. Versions with an
even minor version number, e.g. 2.2.x, are called stable branches. The latest
stable version is 2.6.16.9 at the time of writing, April 2006. For the purposes
of our study, we chose six versions of Linux: 1.0, 1.2.0, 2.0.1, 2.2.0, 2.4.0, and
2.6.0. These are the first versions of the stable branches of the kernel. They are
separated from each other by at least a year. The size of the Linux source code
has almost doubled at the release of each new stable branch. The size of the 2.6-
branch is over 200 megabytes. A vast majority of the Linux code base consists
of device drivers. In the latest 2.6-branch, the size of the subdirectory drivers
is approximately half of the total size.

However, the evolution of device drivers is very limited and isolated. Once a
driver has been written, the only changes will be bug fixes. There is also little
interaction between driver source code files — the main exception is when a
driver is based on another driver for older hardware. The Linux source code
distribution is divided into subdirectories. Most of these subdirectories contain
a part of the source code for the kernel, such as the aforementioned drivers. We
call such subdirectories modules. Note that parts of the kernel that are loaded
dynamically at run-time are also called modules.

In this work we will examine the changes in Linux by studying how source
code has changed within and between files. Thus, we will use the source code
itself as our data.

To narrow our data, we chose such modules that they contain most of the
essential functionality of an operating system kernel: memory management, pro-
cess management, scheduling, virtual memory et cetera. We were left with three
modules: ipc, kernel, and mm. Another reason for limiting ourselves to a subset
of the entire source code distribution is the computational complexity of the
algorithm we intend to use. This is discussed in Section 3.1.

Each release of Linux has roughly doubled the size of the source code distri-
bution as shown by Figure 1. Two of the three modules chosen for this work, ipc
and mm, follow the same general pattern. The module kernel behaves differently
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and shrinks between releases. This is related to the large number of changes be-
tween kernel series 1.x and 2.x. Several elements in the module are transferred
to other subdirectories or under architecture-specific directories.

1.0 1.2.0 2.0.1 2.2.0 2.4.0 2.6.12.5
Version number
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e
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te
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Linux kernel source code size

Full distribution
ipc+kernel+mm
kernel

Fig. 1. Comparison of growth rates for the full distribution, modules studied in this
work (ipc, mm and kernel) and the kernel module alone. The full distribution includes
the source code, header files, documentation etc.; the modules have been cleaned up
and they contain only the C-language source code. The combined size of ipc, kernel
and mm modules follows the general exponential, while kernel module, when examined
alone, remains almost constant. Note that sizes are plotted on a logarithmic scale.

3 Measuring Similarity Between Source Code Files

To compare files from different versions with each other, we need a measure
of similarity. To build such a measure, we first considered the source code files
as strings (text representation). There are several methods that assign a global
similarity score for two strings, such as the Needleman-Wunsch [7] algorithm or
the Jaro distance [6].

Our strings also have an internal structure. The basic building blocks of a com-
puter program, functions, variable definitions, loops et cetera are very mobile.
Functions can be moved from file to file with ease or commonly used struc-
tures can be isolated into a new file. These are the kind of changes we are
interested in.
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Fitting these two requirements together is easier than it seems. Figuring out
the internal structure can help us in deciding the overall similarity. There is a
class of string matching algorithms, known as local alignment algorithms, that
are suited for our approach.

3.1 String Alignment Algorithms

Local alignment algorithms isolate similar segments from the two input strings.
In this context, similar does not mean identical; several algorithms allow gaps or
mismatches between letters. This fit our needs well, since it allowed us to ignore
differences that were “too small”, such as an added space or newline.

There are several local alignment algorithms available. We chose to use one
of the simplest, the Smith-Waterman algorithm [9]. It is based on the earlier
Needleman-Wunsch algorithm [7]. The algorithm uses dynamic programming [2]
to compute a score table, from which the best-matching alignment can be ex-
tracted. More precisely, we can extract the relevant substrings from the two
input strings.

Ordinary Smith-Waterman algorithm only returns the highest scoring align-
ment between the two strings. We modified the algorithm to compute more than
one alignment. After we have found the longest alignment, the rows and columns
representing it are marked as visited. This partitions the score table into several
subtables, which represent different combinations of the remaining substrings.

As an example, consider strings “ACDC-COMMON-DCDC” and “Beatles-
COMMON-Rolling Stones”. After we remove the longest common substring, “-
COMMON-”, we are left with pairs (“ACDC”, “Beatles”), (”ACDC”, “Rolling
Stones”), (“DCDC”, “Beatles”) and (“DCDC”, “Rolling Stones”). We need to to
recompute the scores in the subtables corresponding to these pairs with Smith-
Waterman algorithm. Note that when an alignment is found in a subtable, we
must partition all such subtables that contain the rows and columns associated
with that alignment.

We set a minimum limit for the length of the alignments in order to keep
them meaningful. Without a limit the modified algorithm would continue until
both strings are exhausted. This would result in a large number of length-1
alignments. When string s1 in file F1 is aligned with string s2 in file F2, we say
that F1 and F2 share an alignment.

Given two strings with lengths M and N , both the time and memory com-
plexity are both O(MN). A quick analysis of the computational requirements
shows that it is too expensive to go through each possible pair of files. Our
initial starting point was for each of the three modules to compare each file
with every other file, except with those in the same version. There were 10724
such pairs. To reduce that number, we chose ten pairs that clearly were related
and compared their alignments with ten randomly chosen pairs. The distribu-
tions of the alignment lengths were clearly different for the two sets of files. The
longest alignments in the randomly chosen set had a score less than 150, which
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corresponds to approximately 80 characters. In comparison, each of the pairs
in the hand-picked set had alignments above the score of 150 and the longest
alignments had a score over 20000. Computing the score of the longest alignment
is faster than computing all the alignments. Thus as a preliminary step, we
pruned out pairs whose longest mutual alignment had a score less than 150.
This resulted in 769 pairs.

3.2 Similarity from Alignments

All the alignments produced by the Smith-Waterman algorithm have a score
associated with them. These can be used to build several different similarity
measures for the files themselves by transforming them into vectors. Consider the
files F1 and F2 who share alignments with scores {a1, a2, . . . , an}. The Euclidian
norm can be transformed into a similarity function S2(F1, F2) =

∑n
k=1 ak. For

our work we considered the 1-norm and the ∞-norm, which correspond to taking
a sum and the maximum of the set of scores, respectively.

Alignments with lower score are often less “meaningful” than the ones with
a higher score, which might distort the results. For this reason we occasionally
considered only alignments above a certain cutoff score, such as 150. Note that
this does not affect the ∞-norm. It is worth pointing out, that these similarity
measures are not complete. There may be files that do not share any alignments;
for such files the similarity is undefined.

4 Descendant Graphs of Modules

We used the similarity information to construct a descendant graph. As a sim-
ilarity measure, we used a 1-norm and discarded alignments under score 150.
With the descendant graph we examined how code is reorganized between con-
secutive versions. We plotted all the files in a given module (ipc, kernel, or mm)
and connected each file F to its “descendants”, that is, files in the next version
that share an alignment with F . The similarity between the files is denoted by
the weight of the link—the heaviest links belong to the top quartile, while the
lightest links belong to the bottom quartile. Examples of a descendant graph are
in Figures 2 and 3.

The descendant graph is a very useful tool for an initial exploration of the
source code evolution. For example, a file that has been split into two or more
parts, is easily recognizable. There are several such examples in Figure 2. Files
that have been rewritten between versions lack a link between them, which makes
them also very noticeable. More details can be found rapidly with relatively small
effort. A good way to use the descendant graph is to find starting points for a
more in-depth analysis, such as studying the source code by hand.

On the module level the descendant graph allows for a very quick way to iden-
tify those modules that have been subject to higher amounts of reorganization.
Figures 2 and 3 differ significantly, with code “flowing” differently in the two
modules.
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Fig. 2. The descendant graph for the module kernel. Note the simple relationships
between files in different versions.
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Fig. 3. The descendant graph for the module mm. The interactions are more diverse in
this example. Note especially the strongly connected central core.
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5 Detailed Analysis with a Chain Graph

The descendant graph is only intended for a global view at the module level.
It is a high-level tool specifying the files and versions where significant change
occurs, but it lacks information about the changes themselves. This is analogous
to the difference between global and local alignment algorithms.

We could improve the descendant graph by explicitly revealing the internal
structure of the file; that is, show the locations of the alignments within the
files and how they are connected to the corresponding alignment in an other file.
This resembles the HistoryFlow visualization presented in [12]. Unfortunately
the new edges in the graph severely degrade the clarity of the visualization. On
a large or complex descendant graph this negates the benefits given by the more
detailed view.

Our solution was to restrict the visualization to a subgraph of the original
graph. At the moment, our software only allows linear chains—a file has at most
one child and one parent—but it would not be difficult to extend it to more
general subgraphs. In this work chains were found to be sufficiently clear. An
example of two chains is shown in Figure 4.

1.0
kernel
sched

1.2.0
kernel
sched

2.0.1
kernel
sched

2.2.0
kernel
sched

2.4.0
kernel
sched

2.6.0
kernel
sched

2.2.0
kernel
sched

2.4.0
kernel
timer

2.6.0
kernel
timer

Fig. 4. The file sched.c is split into two files (sched.c andtimer.c) between versions
2.2.0 and 2.4.0

The chain graph shows the relative size of the files as well as the location
of the alignments. Each file is split into left and right halves, which contain
the alignments with the preceding and the succeeding versions, respectively.
Alignments are linked together with a line.

As discussed above, the chain graph complements the descendant graph.
Studying individual alignments allows for us to recognize different patterns of
change. As an example, Figure 4 shows how parts of sched.c in version 2.2.0
being moved into a new file, timer.c. In addition to the aforementioned split,
other commonly occurring changes were gradual change, rewrite, and fusion. In
gradual change the file stays mostly unchanged. A rewrite is almost the complete
opposite, as most of the file is being programmed from scratch. It is not straight-
forward to detect rewrites, as the two files do not share many alignments. This
can be avoided with an automatic system that checks similarly named files in
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different versions and reports when there are suspiciously few alignments. Fusion
means the merger of two files. It is rarer than the other common change patterns.
In all the cases we encountered, a small file is inserted into a much larger file.

6 Discussion

We believe that the methodology introduced in this paper can be used in ex-
ploratory analysis of large software systems, where little knowledge is available
about the system evolution. As an example, consider a system built over several
years by a contractor. It is possible that when the client wishes to have an up-
date release of the software, the original vendor may be bankrupt, its key people
may have left the company, or another vendor may have won the bid instead.
In such cases the new vendor must quickly assimilate the architecture of the
current system.

Good project management and rigorous documentation will ease the task of
the new vendor. In addition, there are already several tools and methods for
analysing the current version of a software system, such as call graphs, similar-
ity analysers, software metric suites and instrumentation tools. Unfortunately
project hand-offs do not always proceed smoothly, in which case the knowledge
transfer process may be incomplete.

The current architecture of a software system is a product of evolution. The
key decisions made several releases ago may have left their mark in “vestigial”
routines, code files or even modules, especially when the project environment
does not support refactoring. In this case architects, designers and developers
would in our view benefit from our methods. A large-scale map would help
explain the most difficult features of the existing code base. It is worth pointing
out that our aim is not to replace the existing tools, but to augment them.

The above scenario is loosely based on a real-life project in which one of
the authors participated. Informal personal discussions with software developers
indicated that most of them had encountered similar projects.

The method here is intended as a proof of concept. As a result, there are
several areas where our work could be improved. The computation of alignments
is quite simplistic and as a result it is very computationally intensive.

7 Summary and Conclusions

We have examined the structure and evolution of the Linux kernel. We con-
sidered the source code as ordinary text and analyzed it with data analysis
methods. First we identified local alignments of source code from a reduced set
of files and versions. Based on the alignments, we built descendant graphs to
visualize the evolution of the modules. A more closer look on the code migration
between different versions can be achieved by the introduced chain graphs. Both
visualizations are built using the alignments of the source code.

We have knowingly used the most primitive representation of the source
code, namely the textual representation without any use of the semantics of the
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programming language or without any use of software metrics. Arguably, a to-
kenized version of the source code could reveal more functional patterns in the
source modules. We intend to look at this issue in our further research.

Also, other systems than Linux could be explored to gain more insight to the
generality of the software evolution. Trial runs with real-life projects would also
give valuable information about the benefits and drawbacks of our methods. This
requires improvements to the user interface, as the current approach requires
large amounts of expertise.

References
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Abstract. This paper describes a rule learning method that obtains
models biased towards a particular class of regression tasks. These tasks
have as main distinguishing feature the fact that the main goal is to
be accurate at predicting rare extreme values of the continuous target
variable. Many real-world applications from scientific areas like ecology,
meteorology, finance,etc., share this objective. Most existing approaches
to regression problems search for the model parameters that optimize
a given average error estimator (e.g. mean squared error). This means
that they are biased towards achieving a good performance on the most
common cases. The motivation for our work is the claim that being
accurate at a small set of rare cases requires different error metrics.
Moreover, given the nature and relevance of this type of applications an
interpretable model is usually of key importance to domain experts, as
predicting these rare events is normally associated with costly decisions.
Our proposed system (R-PREV) obtains a set of interpretable regres-
sion rules derived from a set of bagged regression trees using evaluation
metrics that bias the resulting models to predict accurately rare extreme
values. We provide an experimental evaluation of our method confirming
the advantages of our proposal in terms of accuracy in predicting rare
extreme values.

1 Introduction

In data mining there are several prediction problems for which the rare instances
of the concept to be learned are the most important ones. Forecasting large
changes on stock prices, ecological or meteorological catastrophes, are a few
examples of applications where we are faced with this kind of problems. In all
these applications, domain experts are specially interested in having accurate
and interpretable predictions of such rare events as these are usually associated
with costly actions/decisions. The work presented in this paper addresses this
kind of applications in a regression context. These problems present difficult
challenges to learning methods as we are trying to model a concept that is rare
and less represented than other common concepts in the used data sets.

Predictive data mining tasks fall in two categories: classification, where the
target variable is discrete; and regression, where the target variable is continuous.
Within classification, this kind of problems is a well-known subject of research
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and is related to the problem of unbalanced class distributions [14]. According
to some studies (e.g. [5,12,14]), the existence of a minority class brings an addi-
tional difficulty to the traditional classification methods which are biased to the
prediction of the most common values by evaluation criteria such as accuracy.

Most existing work on prediction of rare events within data mining is related
to classification tasks. Still, the same type of problems appear in the context of
regression. As in classification, one should change the evaluation criteria used by
the traditional regression methods that are biased to the prediction of the most
common values. In a previous work [9], we have handled this type of problems
by proposing a new splitting criterion for CART-like regression trees [1]. Based
on this previous work, we now present a rule-based regression system for the
prediction of rare and extreme values of a continuous target variable. Compared
to the former, this new system improves on both accuracy and interpretability
due to the modular characteristics of rule-based systems.

2 Background

Predicting rare events has been receiving an increasing attention from the data
mining community. This interest stems from both the important associated ap-
plications, and from the fact that learning a concept based on cases that are rare
is a non-trivial task for traditional learning methods. Standard machine learning
methods are biased to the prediction of the most common values and usually
assume that all the prediction errors have the same “cost”.

Within classification tasks, one of the proposed approaches to handle rare
cases is to use misclassification costs (e.g. [10]). This allows the errors committed
at some subset of cases belonging to a rare class to be more penalized and thus
models will be biased towards avoiding these errors. Moreover, on these problems
with an unbalanced class distribution, some authors [5,13,14] have shown that
evaluating models by classification accuracy is not adequate. In this context, they
proposed different performance metrics based on ROC curves or in measures like
precision and recall. The Two-Phase Rule Induction method proposed by Joshi
et al. [5] is an example of a rule induction system biased towards the minority
class which induces the rule set in two steps considering recall and then precision.
Given the clear tradeoff between precision and recall, some works propose the
use of F-measure [7], one of the measures which combines those two, as shown
in Equation 1.

F =

(
β2 + 1

) · precision · recall

β2 · precision + recall
(1)

where 0 ≤ β ≤ 1, controls the relative importance of recall to precision.
Nevertheless, all these classification approaches are not directly applicable to

the type of problems we wish to address here because our target variables are
continuous. Although there are several works that handle regression problems
through a classification approach (e.g. [4,8,15]), these approaches do not fully
meet our target applications requirements. Our goal is not only to capture the
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rare and extreme values, but also to be able to predict them as accurately as
possible in a numeric perspective. This means that the degree of extremeness
of the target variable is also relevant for domain experts, as different actions
can be taken according to that degree. One could argue that by having several
classes associated to these different degrees of extremeness would overcome this
difficulty and allow classification methods to be applied. Still, we argue that
this would split an already low populated class associated to rare events into
even less frequent classes, thus making the problem even harder. Moreover, this
would always be a coarse approximation of an inherently continuous prediction
problem.

3 Our System: R-PREV

Given the requirements of our target applications, our goal was to develop a
system capable of accurately predict rare extreme values of a continuous target
variable in an interpretable way.

In regression methods, as in most learning tasks, the model parameters esti-
mation process is guided by some preference criterion. The most common choices
are estimators of the true average prediction error (e.g. mean squared error) of
the models. These performance metrics are calculated over all the range of val-
ues of the target variable and thus will tend to bias the models to maximize
performance over the most common values, as these will have a stronger impact
on the overall mean error. This type of preference criteria is not suitable when
the interest resides on the performance on a special subset of values that are not
very frequent. This is the case of our target applications: the obtained model
should perform specially well over the rare and extreme values of the continuous
target variable.

The Rule-based Prediction of Rare Extreme Values system (R-PREV) we pro-
pose in this paper is based on the trees obtained by a system we have described
in a previous work [9]. As such, we will now provide a detailed description of
main features of this later system that we will refer as “Base Tree”. This consists
of a regression tree induction system based on CART [1] but with a different
splitting criterion that enables the induction of trees biased towards the predic-
tion of rare and extreme values. The main idea is to use the F-measure presented
in Equation 1 as splitting criterion for the tree growth. The first step to allow
the use of this metric is to provide a formal definition of what is a rare extreme
value. In cases where no domain knowledge is available to define this notion, we
have used the statistical notion of outlier, given by the box-plot [2], to estab-
lish the two thresholds that define the rare extreme high and low values of the
target variable. The default thresholds are the so-called adjacent values of the
box-plot of a continuous variable. The upper-adjacent value, thrH , is defined as
the largest observation that is less or equal to the 3rd quartile plus 1.5r, where
r is the interquartile range, i.e. the difference between the 3rd and 1st quartiles
of the target variable. In an equivalent way, the lower adjacent value, thrL, is
the smallest observation that is greater or equal to the 1st quartile minus 1.5r.
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Once we have these two thresholds, obtained either by existing domain knowl-
edge or by using the information of box-plots, we can define our rare extreme
values as,

RE = {y ∈ Y | y > thrH ∨ y < thrL}
REH = {y ∈ Y | y > thrH} (2)
REL = {y ∈ Y | y < thrL}

Depending on the application, we may have either REH or REL empty. In
Figure 1, there is an example of a box-plot obtained for a continuous variable
representing the median values of houses in Boston residential areas, using the
well-known Boston Housing data set [11]. The circles are the rare extreme values
determined by the upper adjacent and lower adjacent values represented by the
two horizontal lines outside the box. In this particular case, we only have high
rare extreme values, that is, residential areas with extremely expensive houses
which distinguish themselves from the rest. According to these thresholds, in
this dataset there are no low extremes, i.e. extremely cheap houses.
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Fig. 1. Example of a box-plot for the ’medv’ attribute of Boston dataset

Once we have the concept of rare extreme value defined, it is necessary to
specify how to calculate recall and precision in a regression context1, as they are
required for obtaining the F-measure (c.f. Equation 1).

Let ŷi be the prediction obtained for the case 〈xi〉 whose target true value is
yi. We can define the following two sets:

– ŶRE = {ŷi ∈ Ŷ | yi < thrL ∨ yi > thrH}, i.e., ŶRE is the set of ŷ predictions
of the model for the rare extreme value cases;

– Ŷ
R̂E

= {ŷi ∈ Ŷ | ŷi < thrL ∨ ŷi > thrH}, i.e.,Ŷ
R̂E

is the set of ŷ predictions
of the model that are rare extreme values.

1 These measures are originally defined in a classification context.
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Given these sets, we define recall as the proportion of rare extreme values in
our data that are predicted as such (i.e. covered) by our model, by the following
equation,

recall =
| {ŷi ∈ ŶRE | ŷi < thrL ∨ ŷi > thrH} |

| ŶRE |
(3)

Regarding precision, if we use its standard definition it would be defined
as the proportion of predicted rare extreme values that are really extremes
(c.f. Equation 4).

precisionstand =
| {ŷi ∈ Ŷ

R̂E
| yi < thrL ∨ yi > thrH} |
| Ŷ

R̂E
| (4)

However, because we are in a regression context, we adapted the concept of
precision so that the amplitude of the differences between predictions and true
values is taken into account (c.f. [9]). In this context, we have proposed and used
the following definition of precision,

precision = 1−NMSE
R̂E

(5)

where NMSE
R̂E

is the normalized squared error of the model for the cases
predicted as rare extreme values,

NMSE
R̂E

=

∑
ŷi∈ Ŷ

R̂E

(ŷi − yi)
2

∑
ŷi∈ Ŷ

R̂E

(
Y − yi

)2 (6)

Suppose that in some application thrH = 10. If we have a test case with a true
value of 12, the proposed definition allows us to signal a prediction of 11 as much
better (more precise) than a prediction of 30 for the same test case. Thus, with
this proposed definition of precision, we are able to bias the models to be accu-
rate in the degree of extremeness. The use of a normalized metric like NMSE
ensures that precision varies between 0 and 1 like recall. For rare situations where
NMSE goes above 1, which means that the model is performing worse than the
naive average model, we consider that the precision of the model is 0.

As mentioned before the tree growth procedure is guided by a split criterion
based on precision and recall, namely the F-measure (c.f. Equation 1). The
best split will be the one that maximizes the F-measure in one of the partitions
generated by the split. The tree continues its growing process until the F-measure
value of a split goes above some pre-specified threshold f2, or until there are no
2 Experiments carried out in a previous work [6], have shown that the “best” setting

for the threshold f is domain dependent and thus for achieving top performance
for a particular problem, some tunning process is recommended. In the context of
the experiments of this paper we have used a the default value of 0.7, which these
experiments have shown as a generally reasonable setup in many domains.
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more rare extreme values in the current node partition. Full details on the growth
of these trees can be obtained in [9].

Interpretability is of key importance to our target applications as the pre-
dicted rare events are usually associated with costly decisions. In this context,
we have decided to select a rule-based formalism to represent our models. Rules
are usually considered to have greater explanatory power then trees, mainly due
to their modular characteristics.

We have obtained a set of rules based on trees generated by the “Base Tree”
system we have just described. A set of rules can be easily obtained from a
regression tree. Each path from the root of the tree to a leaf is transformed into
a rule of the form:

if cond1 ∧ cond2 ∧ ... ∧ condn then vi

where each condk is a test over some predictor variable in the considered path
i, and vi is the value of the leaf at the end of that path.

Trees generate a mutually exclusive partition of the input space of a problem.
This means that given any test case, only one rule will cover it. We have decided
to obtain our set of rules from a set of trees obtained through a bagging process
in order to both decrease the variance component of the error of the resulting
model and also to eliminate this mutually exclusivity property, thus ensuring a
higher modularity of each rule in the final model. We start by obtaining a pre-
specified number of stratified bootstrap samples, so that for each sample we can
have a similar distribution function for the target variable. For each sample we
run the regression tree method referred above and then transform it into a set of
rules. This process is repeated for all trees obtained from the bootstrap samples.

Once we get this large set of rules, R, originated from different trees we try to
simplify it in two forms: individually, using some simple logical simplifications
of the conditions on each rule; and globally by eliminating some rules from this
set using the information regarding their specificity and F-measure. As a result
of this process we obtain an ordered rule set, also known as a decision list.

We measure the specificity of a rule by the number of cases that are uniquely
covered by that rule,

spec(r) = | {〈xi〉 | cover(R, 〈xi〉) = {r}} | (7)

where R is the entire rule set and cover(R, 〈xi〉) is the set of rules that cover the
case 〈xi〉.

We want to retain rules with high specificity because they represent knowledge
that is not captured by any other rule. Regarding the remaining rules (whose
specificity is zero), we order them by their evaluation criterion (F-measure score)
and then select the top k rules according to a user-specified margin parameter, m.

This means that the final theory, T , is given by the rules belonging to the
initial set, R, ordered by their F-measure, such that,

T = { r ∈ R | spec(r) > 0 ∨ F (r) > (1−m) · F (rtop) } (8)

where F (r) is the F-measure of the rule r, rtop is the rule with the best F-measure
and m is the margin parameter.
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Notice that if we want a theory formed only by rules that have some specificity
then we can set the margin parameter (m) to 0. This is also the setting that
leads to a smaller theory, as larger values will increase the number of rules.

This rule selection process removes the complete coverage property that re-
sults from the mutual exclusivity of a tree, which means that there may exist
a test case that is not covered by any of the rules in the final theory, T . For
these situations we have added a default rule at the end of our ordered set of
rules, T . This default rule basically predicts the mean value of the target variable
(c.f. Equation 9).

Tf = T ∪ { if null then Y } (9)

Obtaining a forecast for a test case 〈xi〉 involves averaging all the predictions
of the rules satisfied by 〈xi〉, weighted by their respective F-measure,

ŷi =
∑|C|

k=1 F (C[k]) · predict(C[k], 〈xi〉)∑|C|
k=1 F (C[k])

(10)

where C = cover(Tf , 〈xi〉).
The algorithm of R-PREV can be summarized by the steps given in Figure 2.

1. establish thrL and thrH for the target variable Y ;
2. specify β and f parameters;
3. specify a margin parameter m;
4. generate n bootstrap stratified samples;
5. R = null;
6. for each i from 1 to n

(a) ti = BaseTree(samplei,thrL,thrH ,β,f);
(b) obtain the rule set Ri from the tree ti;
(c) perform logic simplifications over Ri;
(d) R = R ∪ Ri;

7. sort the rules in set R by their F-measure values;
8. obtain the final theory:

Tf = { r ∈ R | spec(r) > 0 ∨ F (r) > (1 − m) · F (rtop) } ∪ { if null then Y }

Fig. 2. R-PREV main algorithm

4 An Analysis of System R-PREV

In this section we analyze the performance of our proposal with respect to the
two main features that distinguish it from our previous work [9]: the improved
accuracy at forecasting rare extreme values; and the interpretability advantages
of its rule-based formalism.

4.1 Predictive Accuracy

We have carried out a set of experiments with the goal of estimating the per-
formance of our proposed system in the task of predicting rare extreme values,
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when compared to related regression methods. Namely, we have compared sev-
eral variants of our system (R-PREV) with different settings in terms of the
margin parameter (m = 0%, 25%, 50%, 75%, 100%), with: the base system used
to obtain the trees (“BaseTree” [9]); a CART-like regression tree; and a bagged
CART-like regression tree (BaggCART). The selection of competitors was car-
ried out with the goal of having a better understanding of the gains caused by
each of the added features of our system when compared to a simple CART-like
tree.

The experiments were carried out on a set of real-world problems, some of
which are commercial applications. The methods were tested over 24 data sets
using 10 repetitions of a 10-fold cross-validation procedure. Regarding the meth-
ods that use bagging we have used 50 bootstrap stratified samples.

Taking into account recent results reported in [3] regarding the comparison of
multiple models over several data sets, we have used the Friedman test and the
post-hoc Nemenyi test for asserting the statistical significance of the observed
differences in performance.

We have estimated the performance of the different methods by means of the
F-measure values as this statistic is better at characterizing the performance in
rare extreme values. We have used a β value of 0.5 for the F-measure calculation.
This choice is justified by the fact that, given that we are addressing a numeric
prediction task, precision is always the most important factor. With β = 0.5,
we are giving it doubled importance relatively to recall. For each dataset, we
calculated the mean value of F obtained by each method over all repetitions. In
order to check whether the systems can be considered equivalent, we applied the
Friedman test. This test ranks internally the obtained results for each dataset
over all the compared methods and obtains rank data like the one shown in
Table 1.

In these experiments we have used the default parameters of all systems as our
goal was not to optimize their performance on each individual problem. There-
fore, some individual results may not be as good as possible. This is particularly
noticeable in our R-PREV system, as previous experiments [6] have revealed a
certain sensitivity to the setting of parameter f .

Regardless of this, the Friedman test applied over the rank data, reported
a significant difference between the 8 compared methods at a significance level
of 5%. Given this result, we proceed by applying the post-hoc Nemenyi test to
the rank data in order to compare all methods to each other. The results of
this test are better visualized by the CD (critical difference) Diagram proposed
by [3] and presented in Figure 3. This diagram represents the information on
the statistical significance regarding every pairwise comparison between meth-
ods, which means that each method is represented by 7 symbols as we have 8
methods being compared. The methods are plotted at their respective average
ranking value in terms of the X axis (notice that CART and BaggCART have
the same average ranking). The vertical axis position has no meaning. A dotted
line connecting two symbols has the meaning that according to the Nemenyi
test, the methods are significantly different at a 5% level. Bold lines indicate
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Table 1. Ranking of the different regression methods over the set of datasets

datasets R-PREV R-PREV R-PREV R-PREV R-PREV Base CART BaggCART
m = 0 m = 25 m = 50 m = 75 m = 100 Tree

servo 8.0 7.0 4.0 3.0 5.0 6.0 2.0 1.0
triazines 7.5 4.0 3.0 2.0 1.0 5.0 6.0 7.5

algae1 7.5 6.0 3.0 2.0 1.0 4.0 5.0 7.5
algae2 6.5 6.5 3.0 2.0 1.0 4.0 6.5 6.5
algae3 7.5 7.5 3.0 2.0 1.0 5.0 4.0 6.0
algae4 7.5 7.5 4.0 2.0 1.0 6.0 3.0 5.0
algae5 7.0 7.0 3.0 2.0 1.0 4.0 5.0 7.0
algae6 7.5 7.5 5.0 2.0 1.0 6.0 3.0 4.0
algae7 8.0 7.0 3.0 2.0 1.0 6.0 4.0 5.0

machine-cpu 8.0 6.0 7.0 1.0 2.0 4.0 5.0 3.0
china 7.0 7.0 3.0 2.0 1.0 5.0 4.0 7.0
sard0 8.0 7.0 6.0 2.0 1.0 5.0 4.0 3.0
sard2 8.0 4.0 3.0 2.0 1.0 6.0 7.0 5.0
sard3 8.0 4.0 3.0 1.0 2.0 6.0 5.0 7.0
sard4 7.5 3.0 4.0 2.0 1.0 7.5 6.0 5.0
sard5 7.0 3.0 2.0 5.0 1.0 7.0 7.0 4.0

sard0-new 8.0 7.0 5.0 2.0 1.0 6.0 4.0 3.0
sard1-new 8.0 4.0 3.0 2.0 1.0 6.0 7.0 5.0

Boston 8.0 6.0 7.0 4.0 2.0 5.0 3.0 1.0
onekm 7.0 5.0 1.0 2.0 3.0 4.0 7.0 7.0

cw-drag 8.0 7.0 5.0 4.0 3.0 6.0 1.0 2.0
co2-emission 8.0 5.0 4.0 2.0 1.0 3.0 6.0 7.0
acceleration 8.0 6.0 5.0 2.0 1.0 3.0 7.0 4.0

available-power 8.0 7.0 6.0 4.0 5.0 3.0 2.0 1.0
avg.ranks 7.65 5.88 3.96 2.33 1.62 5.1 4.73 4.73

that the difference in average ranking is not statistically significant at the same
confidence level. An ideal performance would be a method whose symbols are
at the right most position of the graph (lowest average ranking), and are con-
nected only by dotted lines to every other method (all pairwise comparisons are
statistically significant). Thus, we can observe that R-PREV with m = 100 and
with m = 75 are clearly the two best methods with a very high statistical sig-
nificance in almost all pairwise comparisons. In particular, they are significantly
better than CART, BaggCART and “BaseTree”. Still, we should also remark
that R-PREV with m = 0 is significantly worse than all standard CART related
methods. This clearly indicates the importance of having more rules contributing
to the predictions, but unfortunately also means that our model needs theories
with more rules (thus less interpretable) to achieve top performance.

In summary, these results provide clear evidence that R-PREV can achieve
very competitive predictive performance in terms of accuracy at predicting rare
extreme values measured by the F statistic.

4.2 Interpretability

As we have seen in the previous section, in order to achieve top performance
we need a larger number of rules. Still, for each test case only a reduced num-
ber of rules is used to obtain the prediction and domain experts can analyze
these before taking any action associated with rare events. This was a property
that we were seeking when developing our system: provide domain experts with
comprehensible explanations of the system predictions.
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Critical Difference Diagram
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Fig. 3. The Critical Difference Diagram obtained from our experiments

In order to illustrate this comprehensibility issue we have selected the Boston
Housing data set. This selection was guided by the fact that this domain concerns
a topic (housing prices as a function of socio-economical factors) that is easily
understandable by non-expert readers. Other data sets would require domain
knowledge in order to comment the interpretability and/or reasonability of the
rules obtained by R-PREV.

Fig. 4. Example of two of top best rules obtained by R-PREV for Boston domain
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Figure 4 shows two of the top most valuable rules obtained by R-PREV for the
Boston Housing data set. These two rules give some interesting insights regarding
the more expensive areas in Boston. One of the rules tells us that an area where
houses have more than 7 rooms tends to have a very high median price of houses.
The second rule says that areas with a low crime rate, near the city center, with
a small percentage of lower status population and with small houses, are also
quite expensive. Both seem to capture quite common sense knowledge and would
probably be regarded as correct by an expert of this domain, which would then
mean that this expert would easily “accept” the model predictions. This kind
of knowledge cannot be captured by standard methods like CART, because the
models they obtain are focused on being accurate at the more frequent cases
and not the rare extreme values like ours.

5 Conclusions

In this paper we have described a rule-based regression system, called R-PREV,
conceived to address a particular class of problems that occur in several real-
world applications. The applications we envisage have as main objective to pro-
duce accurate and interpretable predictions of rare extreme values of a continu-
ous target variable. We claim that this particularity makes these problems hard
to solve by the standard regression methods as they are biased to achieve a
good performance on the most common values of a target variable. A different
evaluation criterion is needed to overcome this limitation.

In this paper we present an extension of our previous approach to this class of
problems. The extension was developed with the goal of improving both the accu-
racy and the interpretability of the models. The experimental evaluation we have
carried out provides clear evidence that R-PREV outperforms a set of other sys-
tems with a high degree of statistical confidence. Regarding interpretability, which
is crucial in most applications we are addressing, the use of a rule-based formalism
leads to highly interpretable models, as we have shown by some examples.
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Abstract. To the best of our knowledge, this paper is the first attempt to for-
malise a pragmatic logic of scientific discovery in a manner such that it can be
realised by scientists assisted by machines. Using Institution Agents, we define a
dialectic process to manage contradiction. This allows autoepistemic Institution
Agents to learn from a supervised teaching process. We present an industrial ap-
plication in the field of Drug Discovery, applying our system in the prediction of
pharmaco-kinetic properties (ADME-T) and adverse side effects of therapeutic
drug molecules.

1 Introduction

Scientific discovery is a collective process made possible by the tracability of judgment,
positive and negative results, theories and conjecture through their publication and eval-
uation within a community. Without this tracability, scientific results will not last long
enough to influence others, and there would be no science. This tracability is the key
to localise points of debate between members of a community, to open new research
fields, to put forward problems and paradoxes that need further investigation and the
establishment of a consensual frame of reference. This collective process leads to a so-
cial organisation in which some members specialise in publishing, refuting, or proving
results, and have gained credit which defines them as a reference in the community.

The logic of scientific discovery presented by Popper [1] or Lakatos [2], and dis-
cussed by the Vienna Circle puts forward the elaboration of norms and the break-points
taking place during the formation of scientific theories. However, to formalise scien-
tific discovery, one has to define logically notions such as paradox, postulate, result and
conjecture, which was not possible whithout using a logical system allowing to reason
non trivially in presence of contradictions. Moreover, the process of scientific discovery
is a collective process that can only be formalized by taking interaction into account in
a constructive way, as in multi-agent theories. Finally, scientific discovery is an inter-
active adaptive process, and it is only very recently that Angluin’s works on machine
learning theory gave a formal basis to the convergence analysis of such a process. To
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the best of our knowledge, this paper is the first attempt to merge these three domains
in order to formulate a pragmatic logic of scientific discovery.

In section 2, we propose a cubic model to express judgment about statements in the
context of scientific discovery. We then show that the set of judgments is closed when
the underlying logic is a paraconsistent logic C1. In section 3, we assume that this
logic is applied independently by different institutions, and we present their properties
fixed by their interaction protocol: the respect of a hierarchy, the pair evaluation, and
finally the auto evaluation. This enables to tune these institutions in order to match a
specific context on knowledge construction and representation. In section 4, we assess
the learnability of scientific theories by scientists assisted by learning machines during
an interaction following this protocol, and we present an industrial application in the
field of Drug Discovery, applying our system in the prediction of pharmaco-kinetic
properties (ADME-T) and adverse side effects of therapeutic drug molecules.

2 Logical Expectations: Cube of Judgments

We assume that the form of reasoning used in science is the same for every institution
and every scientist. This form is given by a modality attributed to a statement beyond
the following: paradox, proof, refutation, result, conjecture, postulate, contingent, and
possible. This set of modalities is assumed complete and closed by negation. In this
section, we define with these modalities the cube of judgments and we have to work
with paraconsistent logic.

2.1 Square of Modalities

The figure 1 expresses Aristotle’s square of modalities. Aristotle’s logic is said to be
ontic since every modality is expressed from a single modality � and negation ¬ and
the square of oppositions is closed by doubling this negation: � = ¬¬�. The top
modalities (Necessary, Impossible) are used to express universal statements whereas
the lower modalities (Possible, Contingent) are used to express particular statements.

Necessary = �A

¬
�����������������

D

��

Impossible = �¬A

�����������������
D

��
Possible = ¬�¬A

�����������������
Contingent = ¬�A

�����������������

Fig. 1. Aristotle’s square of modalities

We can make a parallel with Scientific Discovery and the theory of proof and refuta-
tion as follow:

– ”‘A is necessary”’ = A is proven: �A
– ”‘A is impossible”’ = ”‘A is refuted”’: �¬A
– ”‘A is possible”’ = ”‘A has not been refuted”’: ¬�¬A
– ”‘A is contingent”’ = ”‘A has not been proven”’: ¬�A
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To link these modalities, epistemic logic uses axioms: the axiom D describes the
vertical relations between necessary and possible, and between impossible and contin-
gent”. By following two different paths on the square of oppositions, we can reach the
same point, and we define consistency constraints by considering that these two paths
lead to the same result:

– What is necessary is possible and therefore is not impossible.
– What is impossible is contingent and therefore is not necessary.

In intuitionistic logic, the negation of a concept A is not a concept but an application
from this concept into a contradiction, which is a statement both true and false (A∧¬A).
In the same way, a paradox is a statement which is both proven and refuted. For instance,
a bike without wheel ∨ frame ∨ handlebar would be contradictory. Classical logic
becomes trivial in the presence of a single contradiction, following the principle of
contradiction: given two contradictory propositions, one being the negation of the other,
only one of them is false. On the opposite, paraconsistent logic allows reasoning in a
non trivial way in the presence of contradictions [3] [4] [5].

2.2 Paraconsistent Logic

Paradoxes have often been at the source of scientific discoveries, and have often lead
to new approaches and revisions of the frame of reference. This only happened when
the whole theory used to explain the concerned domain did not completely collapse
under the weight of its contradictions, and that is why we need to use paraconsistent
logic to formalise a logic of scientific discovery. Paraconsistent logic uses different
negations associated with different levels of contradiction to allow reasoning in the
presence of contradictions as in classical logic with no contradictory statement. Given a
theory T , we call ’formal antinomy’ any meta-theoretical result showing that T is trivial.
A ’formal paradox’ is the derivation of two contradictory results of T . Paraconsistent
logic can be paradoxical without being antinomic: an informal paradox is an acceptable
argument for which premises are acceptable (they seem true), argument is acceptable
(valid), and the conclusion unacceptable (seems false).

To achieve our goal of producing a complete judgment system, taking into account
contradictions, we need to complete the set of modalities with those of paradox and
conjecture, hypothesis and result. The square of oppositions then becomes a cube of
judgments for which the square is a diagonal plane as shown in figures 2 and 3.

Definition 1. The cube of judgments Cube = (�,¬) is the set of ontic modalities
derivable from a modality � and a negation ¬.

Property 1. In a paraconsistent logic C1, this cube of judgments is complete and
closed by negation.

This property, highlighted by the diagonal planes of the cube on figure 2 is given by
the following two principles of abstraction that caracterise C1 logic [6], from which a
paraconsistent interpretation of the Morgan’s laws can be verified:
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Fig. 2. Square of deontic judgments as a diagonal plane of the Cube

The weak principle of abstraction: If two propositions are not contradictory, then
none of the logical relations between them is contradictory:

– What is not a non contradictory postulate is a result:

¬ : ¬� ∧ ¬�¬ −→ � ∨�¬.

– What is not a non contradictory paradox is a conjecture:

¬ : � ∧�¬ −→ ¬� ∨ ¬�¬

The strong principle of abstraction: Out of two propositions, if one is not contradic-
tory, then none of the logical relations between them is contradictory:

– What is not a non contradictory conjecture is a paradox:

¬ : ¬� ∨ ¬�¬ −→ � ∧�¬.

– What is not a non contradictory result is a postulate:

¬ : � ∨�¬ −→ ¬� ∧ ¬�¬.
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Fig. 3. Square of oppositions resulting from C1 logic, as a diagonal plane of the Cube

This cube of judgments expresses a set of modalities closed by negation that can
judge any statement, object, or situation, formulated in the language upon which this
logic is applied.
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3 The Institution Agent Social Game

Section 2 presented the properties of a closed system producing judgments and taking
into account contradiction. Such a system can be used to model the decision process
of an agent holding incomplete knowledge, and we call such an agent an ”Institution
Agent” (IA).

Definition 2 (IA). An IA is an agent using the Cube to judge statements.

We assume that the logic used during this decision process is the same for every IA,
and we focus on the adaptation and the interaction of IAs sharing a vocabulary and
trying to build a common language or frame of reference with this vocabulary.

Three logical properties are needed to qualify this interaction protocol and to add a
logical control to the adaptation process:

– deontic: an IA must be able to attribute credits to another IA, to interact, and to
teach another IA,

– defeasible: Lower IAs must be able to adapt their behavior to the norms imposed
by the higher ones,

– autoepistemic: an IA can be seen as composed by at least two interacting IAs and
can therefore learn its own hierarchy of norms and auto-adapt.

In this section, we suppose that each IA can be represented by a particular normative
system resulting from its own experience and adaptation during an interaction with
other IAs.

Definition 3. We call a Normative System (NS) the couple (L, Cube) formed by:

– L: a language formed by a hierarchy of concepts and the relations between them
– Cube: a cube of judgments

3.1 Deontic Logic

Often used in multi-agent systems to constrain an agent’s behaviour, annotable deontic
logic uses modalities expressing obligation, interdiction, advice, and warning. Accord-
ing to Frege’s definition, these statements express a judgment, ie. the recognition of the
type of truth of the statement [7]. Imputations (gains or losses, risk estimation) are used
to estimate the risk incurred in a given situation to decide what action to take or what
behaviour to adopt. A modality and an imputation have to be used to express statements
of the following form: ”The obligation to respect the speed limit is attached to a impu-
tation of x”. A credit value can also be associated to IAs, ordering them hierarchically,
to define which one is the most qualified to rule in a given context, for example by
defining a social organisation as a government with a parliament, a senate, . . . .

Scientific discovery is a collective process, and needs interaction between researchers
to exchange their points of view and judgments. That’s how IAs interact: by exchanging
judgments about statements. More exactly, by asking another IA if it agrees with a
particular judgment: ”this statement is a conjecture, is it not?”, to which the answer is
”yes” or ”no, it is a result”. Exchanging judgments creates the negation in the common
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Fig. 4. IA’s credit Fig. 5. Exchanging judgments

frame of reference (language), and the revision of the normative system associated with
one IA or the other. Two judgments are especially important: judging one’s conjecture
as being a paradox, and judging one’s postulate as already being a result. KEMTM ,
presented in section 4.2, illustrates this control by a scientist over the IA assisting
him.

3.2 Defeasible Logic

It is possible to link two NS by respecting a defeasible logic to take into account a hi-
erarchy of Institution Agents. The resulting hierarchy of IAs has to be brought together
with the transitivity axiom, that stands as follows: ”What is necessary in a normative
system of proof and refutation is also necessary in a lower normative system”. In other
words, no one should be unaware of the law, no one should go against a superior law. [8]
gives a concrete usage of defeasible logic, that allows us to order rules and to supervise
an IA, for example with another higher IA, as illustrated on figure 6.
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Fig. 6. Normative system hierarchy

– Every Obligation of a lower IA belongs to the superior IA’s advice.
– Every Interdiction of a lower IA belongs to the superior IA’s warnings.

The middle line shows the conditions according to which an IA can be supervised by
another one. The violation of this constraint (O2 = �2 ⊂ I1 = �1¬ or I2 = �2¬ ⊂
O1 = �1) can put forward contradictions between the two IA’s normative system. We
present in section 4 how IAs can learn and adapt their normative systems. Finding a
contradiction, and trying to eliminate it, leads to the initiation of a transaction between
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the two IAs, during which they adapt their normative system. When no contradiction
remains, a new IA can be created, formed by the association of the two precedent IAs,
and this process ensures the tracability of all the events leading to an IA’s creation.

3.3 Autoepistemic Logic

Aristotle distinguishes endophasy as an inner dialog. This is a constructive manner to
build an intelligent agent as the result of an auto-adaptation. The inner IAs can be
interpreted as managing believes, desires or intentions (BDI), for example. By applying
the dialectic and deontic interaction presented in section 3.1, an IA is able to acquire
its own NS, which prepares an efficient learning, and even enable self learning from
examples.

Fig. 7. Autoepistemic dialog Fig. 8. IA formation

In this section, we presented how an interaction process and a hierarchical control
can be used to build an agent able to adapt its defeasible deontic and autoepistemic
Normative System.

4 Learnability

To estimate the complexity of an IA’s creation, we embrace machine learning theories,
and we discuss the learnability of a normative system by an Institution Agent. We il-
lustrate various learning methods as decision trees or version spaces, then we show that
this system is related to Angluin’s theories on learning monotonous functions by query-
ing, and learning from different teachers [9] [10] [11]. Finally, we present an industrial
application dedicated to Drug Discovery.

4.1 Learning a Scientific Theory

Definition 4. A scientific theory is an application : F : L −→ Ω such that (L, F (L))
is a normative system, associating to every statement x ∈ L a scientific judgment
F (x) ∈ Ω.

Definition 5. We call T cube the lattice obtained by ”forgetting” the negation links com-
ing from the weak and strong principles of abstraction (section 2.2). T 0 (figure 9 is the
truth lattice underlying a classical logic. T 1 and T 2 (respectively in bold and italic
characters on figure 10)are the lower and upper sub-lattices of T cube.
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Definition 6. A scientific theory learned by an IA is an application : FIA : L −→
T Cube such that (L, FIA(L)) is a normative system, associating to every statement
x ∈ L a scientific judgment FIA(x) ∈ T cube.

Remark 1. If we assume that a paradox (bottom of the lattice) is more informative than
a conjecture (top of the lattice) and that a proof (right) is more true than an refutation
(left), this lattice can be oriented following a vertical axis representing the information
level and an horizontal axis representing the truth level.

Remark 2. T 1 represents the modalities used by the teacher during Angluin’s protocol
[11]. The interactive process used in the following cases is an interaction using only
membership queries. The furtherance of science can never be the result of an isolated
scientist who cannot verify the interest of his theory. Reference theories of machine
learning use as well Equivalence Queries EQs, which should compare two scientific
theories FI.A.1 and FI.A.2 . The protocol defined in section 3, depends on the use of
EQs in which case putting forward a contradiction answered an EQ: an interaction
between two hierarchicaly ordered IAs allows the confrontation of two non comparable
theories through the confrontation of their hypotheses and conjectures on the one hand,
with paradoxes and results on the other.

Property 2. Since T cube is a modular lattice, a scientific theory FIA is learnable in a
polynomial time using membership queries.

The following cases show the generality of this approach.

Case 1. Given a set L of boolean and real variables, a scientific theory learned by a
decision tree is an application FDT : L −→ T 0 such that (L, FDT (L)) is a normative
system.

Case 2. Given a set L of boolean variables, a scientific theory learned by a version
space is an application FV S : L −→ T 1 such that (L, FV S(L)) is a normative system.

Case 3. Given a set L of boolean variables, a scientific theory learned by a galois
lattice is an application : FGL : L −→ T Cube such that (L, FGL(L)) is a normative
system.
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Case 4. Given a set L of boolean and real variables, given a set of results coming
from a decision tree method, a scientific theory learned by DT/GL is an application :
FDT/GL : L −→ T 0,2 such that (L, FDT/GL(L)) is a normative system.

All these cases of scientific theories are monotonous functions and are therefore learn-
able. However, only cases 3 and 4, which take into account dialectical aspects required
to manage the norms and the ruptures in scientific discovery, are learnable by an IA.
The following section develops the case 4.

4.2 Dialectic Protocol and Application in Drug Design

A real application of learning in scientific discovery, is from collaboration with Ariana
Pharmaceuticals in Drug design [12].

KEMTM can suggest specific molecular modifications to achieve multiple objec-
tives, after analysing a multi-parametric database. Data mining is performed with an
Institution Agent using DT/GL to learn. KEMTM is an Institution Agent resulting
from the interaction of an IADT/GL and a expert scientist, who has in mind his own
normative system. To teach KEMTM how to learn his normative system, the expert
scientist describes each example by way of a set of non paradoxical results. KEMTM

learns from these examples a scientific theory, and the scientist uses (x, FDT/GL(x))
as a rational mirror of his own normative system. In a dialectic way, KEMTM evolves
and adapts to create a new IA from the learning process.

To assist the learning process, KEMTM selects an hypothesis that is not a paradox
and, more specifically, KEMTM selects a conjecture within this hypothesis that is not
a result. Then the scientist admits new examples to eliminate the conjecture as a result
or modifies his own normative system to eliminate the hypothesis as a paradox. Such a
method has been tried and succesfully tested in a legal context where the ”learners” are
humans, to build efficient normative systems [13] [14].

Designing novel therapeutic molecules is a challenging task since one needs not
only to select an active molecule, the molecule needs also to be absorbed, needs to be
stable within the body (i.e. not metabolized too rapidly) and finally it needs to have low
toxicity and side effects. This is called improving the ADME-T profile (Absorption,
Distribution, Metabolism, Excretion and Toxicity).

In this example we focus on the prediction of Absorption, a key issue in drug de-
sign since this is one of the important and early causes of failure in the drug discovery
process. Indeed molecules need to be absorbed before they can perform any desired
activity. Absorption is a complex process involving both passive (diffusion) and ac-
tive (through transporter proteins) accross cellular membranes. For passive transport,
molecules need to be soluble (hydrophilic) in water and at the same time they need to
be greacy (hydrophobic) to penetrate cellular membranes that are formed of lipids. This
contradicting requirement is modulated by active transport, where molecules need to
be recognized (i.e. complementarity of shape and charge) by a another molecule (trans-
porter) that helps them through membranes.

Although no one can for sure predict the absorption of a new molecule, a number of
empirical rules are known. This is an interesting context for applying our IA since our
key requirement is to capture knowledge from the experimental data and then evolve
and improve this model in a consistent manner.
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To illustrate our approach we focus on a set of 169 molecules for which the ab-
sorption in man has been experimentally evaluated (4 classes. 0 not absorbed, 3 highly
absorbed). These molecules are described using a set of physico chemical properties
such as molecular radius, different calculated measures of their total polar surface ac-
cessible to water (TPSA and VSA POL), their hydrophobicity (SLOGP), presence of
halogens etc.

Fig. 11. Predictions A and B

Initially, the system learns from the dataset a set of rules linking the structure of the
molecule to the absorption. The quality of the prediction is tested in a subsequent stage
on a novel set of molecules. The results are shown on prediction A in figure 11. Ideally
the predictions should be on the diagonal. An error of one class is tolerated. However, it
is clear that for one molecule, the error is larger (ie experimental : class 1 vs predicted
class 3).

Figure 12 shows that the molecule (Ranitidine) has been predicted with fraction
absorbed in man 3 i.e. highly absorbed. However, if the user forces fraction absorbed
in man 3 to be false, the system shows that this contradicts a learned rule VSA pol 2 →
fraction absorbed in man 3. At this stage the user realises that indeed this rule was true
for the learning set, however this is not generally true and it can be eliminated. Once
this rule has been eliminated, the user goes back to predicting once more the test set
and results are shown in Figure 11, prediction B. As expected, the results have been
improved. The important point is that the improvement has been done in a controlled
way under the user’s supervision.

In scientific discovery, there are in general no Oracles who can say a priori whether
a prediction is correct or not. Experimentalists design a hypothesis that is consistent
with existing empirical data and then set about to test it. We beleive that the key for
a computational system is to adhere to the same process i.e. build up an explanation
/ reasons for suggesting for predicting an outcome. If the system is able to provide
enough arguments, the user will ”trust” it and try the experience.

KEMTM is an Institution Agent resulting from a process combining both human
and machine learning. It is very interesting to log the various adaptations of the learned
normative system coming from the addition of examples or normative theories and to
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Fig. 12. KEMTM

analyse process of the formation of such an IA. This method also give a compliance
record of the various processes chosen or rejected in the formation of the resulting IA.

5 Conclusion

We propose a pragmatic logic to manage scientific judgment. This set of judgments is
closed by negation when using paraconsistent logic C1. Using Institution Agents, we
define a dialectic process to manage contradiction. This allows autoepistemic Institu-
tion Agents to learn from a supervised teaching process. This methodology is now tried
and tested in various domains: in drug design, in Law[14], and even in mathematical
games [15].
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Abstract. In most challenging applications learning algorithms acts in
dynamic environments where the data is collected over time. A desirable
property of these algorithms is the ability of incremental incorporating
new data in the actual decision model. Several incremental learning algo-
rithms have been proposed. However most of them make the assumption
that the examples are drawn from a stationary distribution [13]. The
aim of this study is to present a detection system (DSKC) for regression
problems. The system is modular and works as a post-processor of a re-
gressor. It is composed by a regression predictor, a Kalman filter and a
Cumulative Sum of Recursive Residual (CUSUM) change detector. The
system continuously monitors the error of the regression model. A signif-
icant increase of the error is interpreted as a change in the distribution
that generates the examples over time. When a change is detected, the
actual regression model is deleted and a new one is constructed. In this
paper we tested DSKC with a set of three artificial experiments, and two
real-world datasets: a Physiological dataset and a clinic dataset of Sleep
Apnoea. Sleep Apnoea is a common disorder characterized by periods of
breathing cessation (apnoea) and periods of reduced breathing (hypop-
nea) [7]. This is a real-application where the goal is to detect changes
in the signals that monitor breathing. The experimental results showed
that the system detected changes fast and with high probability. The
results also showed that the system is robust to false alarms and can
be applied with efficiency to problems where the information is available
over time.

1 Introduction

In most challenging applications learning algorithms acts in dynamic environ-
ments where the data is collected over time. A desirable property of these algo-
rithms is the ability of incremental incorporating new data in the actual deci-
sion model. Several incremental learning algorithms have been proposed to deal
with this ability (e.g., [5, 12, 6]). However most learning algorithms, including
the incremental ones, assume that the examples are drawn from a stationary
distribution [13]. In this paper we study learning problems where the process
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generating data is not strictly stationary. In most of real world applications, the
target concept could gradually change over time. The ability to incorporate this
concept drift is a natural extension for incremental learning systems.

In many practical problems arising in quality control, signal processing, mon-
itoring in industrial plants or biomedical, the target concept may change rapidly
[2]. For this reason, it is essential to construct algorithms with the purpose of
detecting changes in the target concept. If we can identify abrupt changes of
target concept, we can re-learn the concept using only the relevant information.
There are two types of approaches to this problem: methods where the learning
algorithm includes the detection mechanism, and approaches where the detection
mechanism is outside (working as a wrapper) of the learning algorithm. The sec-
ond approach has the advantage of being independent of the learning algorithm
used. There are also several methods for solving change detection problems: time
windows, weighting examples according their utility or age, etc [9]. In the ma-
chine learning community few works address this problem. In [15] a method for
structural break detection is presented. The method is an intensive-computing
algorithm not applicable for our proposes of processing large datasets.

The work presented here follows a time-window approach. Our focus is deter-
mining the appropriate size of the time window. We use a Kalman filter [14, 18]
that smooths regression model residuals associated with a change detection
CUSUM method [2, 4, 10]. The Kalman filter is widely used in aeronautics and
engineering for two main purposes: for combining measurements of the same
variables but from different sensors, and for combining an inexact forecast of
system’s state with an inexact measurement of the state [17]. When dealing
with a time series of data points x1, x2, ..., xn a filter computes the best guess
for the point xn+1 taking into account all previous points and provides a correc-
tion using an inexact measurement of xn+1.

The next section explains the method structure of the proposed system. The
experimental evaluation is presented in section 3. In this section we apply our
system to estimate the airflow of a person with Sleep Apnoea. We use the on-
line change detection algorithm to detect changes in the airflow. Last section
presents the conclusions and lessons learned.

2 Detection System in Regression Models with Kalman
Filter and CUSUM

In this paper we propose a modular detection system (DSKC) for regression
problems. The general framework is shown in figure 2. The system is composed
by three components: a regression learning algorithm, a Kalman filter [14] and a
CUSUM [2, 4]. At each iteration, the system first component, the learning algo-
rithm, receives one unlabeled example, xi, and then the actual model predicts,
ŷi. After the model forecast, it receives an input from the environment, yi and
calculates the residual ri = |yi − ŷi|. The system uses ri and the Kalman filter
error estimate of the actual model, r̂i−1, to compute a residual for the dispersion,
rdi = |ri − r̂i−1|. The Kalman filter, the system second component, receives both
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Fig. 1. Two types of concept drift: changes in the mean and changes in dispersion

residuals and updates the learning algorithm state estimate. The state estimate
is form by mean error, r̂i, and the dispersion error, r̂di. Normally, a learning
algorithm will improve the predictions with the arrival of new examples, mainly
in the initial learning stage. For that reason, it is very important to provide a
run-time estimation of the residuals. In general, run-time estimation is provided
by simple mechanism, such as auto regressive or auto regressive moving aver-
age or Kalman filter. The advantages of the last filter are: allows to adaptively
tune the filter memory to faster track variations in the estimation and allows to
improve the accuracy of the estimation by exploiting the state update laws and
variance of the estimation [14].

The proposed system detects changes in mean error of the actual model and
changes in the respective dispersion. Figure 1 illustrates the two types of changes
we are interested in. The pair (ri, r̂i) is transmitted to the mean CUSUM and the
pair (rdi, r̂di) is transmitted to the dispersion CUSUM. Both CUSUM’s com-
pare the values they receive. A change occurs if significant differences between
both values received or significant differences between consecutive residuals are
found. If the change is an increase in the error mean or an increase in the disper-
sion, the system gives an order to erase the actual learning model and start to
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construct a new model using the new examples. If the change is a decrease in the
error mean or a decrease in the dispersion error, then the system gives an order
to the Kalman filter to weight the new residuals heavier, thus the filter can fol-
low the mean error and dispersion error faster. If no significant differences are
found, the new example is incorporated into the learning model.

The proposed architecture is general. It can work with any regression learn-
ing algorithm and any loss function. The main assumption is that a change is
reflected in the distribution of the examples, leading to an increase of the error
of the actual regression model.

3 Experimental Evaluation

In this section we describe the evaluation of the proposed system. We used three
artificial datasets and two real-world datasets. A real-world physiological [1]
dataset was used to evaluate if our DSKC provides a reliable estimate of the
learning model error. We used three artificial datasets and one real-world dataset
of Sleep Apnoea to evaluate the efficiency of the DSKC. An artificial data allows
us to perform controlled experiments. The experiments were designed in a way
that we know when the change occurs. To test the generality of the proposed
methodology, we used two distinct learning algorithms: a regression tree and
a linear regression model 1. Four performance measures were used to evaluate
the efficiency of the DSKC: number of false alarms (FA) and true alarms (TA),
mean number of examples for detection of the changes (MNE) and normalized
mean absolute error (NMAE). The median test [3] was used to compare the
normalized mean absolute error with and without change detection for each
dataset and learning algorithm.

3.1 Physiological Dataset

In this section we study the impact in boosting the discriminative power of a sig-
nal given by our system components: the Kalman filter and the CUSUM. We use
the physiological dataset [1] that was collected using BodyMedia wearable body
monitors. These continuous data are measures of 9 sensors and an indication of
the physical activities of the user. The dataset comprises several months of data
from 18 subjects. We divided the dataset by subject and age and used only the
sets related to changes between sleep and awake. We measured the discrimina-
tion between sleep and awake phases using the original sensors, using only the
Kalman filter estimate of a sensor, and using the estimate of the sensor from
Kalman filter with CUSUM. We used the sensors 7 and 9 because they were, re-
spectively, the sensors with the larger and the smaller discriminative power. The

1 In the set of experiments reported here, we use batch versions of both algorithms
that train a new model at every iteration using all examples from the last change
detected or since the beginning until that moment. The focus of the paper is change
detection in regression problems. It is expected that the main conclusions apply to
incremental versions of the algorithms.
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Table 1. Area under the ROC curve for the sensor, the Kalman filter estimate (KF)
and Kalman filter with CUSUM estimate (KFC)

Area Under the ROC Curve
sensor 7 sensor 9

ID KFC KF sensor KFC KF sensor
1 0.88 0.93 0.92 0.78 0.81 0.73
2 0.95 0.95 0.87 0.81 0.76 0.66
3 0.96 0.96 0.89 0.83 0.77 0.67
4 0.95 0.97 0.92 0.65 0.60 0.58
5 0.96 0.96 0.91 0.72 0.66 0.59
6 0.92 0.94 0.91 0.85 0.82 0.75
7 0.92 0.92 0.89 0.85 0.81 0.73
8 0.91 0.89 0.87 0.60 0.57 0.50
9 0.88 0.89 0.86 0.68 0.65 0.56
10 0.81 0.93 0.85 0.59 0.58 0.55
11 0.94 0.99 0.99 0.62 0.63 0.57
12 0.95 0.97 0.97 0.68 0.64 0.56
13 0.94 0.97 0.93 0.85 0.84 0.83
14 0.93 0.97 0.97 0.68 0.58 0.53
15 0.92 0.92 0.85 0.62 0.59 0.53
16 0.95 0.97 0.94 0.53 0.50 0.547
Median 0.94 0.95 0.91 0.68 0.65 0.57

discrimination power was measured using the area under the ROC curve. The
results show (table 1) that the discrimination power increases when we applied
the Kalman filter or the Kalman filter with CUSUM to the original sensors. This
fact is more evident when the sensor exhibit less discriminative power. The less
discriminative sensor is sensor 9. In that case, the improvement verified with the
Kalman filter plus the CUSUM is 5.9% with a p-value p < 0.002. The improve-
ment decreases for sensor 7, where the Kalman filter alone has better results
(2.2%, p < 0, 018). These results suggest that the use of the Kalman filter with
CUSUM provides a reliable estimate of the learning model error.

3.2 Artificial Datasets

The three artificial datasets used were composed by 3000 random examples. Two
random changes were generated between the 30th and the 2700th examples.

1. The first dataset has five normally distributed attributes with mean 0 and
standard deviation 50. The dependent variable is a linear combination of the
five attributes with an white noisy with standard deviation 10. New coeffi-
cients of linear combination where built at every change. The five coefficients
of the linear combination where generated by a uniform distribution over
[0, 10].

2. The second dataset has two uniformly distributed attributes over [0, 2]. The
dependent variable is a linear combination of the first attribute sine, and the
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cosine of the second attribute. We add, to each attribute, white noise with
standard deviation 1. As in the previous artificial dataset, new coefficients
were built at every change.

3. The third dataset is a modified version of the dataset that appear in the
MARS paper [8]. This dataset has 10 independent predictor variables x1, ...,
x10 each of which is uniformly distributed over [0,1]. The response is given
by

y = 10 sin (πx1x2) + 20 (x3 − 0, 5)2 + 10x4 + 5x5 + ε · (1)

A permutation of the predictor variables was made at each change.

For each type of dataset we randomly generated 10 datasets.

3.3 Results on Artificial Datasets

Tables 2, 3 and 4 show the results for respectively, dataset one, two and three.
We can observe that DSKC is effective with all learning algorithms. Overall we
detected 73% (CI95% = [64%− 81%]) of all true changes with no false alarms
(CI95% = [0% − 6%]). The results show that the proportion of true changes
varies between 50% for the third dataset with linear regression and 90% for the
same dataset but with regression trees; the mean number examples needed for
detection varies from 8.3 to 42.13.

Table 2. Results for the first artificial dataset

Regression Trees Linear Models
No Detection Detection No Detection Detection

NMAE NMAE TA FA MNE NMAE NMAE TA FA MNE
1 0.75 0.71 1 0 45.0 0.30 0.10 2 0 3.0
2 0.73 0.62 2 0 38.0 0.25 0.11 1 0 9.0
3 0.85 0.66 2 0 27.5 0.51 0.11 2 0 5.0
4 0.68 0.67 1 0 16.0 0.29 0.12 1 0 4.0
5 0.66 0.63 2 0 45.0 0.40 0.13 2 0 19.5
6 0.68 0.64 2 0 40.5 0.31 0.10 2 0 2.0
7 0.79 0.57 2 0 9.5 0.30 0.21 1 0 6.0
8 0.73 0.59 1 0 51.0 0.28 0.08 2 0 26.5
9 0.73 0.69 1 0 43.0 0.22 0.08 2 0 4.5
10 0.84 0.76 1 0 10.0 0.38 0.09 2 0 3.5
η 0.73 0.65 2 0 39.2 0.30 0.11 2 0 4.8
x̄ 0.74 0.65 1.5 0 32.6 0.32 0.11 1.7 0 8.3

We found significant differences (p < 0.05) between the use and not use of
our detection system for the normalized mean absolute error, except for the
2nd dataset with linear regression model. The mean normalized error decreased
for all datasets with the use of our DSKC. We observed that when the second
change occurs relatively closed to the first change or when the first change occurs
relatively closed to the beginning of the experience, the change was not detected.
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Table 3. Results for the second artificial dataset

Regression trees Linear models
No Detection Detection No Detection Detection

NMAE NMAE TA FA MNE NMAE NMAE TA FA MNE
1 0.57 0.56 1 0 8.0 0.85 0.82 1 0 23.0
2 0.45 0.33 1 0 5.0 0.88 0.88 2 0 48.0
3 0.45 0.42 1 0 78.0 0.89 0.89 1 0 35.0
4 0.53 0.47 2 0 10.5 0.81 0.82 2 0 95.0
5 0.39 0.37 1 0 13.0 0.90 0.90 2 0 84.5
6 0.61 0.36 2 0 9.0 0.83 0.83 0 0 –
7 0.48 0.39 1 0 39.0 1.00 1.00 1 0 5.0
8 0.54 0.45 2 0 8.0 1.00 1.00 2 0 89.5
9 0.45 0.41 2 0 10.0 0.84 0.85 1 0 27.0
10 0.45 0.41 2 1 33.5 0.87 0.87 1 0 83.0
η 0.47 0.41 1.5 0 10.2 0.87 0.87 1.0 0 48.0
x̄ 0.49 0.42 1.5 0 21.4 0.89 0.88 1.3 0 54.4

Table 4. Results for the third artificial dataset

Regression trees Linear models
No Detection Detection No Detection Detection

NMAE NMAE VA FA MNE NMAE NMAE VA FA MNE
1 0.80 0.67 2 0 21.5 0.71 0.59 1 0 38.0
2 0.73 0.69 1 0 33.0 0.73 0.73 0 0 –
3 0.84 0.66 2 0 23.0 0.68 0.57 1 0 65.0
4 0.86 0.67 2 0 28.0 0.71 0.58 2 0 55.0
5 0.82 0.66 2 0 33.0 0.68 0.57 1 0 19.0
6 0.71 0.68 1 0 14.0 0.75 0.59 2 0 54.5
7 0.86 0.68 2 0 39.0 0.69 0.59 1 0 25.0
8 0.80 0.66 2 0 50.5 0.63 0.60 1 0 41.0
9 0.87 0.68 2 0 20.5 0.88 0.88 0 0 –
10 0.82 0.68 2 0 17.5 0.67 0.59 1 0 39.0
η 0.82 0.67 2 0 25.5 0.70 0.59 1.0 0 40.0
x̄ 0.81 0.67 1.8 0 28.0 0.63 0.62 1.0 0 42.1

As we can see in table 5, the proportion of changes detected was 25%, when the
number of examples between changes is less than 332, against 89%, when there
are more than 532 examples. The association between the number of examples
required by the learning algorithm and detection or not detection of the change
is significant (p < 0.001).

3.4 Sleep Apnoea Dataset

After measuring the performance of our detection system in the artificial
datasets, we evaluate the performance in a real problem where change points
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Table 5. Association between the number of examples read and the ability to detect
versus not detect changes

Number Examples Not Detected Detected p
[1 − 332[ 9 (75.0%) 3 (25.0%) < 0.001
[332 − 532[ 11 (45.8%) 13 (54.2%)
[532 −∞[ 8 (11.1%) 64 (88.9%)

Table 6. Results for dataset of Sleep Apnoea

Regression Trees Linear Model
No Detection Detection No Detection Detection

NMAE NMAE TA NMAE NMAE TA
1 0.940 0.923 18 0.981 0.974 17

Fig. 3. The regression tree segmentation of the mean airflow (left) and airflow disper-
sion (right) filter by Kalman Filter and CUSUM

and change rates are not known. For such we applied our system to a dataset
from patients with Sleep Apnoea. Sleep Apnoea is a common disorder character-
ized by periods of breathing cessation (apnoea) and periods of reduced breathing
(hyponea). The standard approach to diagnoses apnoea consists of monitoring
a wide range of signals (airflow, snoring, oxygen saturation, heart rate...) dur-
ing patient sleep. There are several methods for quantifying the severity of the
disorder, such as measuring the number of Apnoeas and Hypopnoea per hour of
sleep or measuring the number of breathing events per hour. There is a hetero-
geneity of methods for defining abnormal breathing events, such as reduction in
airflow or oxygen saturation or snoring [7]. It can be seen as pathological, when
the number of Apnoeas and Hypopnoea/hour is larger then 20 events per hour
[11]. Our goal in this experiment was to evaluate if our detection system could
detect abnormal breathing events.
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Table 7. Alarms detected by DSKC with regression trees and linear models in sleep
Apnoea dataset and the leafs cut point of regression tree applied off-line

Regression trees Linear model Cut-points (Reg. tree) type of change

1 2017 1965 1962.5 disp,+
2 2600 2682 2631.5 disp,+
3 — — 2851.5 disp,-
4 3864.5 mean,-
5 4172 4135 — —
6 — — 4551.5 mean,+
7 — — 4595.5 disp,-
8 5835 — — —
9 — — 5875.5 mean,-
10 — 6165 6324.5 disp,+
11 — 7415 7322.5 disp,+
12 — 9287 9202.5 mean,+
13 — — 9764.5 disp,-
14 10207 10211 — —
15 11106 11112 — —
16 11531 — — —
17 — — 11793.5 mean,-
18 12318 12452 — —
19 13404 13396 13632.5 mean,+
20 14686 14927 — —
21 15848 15802 15808.5 disp,+
22 — 17762 — —
23 — — 17833.5 disp,-
24 18046 — — —
25 — — 18609.5 disp,-
26 20456 20463 — —
27 — — 21207.5 mean,-
28 21216 21280 21222.5 disp,+
29 22505 22253 — —
30 — — 22743.5 mean,+
31 23139 — — —
32 24018 — 23961.5 disp,+
33 24581 24400 — —
34 — — 25290.5 disp,-
35 — — 25733.5 mean,-

The real-world dataset was a set of sleep signals from a patient with Sleep Ap-
noea. Three of the 7 signals (airflow, abdominal movement signals and snoring)
had 16Hz frequency and the other 4 signals (heart rate, light, oxygen saturation
and body) had 1Hz frequency. All signal with 16Hz were transform in 1Hz using
the mean for each second. The dataset contained 26102 records from 7 signals,
which is approximated 7.5 hours of sleep.
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3.5 Results on Sleep Apnoea Dataset

Taking into consideration the problem, we built a model to predict the airflow
using all other signals as predictor variables. In this dataset, the regression model
is evaluated using the normalized mean absolute error statistic. We did not have
any indication where the abnormal breathing event would occur. For this reason,
we could not evaluate the number of false alarms and true alarms and the mean
number of examples for detection of the changes.

We used two regression models: a generalized linear regression and a regression
tree2. Both learning algorithms employed exhibited slight better results using the
detection mechanism than without (table 6). The total number of alarms (TA)
were 18 and 17, respectively, for the regression tree and linear regression models.
In order to evaluate the agreement between both learning algorithms to detected
abnormal breathing events, we compared the alarms proximity between them.
We detected 13 pairs of alarms, specifically, 13 alarms detected by the regres-
sion tree model occurred in the proximity of 13 alarms detected by the linear
regression model (table 7). To validate how well the CUSUM detect changes,
we carried out a second set of experiments. We design two datasets. In both
datasets, we consider only a single attribute: the time-Id. The target variable, in
problem 1, is the mean of the airflow predict by the Kalman Filter. In problem 2,
the target variable is the dispersion of the airflow predict by the Kalman Filter.
We run a regression tree in both problems and collect the cut-points from both
trees. The set of cut-points of the regressions trees and the alarms detected by
our DSKC were compared (figure 3). As shown in table 7, there were 7 increases
detected in time in the airflow dispersion and all of them were detected at least
by one of the learning models applied to Sleep Apnoea Dataset. There were 4
increases detected in time in the airflow, and 2 of them by one of the learning
models applied. Despite both learning algorithms investigated exhibited slight
better results using the detection mechanism than without, the alarms detected
by both models seems to show agreement, which may imply that we have de-
tected true changes in the distribution of examples in the Sleep Apnoea Dataset.

4 Conclusions

In this paper we discussed the problem of maintaining accurate regression models
in dynamic, non-stationary environments. The system continuously monitors the
residual of the regression algorithm, looking for changes in the mean and changes
in the variance. The proposed method maintains a regression model where resid-
uals are filtered by a Kalman filter. A CUSUM algorithm continuously monitors
significant changes in the output of the Kalman filter. The CUSUM works as
a wrapper over the learning algorithm (the regression model plus the Kalman
filter), monitoring the residuals of the actual regression model. If CUSUM de-
tects an increase of the error, a new regression model is learned using only the

2 The GLM and CART versions implemented in [16].
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most recent examples. As shown in the experimental section the Kalman fil-
ter application to the residuals gives a good on-line estimation of the learning
algorithm state. The results of the method for change detection in regression
problems show that it can be applied with efficiency when the information is
available sequentially over time. An advantage of the proposed method is that
it is independent of the learning algorithm. The results of the change detection
algorithm mainly depend on the efficiency of the learning algorithm. They also
show, that the Kalman filter has a good performance in detecting real changes
from noisy data.
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Abstract. Mars probes send back to Earth enormous amount of data.
Automating the analysis of this data and its interpretation represents a
challenging test of significant benefit to the domain of planetary science.
In this study, we propose combining terrain segmentation and classifi-
cation to interpret Martian topography data and to identify constituent
landforms of the Martian landscape. Our approach uses unsupervised
segmentation to divide a landscape into a number of spatially extended
but topographically homogeneous objects. Each object is assigned a 12
dimensional feature vector consisting of terrain attributes and neighbor-
hood properties. The objects are classified, based on their feature vectors,
into predetermined landform classes. We have applied our technique to
the Tisia Valles test site on Mars. Support Vector Machines produced
the most accurate results (84.6% mean accuracy) in the classification of
topographic objects. An immediate application of our algorithm lies in
the automatic detection and characterization of craters on Mars.

1 Introduction

Landforms in Mars are characterized using imagery and altimetry data. Impact
craters are among the most studied landforms on Mars. Their importance stems
from the amount of information that a detailed analysis of their number and mor-
phology can produce. Visual inspection of imagery data by domain experts has
produced a number of catalogs [3,22] that list crater locations and diameters. Au-
tomated algorithms for crater detection from imagery data exist [14,16,8,27,28],
but none has been deemed adequately accurate to be employed in a scientific
study because of poor accuracy (mainly because of false identifications).

In this paper we develop a methodology for automatic identification of land-
forms on Mars using altimetry (topographic) data. Our goal is to identify craters’
floors and their corresponding walls from other landforms. The distinction be-
tween floors and walls is important for subsequent calculation of crater geometry
[20]. An accurate knowledge of the geometry for a large database of Martian
craters would enable studies with a number of outstanding issues and potential
discoveries, such as the nature of degradation processes [24], regional variations
in geologic material [10], and distribution of subsurface volatiles [11], leading to
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c© Springer-Verlag Berlin Heidelberg 2006



256 T.F. Stepinski, S. Ghosh, and R. Vilalta

a much better understanding of the composition of the planet’s surface and its
past climate.

Our strategy departs significantly from that employed in [25,7]. First, we move
away from a pixel-based analysis and adopt an object-based analysis [2], which is
more appropriate for spatially extended data. Object-based analysis originated
in applications of image analysis of remotely sensed data, where an image is
segmented into a number of image objects –areas of spectral and/or textural ho-
mogeneity. Our approach is based on extending the notion of objects from images
to topographic data, and our first task is to segment a given site into topogra-
phy objects –areas of topographic homogeneity. Second, we move away from
clustering (unsupervised learning) and adopt classification (supervised learning)
by assigning landform class label to each object. This change assures that the
resultant classification corresponds to recognizable landforms. Classification is
feasible because the classified units are now objects instead of pixels. Objects
have clear topographic meaning and are more suitable than individual pixels
for manual labeling. The number of units to be handled is drastically reduced
making the classification process viable. Finally, objects are the source of addi-
tional information, such as their size, aggregative statistics, and neighborhood
information which are used as extra features for classification.

The novelty of our study can be summarized as follows: 1) the automatic seg-
mentation of a terrain into constituent objects is a new concept in the context
of terrain analysis; it has applications in both planetary and terrestrial geomor-
phology. The methodology creates a spatial database otherwise inaccessible to
terrain analysis; 2) using classification algorithms to aggregate segmentation ob-
jects into larger, physically relevant structures, is a new concept readily available
for data analysis techniques (particularly spatial data mining).

2 Background Information

There are currently four space probes on orbits around Mars remotely collecting
data about its surface. They generate a deluge of data, but only a small fraction
of this data can be interpreted because analysis is performed manually at high
“cost” by domain experts. Automation is the only practical solution to the chal-
lenge behind processing a significant portion of the –ever increasing– volume of
Martian data.

Martian craters, despite having deceptively simple circular appearance,
present a formidable challenge for a pattern recognition algorithm. Some craters
are degraded by erosion and are barely distinguishable from their background.
In a heavily cratered terrain, where an automated detection is most desirable,
there is a significant degree of crater overlapping. Finally, crater sizes differ by
orders of magnitude. Image-based detection techniques face additional difficul-
ties as the “visibility” of an impact crater depends on the image quality. Other
landforms on Mars, as for example valleys, also present challenges for automatic
recognition [19].
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Fig. 1. A perspective view of the Tisia Valles landscape rendered using the DEM. The
vertical dimension is exaggerated 10 times, and the north is to the left.

Recently, landform detection algorithms have begun to use topography data
as an alternative to images. Mars is the only planet besides the Earth for which
global elevation model (DEM) data is available [23]. A DEM is a raster dataset
where each pixel is assigned an elevation value. In [25,7] Martian sites are di-
vided into mutually exclusive and exhausting landform categories on the grounds
of similarity between pixel-based vectors of terrain attributes. In both studies,
landform categories are the result of unsupervised clustering of these vectors, but
whereas [25] employs a probabilistic algorithm working under a Bayesian frame-
work, [7] employs a self-organizing map [17]. In principle, these methods avoid the
issue of crater identification by automatically categorizing all landforms (includ-
ing craters) in a given site. The clustering-based division of a site into constituent
landforms has the advantage of being an unsupervised, low “cost” process, but
it also suffers from the lack of direct correspondence between clusters and gener-
ally recognizable landforms. A significant manual post-classification processing
is necessary to interpret all results. In addition, some landforms of interest (like,
for example, craters’ walls) are poorly represented by any single cluster, or even
group of clusters.

3 Study Site and Terrain Attributes

Fig. 1. shows a DEM-derived shaded relief of our Tisia Valles test site centered
at 46.13oE, 11.83oS. The DEM has a resolution of 500 meters and its dimensions
are N = 385 rows and M = 424 columns. This is a challenging site for landform
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identification. In a relatively small area many different crater morphologies are
present: fresh deep craters with intact walls; old, degraded craters with various
degrees of wall erosion; conjoined craters with various degrees of overlap. All
these different types of craters are present in a range of sizes. In addition, the
site is crossed from south-west to north-east by a broad valley with escarpments
on both sites. The valley floor is further sculptured. Smaller scale valleys are
present at inter-crater highlands. The same site was previously used in [25].

The DEM carries information about terrain elevation, z(x, y) at the location
of each pixel. Terrain attributes are additional raster datasets calculated from
the DEM. In this study we use three terrain attributes: slope, curvature, and
flood. The slope, s(x, y), is the rate of maximum change of z on the Moore
neighborhood1 of a pixel located at (x, y). The (profile) curvature, κ(x, y), mea-
sures the change of slope angle and is also calculated using the values of z on
the Moore neighborhood of a pixel (κ > 0 correspond to convex topography,
whereas κ < 0 correspond to concave topography). The flood, f(x, y), is a bi-
nary variable; pixels located inside topographic basins have f(x, y) = 1, and
all other pixels have f(x, y) = 0. A vector, V(x, y) = {z, s, κ, f}(x, y) describes
the topography of the landscape at the level of an individual pixel. We refer to
the (N − 2) × (M − 2) array of vectors V as the landscape. The landscape is
smaller than a DEM because the DEM’s edge is eliminated (by removing the
two rows and two columns lying on the array boundaries) due to calculations of
derivatives using the Moore neighborhood.

4 Segmentation

In the context of image analysis the term segmentation refers to a process of
dividing an image into smaller regions having homogeneous color, texture, or
both. We have observed that the notion of segmentation can be applied not only
to multi-band images, but to all spatially extended datasets including multi-
attribute landscapes. A variety of techniques [1,4,13,21] have been proposed to
implement image segmentation, and all of them can be, in principle, easily ex-
tended to landscape segmentation. In [15] a computationally simple homogeneity
index H was proposed, and in [9] this index was combined with the watershed
transform [26] for fast, unsupervised segmentation of multi-band images. In this
paper we utilize this method for segmentation of multi-attribute landscapes.

The homogeneity measure H is calculated using a square window of width
2K + 1 (where K is user-defined). Consider a focal pixel (xc, yc) having an
attribute (for example, an elevation z) z(xc, yc). For every pixel in a window
we calculate a “separation” vector di = (xi − xc, yi − yc). From the separation
vector we construct a “gradient” vector,

gi = (z(xi, yi)− z(xc, yc))
di

‖di‖ (1)

1 The Moore neighborhood around a focus pixel (x0, y0) is a square-shaped area de-
fined by {(x, y) : |x − x0| ≤ 1, |y − y0| ≤ 1}.



Automatic Recognition of Landforms on Mars 259

Fig. 2. Segmentation of Tisia Valles landscape into 2631 topographically homogeneous
objects

and we use gradient vectors calculated for all pixels in a window to calculate the
homogeneity measure H ,

H =

∥∥∥∥∥∥
(2K+1)2∑

i=1

gi

∥∥∥∥∥∥ (2)

A pixel located in the region that is homogeneous with respect to z has a small
value of H . On the other hand, a pixel located near a boundary between two
regions characterized by different values of z has a large value of H .

A raster constructed by calculating the values of H for all pixels in the land-
scape can be interpreted as a gray scale image and is refered to as the H-image.
We denote the H-image by H. The white areas on H represent boundaries of
homogeneous regions, whereas the dark areas represent the actual regions. The
extension of the H-image concept to multiple attributes is straightforward. Let’s
say that we want to calculate the H of a landscape on the basis of slope, cur-
vature, and flood attributes. For each pixel we calculate the three individual H
values separately and combine them to obtain the overall value of H at that
pixel:

H =
√

ws Hs
2 + wκ Hκ

2 + wf Hf
2 (3)

where ws, wκ, and wf are weights introduced to offset different numerical ranges
of the attributes. All attributes are scaled to have the same range (0, 1), and the
weights in (3) correspond to the corresponding scales.

We have segmented the Tisia Valles landscape using three attributes, s, κ and
f . Note that we have opted not to use z as a segmentation attribute because no
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landforms are characterized by their elevations. We use the H-image technique
with K = 2 to obtain Hs, Hκ, and Hf . Individual H-images are subject to
thresholding,

Hk(x, y) =
{

Hk(x, y) = Hk(x, y) if Hk(x, y) > Tk

Hk(x, y) = 0 otherwise (4)

where k = s, κ, f , and Tk is an appropriate threshold value introduced to prevent
oversegmentation caused by high sensitivity to noise. The thresholded H-images
are combined using formula (3) and the combined H-image is segmented using
the watershed transform. This procedure (with Ts = 0.15, Tκ = 0.92, and Tf =
3.9) segments the site into 2631 topographic objects as shown in Fig. 2. Each
object is topographically homogeneous. Note that the number of objects is two
orders of magnitude smaller than 161,626 pixels constituting the DEM. The
objects are small where topography changes on a small spatial scale, like, for
example, on the walls of the craters, or at the escarpments. On the other hand,
objects are large when changes occur on only a large spatial scale, like, for
example in the inter-crater plain, or on the floors of large craters. The largest
object has 15,106 pixels, and the 13 largest objects occupy 75% of the site’s area.
For each object, i = 1, . . . , 2631, we calculate the mean values, s̄i, κ̄i, f̄i, and
standard deviation values, σs

i , σκ
i , σf

i , from its constituent pixels. We refer to s̄i,
κ̄i, and f̄i simply as slope, curvature, and flood of an object.

Objects making up craters’ walls and objects constituting escarpments not
associated with craters have similar topographic attributes but are located in
different spatial contexts. The object’s neighborhood properties provide some
information about that context. Ideally, we would like to know classes of ob-
ject’s neighbors, but such information is not available prior to classification.
However, a preliminary categorization of objects is possible on the basis of their
values of s̄i, κ̄i, f̄i. We divide all objects into three categories (low, medium,
and high) on the basis of their slope values. Such categorization is used to calcu-
late a neighborhood property of an object i, {as

1, a
s
2, a

s
3}i, where as

j , j = 1, 2, 3,
is the percentage of the object boundary adjacent to neighbors belonging to
slope category j. Similar neighborhood properties, {aκ

1 , aκ
2 , aκ

3}i, {af
1 , af

2 , af
3}i,

are calculated on the basis of curvature and flood values, yielding a total of nine
attributes corresponding to the spatial context of objects.

5 Classification

We classify topographic objects into six landform classes with clear physical
meaning. Class 1 consists of inter-crater plains, a flat terrain that in most cases
is homogeneous on relatively large spatial scale. Class 2 consists of craters’ floors,
a flat terrain inside craters. Class 3 consists of convex craters’ walls, whereas class
4 consists of concave craters’ walls. Classes 5 and 6 consists of objects that are
located on convex and concave non-crater escarpments, respectively. We use the
following 12-dimensional feature vector to characterize each segment,

u =
{
s̄, κ̄, f̄ , as

1, as
2, as

3, aκ
1 , aκ

2 , aκ
3 , af

1 , af
2 , af

3

}
(5)
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Fig. 3. Training set of 517 labeled topographic objects, 10% gray indicates class 1,
black indicates class 2, 20% gray indicates class 3, 80% gray indicates class 4, and 40%
gray indicates classes 5 and 6

We note that the object’s size, its elevation, and its σs
i , σκ

i , σf
i values are

not presently used as part of the feature vector. In general, objects’ sizes and
elevations have proved to be poor indicators of their class as defined in this
study. Inclusion of σs

i , σκ
i , σf

i into the feature vector produces no improvement
in classification.

5.1 Training Set

We have manually labeled 517 topographic objects to make up a training set.
This set constitutes 20% of all objects and 29% of the site’s area. The location
of training set objects is shown on Fig. 3. Due to the limitation of illustrating a
site using gray scales, classes 5 and 6 are shown employing the same gray shade.
The objects were selected for labeling on the basis of geographical coherence (see
Fig. 3) but we have also made sure that all landform classes are represented in
the training set.

To provide additional information regarding our training set, Table 1 (left
side) shows for each class (each row), the number of objects in that class, the
fraction of the training set’s total area covered by the objects in the class, and
the values of the three physical features, s, κ, and f , averaged over objects
in each class. The right side of Table 1 provides the same information but for
all objects constituting the Tisia Valles site as divided into classes by using a
classifier obtained using a Support Vector Machine.
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Table 1. Properties of topographic objects in six landform classes averaged over the
training set (left) and the entire set (right).

class object area s κ f object area s κ f
count site % deg. ×103 count site % deg. ×103

517 objects in the training set All 2631 objects
1 89 54.0 0.99 -0.1 0.04 957 64.5 0.96 0.12 0.03
2 5 24.0 0.83 0.41 1.0 26 11.5 0.83 0.58 0.91
3 163 9.0 5.24 3.12 0.78 536 8.0 5.2 3.54 0.83
4 145 8.0 4.08 -3.78 0.08 674 10.0 4.11 -4.62 0.13
5 61 2.6 2.49 2.61 0.09 208 2.0 2.02 2.27 0.08
6 54 2.4 2.20 -2.01 0.0 230 4.0 1.78 -1.79 0.0

5.2 Classification Results

Table 2 (left side) shows the result of invoking various learning algorithms on
our training set. Each entry shows the average of 5 runs of 10-fold cross vali-
dation (numbers in parentheses represent standard deviations). All algorithms
follow the implementation of the software package WEKA [29] using default
parameters2. An asterisk at the top right of a number implies the difference
is significantly worse than the first algorithm (Support Vector Machine) at the
p = 0.05 level assuming a two-tailed t-student distribution.

Table 2 was produced to observe the inherent difficulty associated with differ-
entiating between various Martian landforms. The advantage of relatively com-
plex models over simpler ones points to the need for flexible decision boundaries.
The apparent advantage of bagging over the decision tree points to some degree
of variance [6]. The right side of Table 2 shows a confusion matrix obtained using
the Support Vector Machine model.

Overall, the exclusion errors (i.e., false negatives) are acceptable with the ex-
ception of class 6. A significant number of class 6 (concave escarpment) objects
are classified as either class 4 (concave crater walls), as we could expect from the
local similarity between the two landforms, or as class 1 (inter-crater plains). The
largest number of exclusions from class 4 are, as expected, picked up by class 6,
but some are picked up by classes 1 and 3. Surprisingly, there is not much confu-
sion between classes 5 and 3. This is probably due to the large difference between
the values of the flood attribute in the two classes (see Table 1). The erroneous
inclusion errors (i.e., false positives) show similar patterns. Interestingly, class
1 (a big inter-crater plain) suffers a small degree of erroneous inclusions from
most other classes that, in general, are characterized by very different values of
physical features.

2 SVM uses a cubic kernel with a complexity parameter of C = 1. Decision tree uses
reduced error pruning with a confidence factor of 0.25 and a stopping criterion for
splitting of size 2. Bagging uses bootstrap samples of size equal to the training set
and average values over 10 trees. Neural network uses a learning rate of 0.3 and
momentum of 0.2 with 500 epochs. k-nearest neighbor uses k = 5 and the KKDtree
algorithm [5]. Bayesian Network builds a network using the K2 algorithm [12].
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Table 2. (Left) Accuracy by averaging over 5 x 10-fold cross-validation for various
learning algorithms. An asterisk at the top right of a number indicates a statistically
significant degradation with respect to the first algorithm (Support Vector Machine).
Numbers enclosed in parentheses represent standard deviations. (Right) Confusion ma-
trix for the Support Vector Machine algorithm, exclusions (false negatives) are in the
rows, erroneous inclusions (false positives) are in the columns.

Learning Algorithm Accuracy Estimation Confusion Matrix
1 2 3 4 5 6

Support Vector Machine 84.61 (4.89) 85 0 1 0 3 0
Neural Network 81.71 (5.09) 0 4 1 0 0 0

Bagging 83.02 (5.30) 2 1 146 10 4 0
Decision Tree 81.01∗ (5.09) 7 1 8 119 0 10

Bayesian Network 79.42∗ (5.75) 3 0 4 0 54 0
Nearest Neighbor 78.77∗ (5.15) 13 0 0 11 1 29

Fig. 4. Classification of all 2631 topographic objects, 10% gray indicates class 1, black
indicates class 2, 20% gray indicates class 3, 80% gray indicates class 4, and 40% gray
indicates classes 5 and 6

Using a decision function calculated on the basis of the Support Vector Ma-
chines model, we have classified all 2631 objects in the Tisia Valles site. The
spatial illustration of this classification is shown on Fig. 4 and the numerical
results of the classification are given in Table 1 (right side). The values of the
three physical features averaged over objects belonging to the same class are
very similar to corresponding values in the training set. This reassures us that
the training set constitutes a representative sample of the entire site.
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Visual inspection of Fig. 4 indicates that classification successfully divided
the landscape into its landforms. Large craters are perfectly delineated from
the inter-crater plain, and most of the escarpment is also correctly identified.
A more in depth examination reveals some inevitable shortcomings. The classi-
fier does not identify the centers of small craters as floors (class 2). Technically,
this is correct, because such craters are too small to have flat “floors,” but such
omissions complicate the process of crater recognition. The smallest craters have
centers represented by class 3 objects, which are surrounded by class 4 objects,
too large to produce a correct representation of their walls. This is due to insuf-
ficient resolution of our segmentation. Finally, there are some limited problems
in the correct delineation of small relief escarpments. Overall these shortcomings
are minor; most of the complex landscape was correctly interpreted.

6 Conclusions and Future Work

The success of our method depends on two factors, the quality of segmentation
and the choice of an appropriate feature vector. Martian terrain requires that
the range of topography objects sizes span few orders of magnitude. Although
our segmentation achieves this requirement, a larger range is necessary to resolve
the smallest craters. Future work will have to address this issue. One possible
solution is to avoid a single watershed threshold, and rather use an adaptive
threshold with a value that is coupled to the spatial scale of the change in
topography.

Our segmentation process can also be viewed as the process of creating a spa-
tial database of topography objects. In spatial data mining, objects are character-
ized by different types of information: non-spatial attributes, spatial attributes,
spatial predicates, and spatial functions [18]. In this paper we have considered
only physical features (corresponding to non-spatial attributes) and some neigh-
borhood relations (corresponding to spatial attributes). Using just the physical
features produced a 77.4% classification accuracy; this accuracy increases to
84.6% when features based on neighborhood properties are also considered (us-
ing a Support Vector Machine). Future studies will employ spatial predicates
and spatial functions to further increase our current predictive accuracy.

Finally, we stress that the present classification allows for an automatic iden-
tification and characterization of large and medium craters. A study is underway
to use our technique to calculate geometries of such craters on Sinai Planum and
Hesperia Planum, two locations on Mars that, although similar, are expected to
have systematic differences in crater morphologies [20]. Once a good predictive
model is found we plan to use it to identify craters along the whole surface of
Mars, without any need for creating additional training sets.
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Abstract. In this paper we introduce a multilingual Named Entity Recognition 
(NER) system that uses statistical modeling techniques. The system identifies 
and classifies NEs in the Hungarian and English languages by applying 
AdaBoostM1 and the C4.5 decision tree learning algorithm. We focused on 
building as large a feature set as possible, and used a split and recombine 
technique to fully exploit its potentials. This methodology provided an 
opportunity to train several independent decision tree classifiers based on 
different subsets of features and combine their decisions in a majority voting 
scheme. The corpus made for the CoNLL 2003 conference and a segment of 
Szeged Corpus was used for training and validation purposes. Both of them 
consist entirely of newswire articles. Our system remains portable across 
languages without requiring any major modification and slightly outperforms 
the best system of CoNLL 2003, and achieved a 94.77% F measure for 
Hungarian. The real value of our approach lies in its different basis compared to 
other top performing models for English, which makes our system extremely 
successful when used in combination with CoNLL modells. 

Keywords: Named Entity Recognition, NER, Boosting, C4.5, decision tree, 
voting, machine learning. 

1   Introduction 

The identification and classification of proper nouns in plain text is of key importance 
in numerous natural language processing applications. In Information Extraction 
systems proper names generally carry important information about the text itself, and 
thus are targets for extraction and Machine Translation. These have to handle proper 
nouns and other sort of words in a different way due to the specific translation rules 
that apply to them. These two topics are in the focus of our research. 

1.1   Related Work 

Research and development efforts in the last few years have focused on other 
languages, domains or cross-language recognition. Hungarian NER fits into this trend 
quite well, due to the special agglutinative property of the language. 
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Machine learning methods have been applied to the NER problem with remarkable 
success. The most frequently applied techniques were the Maximum Entropy Model, 
Hidden Markov Models (CoNLL-2003) and Support Vector Machines (JNLPBA-
2004, [10]).  

We use AdaBoostM1 and C4.5 learning techniques which have an inherently 
different theoretical background from the machine learning algorithms that have been 
used most frequently for NER (like Maximum Entropy Models, Support Vector 
Classifiers, etc.). The results of this paper prove that this can significantly improve 
classification accuracy in a model combination scheme. Another reason for using 
decision trees was that we needed a fast and efficient model to exploit the potentials 
of our large feature set. 

There are some results on NER for the Hungarian language as well but all of them 
are based on expert rules [9], [12]. To our knowledge, no statistical models have yet 
been constructed for the Hungarian language. 

1.2   Structure of the Paper  

In the following section we will introduce the NER problem in general, along with the 
details of the English and Hungarian tasks performed and the evaluation 
methodology. In Section 3 we discuss the learning methods, the pre- and post-
processing techniques we applied and the structure of our complex NER system. The 
experimental results are then presented in Section 4 along with a brief discussion, 
followed in Section 5 by some concluding remarks and suggestions for future work. 

2   The NER Task 

The identification of proper names can be regarded as a tagging problem where the 
aim is to assign the correct tag (label) to each token in a simple text. This 
classification determines whether the lexical unit in question is part of a proper noun 
phrase and if it is, which category it belongs to. 

The NER task was introduced during the nineties as a part of the shared tasks in the 
Message Understanding Conferences (MUC) [4]. The goal of these conferences was 
the recognition of proper nouns (person, organization, location names), and other 
phrases denoting dates, time intervals, and measures in texts collected from English 
newspaper articles. The best systems [1] following the MUC task definition achieved 
outstanding accuracies (near 95% F measure). 

Later, as a part of the Computational Natural Language Learning (CoNLL) 
conferences [15], a shared task dealt with the development of systems like this that 
work for multiple languages (first introduced in [5]) and were able to correctly 
identify a person, an organization and location names, along with other proper nouns 
treated as miscellaneous entities. The collection of texts consisted of newswire 
articles, in Spanish + Dutch and English + German, respectively. There are several 
differences between the CoNLL style task definition and the 1990s MUC approach 
that made NER a much harder problem: 

• Multilinguality was introduced, thus systems had to perform well in more than 
one language without any major modification. 
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• The NE types that are very simple to identify (phrases denoting dates, time 
intervals, measures and so on.) were excluded from the CoNLL task. This way, 
systems were evaluated on the 4 most problematic classes out of the many used 
in MUCs. 

• A more strict evaluation script was introduced that penalizes the 
misclassification of an inner part of a long phrase twice (one error for finding a 
wrong shorter phrase and another for the misclassified term). 

These modifications made the NER task harder (the accuracy of the best 
performing systems [8] dropped below 89% for English) but more practical since real 
world applications like Information Extraction benefit from these types of NEs and by 
doing this (only whole phrases classified correctly contribute to other applications). In 
our studies we always followed the CoNLL style task definition and used the same 
evaluation script. 

In accordance with the task definition of the CoNLL conferences we distinguish 
four classes of NEs, namely person, location, organization names and miscellaneous 
entities. This classification is not straightforward in many cases and a human 
annotator needs some background knowledge and additional information about the 
context to perform the task. Many proper nouns can denote entities of more than one 
class depending on the context, and occasionally a single phrase might fall into any of 
the four categories depending on the context (like ”Ford”, which can refer to a person, 
the company, an airport or the car type). 

2.1   English NER 

An NER system in English was trained and tested on a sub-corpus of the Reuters 
Corpus1, consisting of newswire articles from 1996 provided by Reuters Inc. The data 
is available free of charge for research purposes and contains texts from diverse 
domains ranging from sports news to politics and the economy. The best result 
published in the CoNLL 2003 conference was an F measure of 88.76% obtained from 
the best individual model, and 90.3% for a hybrid model based on the majority voting 
of five participating systems. 

2.2   Hungarian NER 

To train and test our NER model on Hungarian texts, we decided to use a sub-corpus of 
the Szeged Treebank [6] which contains business news articles from 38 NewsML2 
topics ranging from acquisitions to stock market changes or the opening of new 
industrial plants. We annotated this collection of texts with NE labels that followed the 
current international standards as no other NE corpus of reasonable size is available for 
Hungarian. The data can be obtained free of charge for research purposes3.  

One major difference between Hungarian and English data is the domain speci-
ficity of the former corpus. The Hungarian texts we used consist of short newspaper 
articles from the domain of economy, and thus the organization class dominates the 
                                                           
1 http://www.reuters.com/researchandstandards/ 
2 See http://www.newsml.org/pages/docu_main.php for details. 
3 http://www.inf.u-szeged.hu/~hlt/index.html 



270 G. Szarvas, R. Farkas, and A. Kocsor 

other three in frequency. This difference undoubtedly makes NER an easier problem 
on the Hungarian text, while the special characteristics of the Hungarian language 
(compared to English) like agglutinativity or free word order usually makes NLP 
tasks in Hungarian very difficult. Thus it is hard to compare the results for Hungarian 
with other languages but achieving similar results in English (the language for which 
the best results have been reported so far) is still a remarkable feature. 

The annotation procedure of the corpus consisted of several phases where two 
independent annotators tagged the data and discussed problematic cases later on. In 
the final phase all the entities that showed some kind of similarity to one that was 
judged inconsistent were collected together from the corpus for a review by the two 
annotators and the chief annotator. The resulting corpus had an inter-annotator 
agreement rate of 99.89% and 99.77% compared to the annotations made by the two 
linguists on their own [14]. 

This corpus then is completely equivalent to other corpuses used on the CoNLL-
2002 and CoNLL-2003 conferences, both in format and annotation style (the same 
classes are labeled). We hope that this will make both cross-language comparison and 
the use of the corpus in developing NER systems more straightforward. 

No independent results on Hungarian NER using this corpus have yet been 
published. The results here are compared to our previous results, which are the best 
that have been published so far [7]. 

2.3   Evaluation Methodology 

To make our results easier to compare with those given in the literature, we employed 
the same evaluation script that was used during the CoNLL conference shared tasks 
for entity recognition4. This script calculates Precision, Recall and F value scores by 
analyzing the text at the phrase level. This way evaluation is very strict as it can 
penalize single mistakes in longer entity phrases two times. 

It is worth mentioning that this kind of evaluation places a burden on the learning 
algorithms as they usually optimize their models based on a different accuracy 
measure. Fitting this evaluation into the learning phase is not straightforward because 
of some undesired properties of the formula that can adversely affect the optimization 
process. 

3   Complex NER Model 

We regard the NER problem as essentially a classification of separate tokens. We 
believe that this approach is competitive with the – theoretically more suitable – 
sequence tracking algorithms (like Hidden Markov Models, Maximum Entropy 
approaches or Conditional Random Fields) and we could choose a decision tree which 
requires less computation time and thus enables us for example to use an enormous 
feature set. Of course our model takes into account the relationship between 
consecutive words as well through a window with appropriate window size. 

                                                           
4 The evaluation script can be downloaded from the CoNLL conference web site. 



 A Multilingual Named Entity Recognition System 271 

To solve classification problems effectively it is worth applying various types of 
classification methods, both separately5 and in combination. The success of hybrid 
methods lies in tackling the problem from several angles, so algorithms of inherently 
different theoretical bases are good subjects for voting and for other combination 
schemes. Feature space construction and the proper pre-processing of data also have a 
marked impact on system performance. In our experiments we incorporated all these 
principles into a complex statistical NER model.  

Input text Feature
generation

Feature
selection

training data

FSet 5 FSet 1FSet 2FSet 3FSet 4

AdaBoost
+ C4.5

AdaBoost
+ C4.5

AdaBoost
+ C4.5

AdaBoost
+ C4.5

AdaBoost
+ C4.5

forecast forecast forecast

VotingOuter NER
System

Outer NER
System ...

forecast forecast forecast

VotingforecastAnnotated text Postprocessing

 
Fig. 1. Outline of the structure of our NER model. The result of our model working alone is 
discussed for English and Hungarian, along with the results of a voting system for English 
treated as a hybrid model. We used our model in combination with the two top performing 
CoNLL systems. 

The building blocks of our system are shown in Figure 1. We expected our model 
would perform well in combination with other popular models (noted as “Outer NER 
System” in Figure 1) like the Maximum Entropy approach, Hidden Markov Model or 
Support Vector Classifiers. Our results on the English dataset where outputs of such 
systems were available justify this expectation. 

3.1   Feature Set 

Initial features. We employed a very rich feature set for our word-level classi-
fication model, describing the characteristics of the word itself along with its actual 
                                                           
5  We investigated several algorithms but because of the lack of space we present here only the 

best performing one. For details of our past experiments, please see [7]. 
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context (a moving window of size four). Our features fell into the following major 
categories:  

• gazetteers of unambiguous NEs from the train data: we used the NE phrases which 
occur more than five in the train texts and got the same label more than 90 percent 
of the cases, 

• dictionaries of first names, company types, sport teams, denominators of locations 
(mountains, city) and so on: we collected 12 English specific lists from the 
Internet and 4 additional to the Hungarian problem, 

• orthographical features: capitalization, word length, common bit information 
about the word form (contains a digit or not, has uppercase character inside the 
word, and so on). We collected the most characteristic character level bi/trigrams 
from the train texts assigned to each NE class, 

• frequency information: frequency of the token, the ratio of the token’s capitalized 
and lowercase occurrences, the ratio of capitalized and sentence beginning 
frequencies of the token, 

• phrasal information: chunk codes and forecasted class of few preceding words (we 
used online evaluation),  

• contextual information: POS codes (we used codes generated by our POS tagger 
for Hungarian instead of the existing tags from the Szeged Treebank), sentence 
position, document zone (title or body), topic code, trigger words (the most 
frequent and unambiguous tokens in a window around the NEs) from the train 
text, is the word between quotes and so on. 

The same features were used in the experiments on Hungarian texts and only the 
semantics of some feature varied (e.g. we used a different categorization of POS and 
chunk codes in Hungarian and the company type suffixes were different). Only the 
topic code and document zone features were omitted for Hungarian as all articles had 
the same topic (economics) and the titles of the articles were not capitalized like in the 
English dataset. 

Feature set splitting and recombination. Using the above six groups of features we 
trained a decision tree for all possible subset of the groups (63 models), and of course 
not every subset describe the NER problem equally well. We used simple C4.5 trees 
here because their training are very fast and we assumed that the differences between 
single trees would not change significantly while boosting them. We evaluated these 
models on the CoNNL development set.  

The 11 best performing models achieved very similar results; the others were far 
behind them. We decided to keep 5 of these models for CPU consumption reasons. 
We chose the five models – from the 11 - that showed the greatest average variety in 
features used (we did not omit a category because it achieved a slightly worse result). 

We trained a classifier using each of these five feature sets (note that they are not 
disjunctive) and then recombined the resulting models in a voting scheme (which will 
be introduced later in detail). The same five sets of features (group of categories) were 
used in the experiments on Hungarian language. 
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3.2   Classifiers 

Boosting [13] and C4.5 [11] are well known algorithms for those who are acquainted 
with pattern recognition. Boosting has been applied successfully to improve the 
performance of decision trees in several NLP tasks. A system that made use of 
AdaBoost and fixed depth decision trees [2] came first on the CoNLL-2002 
conference shared task for Dutch and Spanish, but gave somewhat worse results for 
English and German (it was ranked fifth, and had an F measure of 85.0% for English) 
in 2003. We have not found any other competitive results for NER using decision tree 
classifiers and AdaBoost published so far. 

As our results show, their combination can compete with state-of-the-art 
recognition systems solving the NER problem, as well as bring some improvement in 
classification accuracy and in preserving the superiority of decision tree learning 
when it comes to the CPU time used in training and evaluating a model. In our 
experiments we used the implementations available in the WEKA [16] library, an 
open-source data mining software written in Java. 

Boosting was introduced by Shapire as a way of improving the performance of a 
weak learning algorithm. The algorithm generates a set of classifiers (of the same 
type) by applying bootstrapping on the original training data set and it makes a 
decision based on their votes. The final decision is made using a weighted voting 
schema for each classifier that is many times more accurate than the original model. 
30 iterations of Boosting were performed on each model. Further iterations gave only 
slight improvements in the F measure (less than 0.05%), thus we decided to perform 
only 30 iterations in each experiment. 

C4.5 is based on the well-known ID3 tree learning algorithm, which is able to learn 
pre-defined discrete classes from labeled examples. Classification is done by axis-
parallel hyperplanes, and hence learning is very fast. This makes C4.5 a good subject 
for boosting. We built decision trees that had at least 5 instances per leaf, and used 
pruning with subtree raising and a confidence factor of 0.33. These parameters were 
determined after the preliminary testing of some parameter settings and evaluating the 
decision trees on the development phase test set. A more thorough analysis of 
learning parameters will be performed in the near future. 

3.3   Combination 

There are several well known meta-learning algorithms in the literature that can lead 
to a ‘better’ model (in terms of classification accuracy) than those serving as a basis 
for it, or can significantly decrease the CPU time of the learning phase without loss of 
accuracy. In our study we chose to concentrate on improving the accuracy of the 
system. 

The decision function we used to integrate the five hypotheses (learnt on different 
subsets of features) was the following: if any three of the five learners’ outputs 
coincided we accepted it as a joint prediction, with a forecasted ‘O’ label referring to 
a non-named entity class otherwise. This cautious voting scheme is beneficial to 
system performance as a high rate of disagreement often means a poor prediction rate. 
For a CoNLL type evaluation it is better to make such mistakes that classifies an NE 
as non-named entity than place an NE in a wrong entity class (the latter detrimentally 
affects precision and recall, while the former only affects the recall of the system). 



274 G. Szarvas, R. Farkas, and A. Kocsor 

3.4 Post-processing Data 

Several simple post-processing methods can bring about some improvement to system 
accuracy. Take, for instance, full person names which consist of first names and 
family names, which are easier to recognize than ‘standalone’ family names which 
refer to a person (e.g. “John Nash” or “Nash”). Here if we recognize a full name and 
encounter the family name later in the document we simply overwrite its label with a 
person name. This is a reasonable assumption that holds true in most cases. 

Certain types of NEs rarely follow each other without any punctuation marks so if 
our term level classification model produces such an output we overwrite all class 
labels of this sequence with the label assigned to its head. 

Table 1. Improvements of the post processing steps based on the previous step (percentile) 

 Family 
names 

Rare sequence 
filter 

Acronym 

CoNLL Test +0.63 +0.59 +0.70 
CoNLL Develop +0.25 +0.16 +0.47 

Acronym words are often easier to disambiguate in their longer phrase form, so if 
we find both in the same document we change the prediction given for the acronym 
when it does not coincide with the encountered longer form. 

These simple post processing heuristics do not involve any learning or adaptation, 
but have been simply evaluated on the development dataset and found to be useful for 
both English and Hungarian – although their improvement on the Hungarian NER 
system was only marginal. Similar and other simple post-processing steps were 
performed in several NER systems (for example in [3], which came second in the 
CoNLL-2003 conference). 

4   Results and Discussion 

In this section we give a summary of our results and discuss the similarities and 
differences between Hungarian and English NER. 

Tables 2 and 3 give a summary of the accuracies of the system elements for 
English and Hungarian texts. The effect of each element (which was built on the 
previous one) can be followed from top to bottom. In the first row one can see the 
performance of the baseline algorithm which selects complete unambiguous named 
entities appearing in the training data. The subsequent rows contain the results of the 
original feature set, the worst and the best models built on the five previously chosen 
feature sets, while the fourth row gives the performance of their combination. Here 
the feature set splitting procedure brought a significant (15-30%) error reduction. 
Finally the effect of the post processing steps can be seen in the last row. 

Table 4 summarizes the F measure classification for each NE class. For English, 
location and person classes achieve the best accuracy, while organization is somewhat 
worse, and the miscellaneous class is much harder to identify. Our results for 
Hungarian indicate that organization can achieve an F measure comparable to  location  
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Table 2. F measures of the recognition process for English 

 Develop Test 
Error 

reduction 
(best) 

Baseline  59.61  
Full FS 87.17 84.81  

Five models 85.9-89.8 81.3-84.6  
Voting 91.40 86.90  

Postproc 92.28 89.02 
2.32%6 

(6.08%) 
Hybrid 94.72 91.41 11.44% 

and person names (in the Hungarian data we had many more examples of organi-
zation names than those in the English corpus). 

4.1   Results for English Texts 

Our system got an F measure of 92.28% on the pre-defined development phase test 
set and 89.02% on the evaluation set (after a retraining which incorporated the 
development set into the training data) with the CoNLL evaluation script. This 
corresponds to a 2.32% error reduction relative to the best model known that was 
tested on the same data [8]. We should point out here that the system in [8] made use 
of the output of two externally trained NE taggers and thus the best standalone model 
in the system was [3]. When compared to it, it showed an error reduction of 6.08%. 

Interestingly, we could improve both text sets at the same level (5 and 6.5 
percentile), but while the feature set splitting procedure plays a key role in this 
improvement on the development set, post-processing helped the evaluation set more. 
This is because of  the different characteristics of the sets. 

Our algorithm was combined with the best two systems ([8], [3]) that were 
submitted to the CoNLL 2003 shared task7, and performed significantly better than 
the best hybrid NER system reported in the shared task paper which employed the 5 
best participating models (having a 91.41% F measure compared to 90.3%). This 
means a significant (11.44%) reduction in misclassified NEs. The successful 
applicability of our model in such a voting system is presumably due to ours having 
an inherently different theoretical background, which is usually beneficial to 
combination schemes. Our system uses Boosting and C4.5 decision tree learning, 
while the other two systems incorporate Robust Linear Classifier, Transformation-
Based Learning, Maximum Entropy Classifier and Hidden Markov Model. 

                                                           
6  The 4th row of Table 2 refers to the best individual system made by us and thus the error 

reduction was calculated against the best individual models, while the 5th row refers to the the 
hybrid model using our and two other CoNLL-2003 systems. The error reduction was 
calculated against the best hybrid system reported in the CoNLL-2003 shared task paper. 

7 Their output on the test set can be downloaded from the CoNLL homepage. 
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4.2   Results for Hungarian Texts 

For Hungarian, the kind of results produced by inherently different but accurate 
systems are presently unavailable (thus the last voting step of Figure 1 is omitted in 
this case). However, our system gives fair results without the aid of the voting phase 
with outer systems. This is perhaps due to the domain specific nature of the input and 
makes NER a bit easier. The combined model which incorporated the predictions of 
the five AdaBoost+C4.5 models into a joint decision achieved an F measure of 
94.77%. 

Table 3. F measures of the recognition process for Hungarian 

 Develop Test 
Error 

reduction 
(best) 

Baseline  70.99  
Full FS 95.21 92.77 3.08% 

Five models 
90.3 – 

94.7 
88.1 – 

93.7 
0%-

15.55% 
Voting 95.91 94.69 28.82% 

Postproc 96.20 94.77 29.89% 

These results are quite satisfactory if we take into account the fact that the results 
for English are by far the best known, and NLP tasks in Hungarian are many times 
more difficult to handle because Hungarian has many special (and from a statistical 
learning point of view, undesirable) characteristics. 

Table 4. The per class F measures on the evaluation sets 

 CoNLL 
individual 

CoNLL 
hybrid 

Hungarian 

LOC 92.90 93.43 95.07 
MISC 79.67 82.29 85.96 
ORG 84.53 88.32 95.84 
PER 93.55 96.27 94.67 

overall 89.02 91.41 94.77 

4.3   Discussion 

Overall, then, we achieved some remarkably good results for NER; our systems can 
compete with the best known ones (and even perform slightly better on the CoNLL 
dataset). Being inherently different from those models that have been known to be 
successful in NER for English makes our system even more useful when it is 
combined with these competitive models in a decision committee. We should also 
mention here that our NER system remains portable across languages as long as 



 A Multilingual Named Entity Recognition System 277 

language specific resources are available; and it can be applied successfully to 
languages with very different characteristics. 

For English our standalone model using AdaBoost and C4.5 with majority voting 
slightly outperforms other systems described in literature, although we should say that 
this difference is not significant. In spite of this, in experiments our system achieved a 
significant increase in prediction accuracy in combination with other competitive 
models. 

5   Conclusions and Future Work 

Our first conclusion here is that the building and testing of new or less frequently 
applied algorithms is always worth doing, since they can have a positive effect when 
combined with popular models. We consider the fact that we managed to build a 
competitive model based on a different theoretical background as the main reason for 
the significant (11.44%) decrease in misclassified NE phrases compared to the best 
hybrid system known. 

Second, having a rich feature representation of the problem (which permits a 
feature set split and recombine procedure) often turns out to be just as important as 
the choice of the learning method.  

Thirdly, our results demonstrate that combining well-known general machine 
learning methods (C4.5, Boosting, Feature Selection, Majority Voting) and problem-
specific techniques (large feature set, post processing) into a complex system works 
well for NE recognition. What is more, this works well for different languages 
without the need for modifying the model itself, hence this task can be solved 
efficiently and in way that is language independent. 

There are of course many ways in which our NER system could be improved. 
Perhaps the two most obvious ones are to implement those more popular models that 
we make use of majority voting (which is beneficial for the Hungarian model) and 
also to enlarge the size and improve the quality of our training data (the English 
dataset may contain some annotation errors and inconsistencies). This is what we plan 
to do in the near future. 
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Abstract. We investigate a generative latent variable model for model-
based word saliency estimation for text modelling and classification. The
estimation algorithm derived is able to infer the saliency of words with re-
spect to the mixture modelling objective. We demonstrate experimental
results showing that common stop-words as well as other corpus-specific
common words are automatically down-weighted and this enhances our
ability to capture the essential structure in the data, ignoring irrelevant
details. As a classifier, our approach improves over the class prediction
accuracy of the Naive Bayes classifier in all our experiments. Compared
with a recent state of the art text classification method (Dirichlet Com-
pound Multinomial model) we obtained improved results in two out of
three benchmark text collections tested, and comparable results on one
other data set.

1 Introduction

Information discovery from textual data has attracted numerous research efforts
over the last few years. Indeed, a large part of communications now-days is
computer-mediated and is being held in a textual form. Examples include email
communication, digital repositories of literature of various kinds and much of the
online resources. Text analysis techniques are therefore of interest for a number
of diverse subjects.

Interestingly, it is apparent from the literature that relatively simple statistical
approaches, ignoring much of the syntactical and grammatical complexity of the
language are found to be surprisingly effective for text analysis, and are able to
perform apparently difficult tasks such as topic discovery, text categorisation,
information retrieval and machine translation, to name just a few. It appears
as though the natural language contains so much redundancy that simplifying
statistical models still capture useful information and are able to work effectively
in principle.

It is common-sense however that word occurrences do not carry equal im-
portance and the importance of words is context-dependent. Yet, many current
approaches to text modelling make no attempt to take this into consideration.
Although the problem of selection/weighting of salient features for supervised
text categorisation problems has been studied extensively in the literature [10],
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a model based approach that could be used for structure discovery problems
is still somewhat lacking. Model-based approaches exist for continuous valued
data [3], however these are not directly applicable to discrete data such as
text.

In this paper we overcome the deficiency of other text modeling approaches
by considering word saliency as a context-dependent notion. We formulate and
investigate a generative latent variable model, which includes word saliency esti-
mation as integral part of a multinomial mixture-based model for text modelling.
The obtained model can be used either for supervised classification or unsuper-
vised class discovery (clustering). The unsupervised version of the problem is
particularly challenging because there is no known target to guide the search. In
this case we need to assess the relevance of the words without class labels, but
with reference to our model of the structure inherent in the data.

In previous work [9], we have studied model-based feature weighting in a
Bernoulli mixture framework. We found that, for documents, the absences of
words are less salient than their presences. This has brought the suitability of
the binary representation of text into question. Based on these and earlier results
[4], a frequency based representation is arguably more appropriate and therefore
in this paper we build on multinomial mixtures. We recognise a close relationship
of our model with the Cluster Abstraction Model (CAM) [2], which however has
not been previously used for word saliency estimation and its capabilities for
down-weighting non-salient words have not been made explicit. The question
of how salient is a particular word in comparison to other words has not been
asked previously in a model-based manner and indeed in its basic form, CAM
cannot answer this question. Making this capability of the model explicit is
therefore a useful addition made in this paper, which could be used e.g. in text
summarisation problems.

We demonstrate experimental results showing that a multinomial mixture-
based model equipped with a feature saliency estimator is able to automatically
down-weight common stop-words as well as other corpus-specific common words
and this enhances our ability to capture the essential structure in the data, ig-
noring irrelevant details. As a classifier, our approach improves over the class
prediction accuracy of the Naive Bayes classifier in all our experiments. Com-
pared with a more recent state of the art text classifier, the Dirichlet Compound
Multinomial (DCM) [2], we obtained improved results in two out of three bench-
mark text collections tested, and comparable results on one other data set.

2 The Model

Our method is based on the multinomial mixture model and a common, cluster-
independent multinomial. In addition, a binary latent variable φ is introduced for
each draw of a word from the dictionary, to indicate whether the cluster-specific
or the cluster-independent multinomial will generate the next word. The cluster-
specific multinomials generate salient words whereas the common multinomial
generates common words. The process can be formulated as a generative model.
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2.1 Notation

– Data
Let X = (x1, · · · , xN ) denote N documents. Each document
xn = (x1, · · · , xLn) contains Ln words from a T -size dictionary.
Y = (y1, · · · , yN ) is the terms × documents matrix of X where each yn is
a T -dimensional histogram over the dictionary.

– Hidden variables
Let Z = (z1, · · · , zN) denote the class labels of the N documents. With each
document, Φn = (φ1, · · · , φLn) is the sequence of the binary indicators of
the saliency for each word in xn, n = 1, · · · , N .

– Parameters
θk is the k-th multinomial of the Kcomponents of the model, λ denotes
the common multinomial component. The prior probability that a word is
picked from cluster k of the K clusters is denoted by ρk, as opposed to 1−ρk,
which is the probability with which the common component activates and
generates words. α1, . . . , αK will denote the individual prior probabilities of
these clusters. Let Θ ≡ {α, θ1, . . . ,θK , λ, ρ} denote the full parameter set.

2.2 The Generative Process

Assume a document (data sequence) x = (x1, · · · , xL) is to be generated.

– As in a standard finite mixture, a component label z = k is selected by sam-
pling from a multinomial distribution with parameters (α1, . . . , αK); Then
for each word l = 1, . . . , L:

– Generate φl from flipping a biased coin, whose probability of getting a head
is ρk.

– If φl = 1, then use the cluster-specific multinomial distribution θk to gener-
ate the word xl = t, with probability θtk;

– Else (φl = 0), use the common multinomial distribution λ to generate the
word xl = t, with probability λt.

Model formulation. Following the above generative process, the joint proba-
bility of X and Φ, given the model parameters and under the i.i.d assumption
of document instances is:

P (X , Φ|Θ) =
N∏

n=1

K∑
k=1

αk

Ln∏
l=1

[
ρkP (xln|θk)

]φln
[
(1− ρk)P (xln|λ)

]1−φln

=
N∏

n=1

K∑
k=1

αk

Ln∏
l=1

T∏
t=1

[[
ρkP (xln = t|θk)

]φln
[
(1− ρk)P (xln = t|λ)

]1−φln
]δ(xl,t)

=
N∏

n=1

K∑
k=1

αk

Ln∏
l=1

T∏
t=1

[[
ρkθtk

]φln
[
(1 − ρk)λt

]1−φln
]ytn
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Therefore the marginal probability (likelihood function) by summing out the
hidden variable φl is the following.

P (Y|Θ) =
∑
Φ

P (X , Φ|Θ)

=
N∏

n=1

K∑
k=1

αk

Ln∏
l=1

T∏
t=1

1∑
φl=0

[[
ρkθtk

]φln
[
(1− ρk)λt

]1−φln
]ytn

=
N∏

n=1

K∑
k=1

αk

T∏
t=1

[
ρkθtk + (1 − ρk)λt

]yt

(1)

Model estimation. E-step: the class posteriors, that is the expected value
of the latent variables (zn) associated with each observation given the current
parameter estimates are calculated

γkn ≡ P (zkn = 1|yn) ∝ αk

T∏
t=1

[
ρkθtk + (1 − ρk)λt

]ytn

(2)

We note that the parameter estimation can be conveniently carried out without
computing the posterior probabilities of the saliency variables, and so those will
be computed after the parameter estimation is complete.

M-step: the parameters are re-estimated as follows,

α̂k =
∑

n γkn∑
nk γkn

=
∑

n γkn

N
∝
∑

n

γkn

θ̂tk ∝ ρkθtk

ρkθtk + (1− ρk)λt

N∑
n=1

γknytn

λ̂t ∝
K∑

k=1

(1− ρk)λt

ρkθtk + (1− ρk)λt

N∑
n=1

γknytn

ρ̂k =
1∑T

t=1
∑N

n=1 γknytn

T∑
t=1

ρkθtk

ρkθtk + (1 − ρk)λt

N∑
n=1

γknytn

Scaling. It is to be noted that this algorithm can be efficiently implemented
using sparse matrix manipulation routines. In particular, the data is typically
very sparse – many entries ytn are zero, since in most text documents the ma-
jority of the words of the overall dictionary are not used. Therefore the log of
the E-step expression can be rewritten as a multiplication between a sparse and
a dense matrix. Also each one of the M-step equations, where the data appears,
can be re-arranged as matrix multiplications where one of the matrices (the data
matrix) is sparse. Therefore the scaling per iteration is linear in the number of
non-zero entries in the terms × documents matrix.

Inferring the probability that a word is salient. In this section we show
that word saliency estimates can be computed from the presented model. This
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interpretation adds a new and useful functionality to the model and also helps
us to better understand the working of the model. Despite the calculations are
straightforward, this issue has not been addressed or noticed in any of the related
previous works.

After the parameter estimation is completed, the expected saliency of a word t
can be inferred as the following. The probability that an arbitrary occurrence of
the term t is salient will be denoted P (φ = 1|t) and this probability is evaluated
as

P (φ = 1|t) =
∑N

n=1
∑nl

l=1 P (φl = 1|xln = t)∑N
n=1 ytn

=
∑N

n=1 ytnP (φl = 1|xln = t)∑N
n=1 ytn

=
1∑N

n=1 ytn

N∑
n=1

ytn

∑K
k=1 γknρkθtk∑K

k=1 γkn [ρkθtk + (1− ρk)λt]

=
1∑N

n=1 ytn

N∑
n=1

ytn

K∑
k=1

γkn
ρkθtk

ρkθtk + (1− ρk)λt

where, according to Bayes rule,

P (φl = 1|xln = t) =
∑K

k=1 γknρkθtk∑K
k=1 γknρkθtk +

∑K
k=1(1− ρk)γknλt

The latter computes the probability that a specific occurrence of a word t is
salient. Note that all words may have both salient and non-salient occurrences.

Note also that such saliency based ranking of the dictionary-words would not
be possible to obtain from the model parameters alone. From the parameters θk

and λ we can obtain a list of most probable words for each cluster and the list of
the most probable common words respectively, similarly to CAM [2]. However
these do not answer the question of how salient a word is and how it compares
to other words in terms of saliency, simply because θtk is not comparable to
λt. This is a very important issue in problems where one needs to know which
handful of words are the most responsible for the inherent topical structure of a
document collection, e.g. text summarisation problems. Therefore we regard this
as a notable contribution of our approach, and it allows us to have a principled
model-based estimation of word saliency as an integral part of a model-based
cluster analysis.

In the sequel, we provide experimental evidence of the working of our ap-
proach, and its advantages over a mixture of multinomials that does not have
an in-built word saliency estimator.

3 Experiments

3.1 Synthetic Data

In a first experiment, 300 data points have been generated over a 100-symbol
dictionary, of which 60 are uninformative. The data is shown on the leftmost
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plot of Fig.1. To avoid local optima, the model estimation was repeated 40 times
and the estimated model with the best in-sample log likelihood was selected. The
average length of each sequence is 75 (Poisson parameter). There are four clusters
mixed with one common component. The parameter ρk is set to 0.53, that is,
when generating each word, the chance of using the cluster component is 0.53.
The middle plot of Fig.1 shows the estimated feature saliences — indeed the 40
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Fig. 1. Left: The data, with 4 clusters defined by 40 salient symbols (features) and
having another 60 common features. Darker means higher frequency of occurrence,
white stands for zero. Middle: Estimated saliency for each symbol. Right: Frequency
of occurrences for each feature. We see, the frequency would have been misleading in
this case, whereas the model-based approach identifies the salient features much more
accurately. It is also obvious, that other possible feature weighting schemes that are
unrelated to the essential structure of the data would also be fooled in some cases.
E.g. if the common features are distributed more sparsely across the data set, then the
tf-idf weighting would be misleading as well.

informative features, which define the four true clusters, are accurately identified.
The rightmost plot depicts the frequency of occurrence for each symbol, to show
that frequency counts would have been misleading for determining which are the
important features in this case. Clearly, other possible feature weighting schemes
that are unrelated to the essential structure of the data would also be fooled in
some cases. E.g. if the common features are distributed more sparsely across
the data set, then the tf-idf weighting would be misleading as well. Thus the
principle behind the advantage of a model-based approach is now evident.

3.2 Real Data

Finding common terms in 10 Newsgroups data. We apply the model
to text document data from 10 newsgroups of the 20 Newsgroups corpus1:
alt.atheism, comp.graphics, comp.sys.ibm.pc.hardware, misc.forsale, rec.autos,
rec.sport.baseball, sci.electronics, sci.med, sci.space and talk.politics.mideast.
The data was processed using the Rainbow toolbox 2, without stop-word removal

1 Available from http://www.cs.cmu.edu/˜textlearning
2 http://www.cs.cmu.edu/˜mccallum/bow/rainbow/
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but word stemming only. Rare words, with less than 5 occurrences were also re-
moved in the preprocessing phase. The resulting data matrix is 22, 945×10, 000.
Each class contains 1000 documents. We observed that the algorithm is sensitive
to initialisation and to alleviate this problem of local optima, we initialise the
common component to the sample mean of the data.

Fragments from the lower end of the word saliency ranking obtained are shown
in Table 1 together with their actual estimated saliency probabilities. Clearly,
most of them are common words, as checked against a standard stop-list [1].
However, notably, there are some corpus-specific common terms identified too,
which don’t fall into the scope of general common stop words, such as ‘subject’,
‘question’, ‘article’, ‘write’, ‘information’, ‘people’, ‘world’, etc. Therefore using
a pre-defined stop-word list would not be able to eliminate these.

Table 1. Fragments from the lower end of the estimated word saliency ranking list in
10 Newsgroups, together with each words estimated saliency estimates. Some of the
down-weighted (low saliency) words are indeed in the stop-words list, others (in the
leftmost column) are common words that are specific to this corpus and would therefore
not be detected, removed or down-weighted without a model-based approach.

0.0068 the 0.0741 you 0.2655 article
0.0147 to 0.0761 as 0.2660 ask
0.0313 in 0.0778 that 0.2691 read
0.0489 it 0.0790 have 0.2694 once
0.0500 this 0.0845 do ... 0.2699 post
0.0563 be 0.0853 all 0.2707 why
0.0579 and 0.0853 so 0.2710 news
0.0623 some 0.0855 of 0.2771 writes
0.0644 are 0.0893 about 0.2797 wrote
0.0667 is 0.0894 an 0.2999 information

To further illustrate our method at work, we pick an article at random from
the talk.politics.mideast group, which was not used for model training. The
following paragraph shows the text with the words made with different fonts,
according to their saliences as follows. The underlined words are those which are
estimated to be the most salient, with saliency ≥ 0.8 and ≤ 1.0. (Note that, the
words ”prerequisites”, ”co-operation”, ”reaffirm” were removed in preprocessing
due to rareness, therefore they don’t have any saliency specified.) The words with
saliency between 0.41 and 0.8 are in normal font, and the least salient words,
with saliency ≤ 0.4 are in grey.

”(The participating States) recognize that pluralistic democracy and
the rule of law are essential for ensuring respect for all human rights
and fundamental freedoms. . . They therefore welcome the commitment
expressed by all participating States to the ideals of democracy and
political pluralism. . . The participating States express their conviction
that full respect for human rights and fundamental freedoms and the
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development of societies based on pluralistic democracy. . . are prereq-
uisites for progress in setting up the lasting order of peace, security,
justice, and co-operation. . . They therefore reaffirm their commitment
to implement fully all provisions of the Final Act and of the other CSCE
documents relating to the human dimension. . . In order to strengthen re-
spect for, and enjoyment of, human rights and fundamental freedoms, to
develop human contacts and to resolve issues of a related humanitarian
character, the participating States agree on the following”.

As a final illustrative experiment, we look at the induced geometry of the
word features. To this end, we train the model on 2 newsgroups: sci.space
and talk.politics.mideast. For showing corpus-specific common terms, the
words on the stop-words list are removed in this experiment. Then each word t
is visualised in 3D by its coordinates λt, θt,1 and θt,2. So the number of points
on the plot will equal the dictionary size (8,824 words in this case). This plot
is seen on Fig. 2 as follows. Each point has a colour between red and green.
The proportion of the red and the green component, for each word, is given
by its word saliency estimate P (φ = 1|t). Pure red would stand for a saliency
value of 1. Pure green would stand for a saliency value of 0. Intermediate colors
signify the probability of saliency. For some of the points further away from the
centre, we also show the actual word content. As we can see, the salient words
for the two classes are distributed along two of the axes and are well separated
from each other: ‘space’, ‘nasa’, ‘earth’, ‘launch’ clearly are salient, coming from
the newsgroup on sci.space. Similarly, ‘israel’, ‘armenian’, ‘jews’, ‘turkish’ are
salient, coming from the group talk.politics.mideast. In turn, the common,
unsalient words lie along the third axis: ‘people’, ‘write’, ‘article’, ‘time’ are all
common words that are specific to newsgroup messages. In other corpora and
other contexts they may well be salient — therefore they are not on a general-
purpose stop-words list and would be difficult to appropriately deal with in a
non-model-based approach.

Text classification. Although our algorithm has been derived from an unsu-
pervised model formulation, it can also be used in supervised classification if
class labels are available. To be comparable with other algorithms, we carry out
experiments on three standard corpora: the ’industry sector’, ’20 Newsgroups’
and ’Reuters-21578’ document collections3. The same experimental settings and
criteria are used as in [2]. Documents are preprocessed and count vectors are
extracted using the Rainbow toolbox. The 500 most common words are removed
from the vocabulary in this experiment, in order to enable a direct comparison
with recent results from the literature. The characteristics of the three document
collections employed are given in Table 2.

Table 3 shows the classification results, that we obtained together with a
result taken from [2] in the last row of the table, for comparison. For the latter,
the readers can refer to [2] for more details. It should be pointed out, that for
single-labelled datasets, such as the ’Industry sector’ and ’20 newsgroups’, the
3 Downloaded from http://www2.imm.dtu.dk/˜rem/index.php?page=data
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Fig. 2. The 3D view of the words in the vocabulary, as obtained from the two news-
groups sci.space and talk.politics.mideast. The colour combination visualises the
estimated word saliences: redder stands for more salient, green stands for less salient.
We see the salient words for the two classes are distributed along two of the main axes
and are well separated from each other. The common, unsalient words lie along the
third axis: ‘people’, ‘write’, ‘article’, ‘time’ are all common words specific to newsgroup
messages.

precision is used as a measure of accuracy of the classification. For multi-labelled
data in turn, such as the ’Reuters-21578’, precision and recall are combined by
computing the ”break-even” point, which is defined using either micro or macro
averaging [7]:

BEmicro =
∑

k TPk∑
k(TPk + FPk)

; BEmacro =
1
K

∑
k

TPk

TPk + FPk

K is the number of document classes. TPk and FPk are the number of true
positives and false positives for class k respectively.

The classification results of our model are significantly superior to those ob-
tained with a multinomial mixture, in all cases, as tested using the nonparametric
Wilcoxon rank sum test at the 5% level.

Finally, we compare our results with a recently proposed text classifier, the
Dirichlet Compound Multinomial (DCM) [2]. The DCM was proposed as an
alternative to the multinomial for modeling of text documents, with one addi-
tional degree of freedom, which allows it to capture the burstiness phenomenon
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Table 2. Characteristics of the ’20 newsgroups’, ’Industry’ and ’Reuters’ data collec-
tions

Dataset Vocabulary Total nr Nr of Avg length Multiple Train/Test
Size of docs Classes of docs labels splitting

Industry Sector 55,055 9,555 104 606 N 50/50
20 Newsgroups 61,298 18,828 20 116 N 80/20
Reuters-21578 15,996 21,578 90 70 Y 7,770/3,019

Table 3. Classification results for the ’20 newsgroups’, ’Industry sector’ and ’Reuters-
21578’ data sets. Standard deviations are not given in the fourth column since there is
a single standard training set/test set split for the Reuters-21578 corpus.

20 Newsgroups Industry Sector Reuters-21578
METHOD PRECISION ±σ PRECISION ±σ MACRO BE MICRO BE

Mixture model 0.866±0.005 0.8085± 0.006 0.2487 0.6428
Our model 0.888±0.003 0.877±0.003 0.4513 0.7644

DCM 0.890±0.005 0.806±0.006 0.359 0.740

of words. It was found to be superior to the multinomial on text modeling, and
promising classification improvements have been reported [2].

Interestingly, when compared to DCM, we find our proposed model performs
comparably on the full 20 Newsgroups corpus, and significantly better on the
other two datasets. The latter two data sets are more sparse and we conjecture
this may be a reason for the success of our method.

These results are very promising because they are obtained from different con-
siderations than those of [2]. Therefore the possibility of combining our feature
saliency modelling approach with their Dirichlet-compound-multinomial build-
ing blocks is a potentially fruitful line of further research, which may bring fur-
ther improvements. It is also worth mentioning that Madsen et. al report even
better results obtained via a heuristically modified version of multinomial, such
as a log transformation of the data, complement modeling approaches. Such ap-
proaches modify the input data and distribution parameters, and therefore don’t
give probability distributions properly normalised [2]. All such heuristics could
be included in our framework too.

3.3 Discussion

We are currently trying to analyse the reasons behind the success of our
model against multinomial mixture and the implications of having included a
word saliency estimator as an integral part of the mixture. Intuitively, it may
appear that assuming two bags of words — a bag of topic-bearing, class-specific
words and a bag of common words — for generating each document offers more
flexibility than assuming one bag only. However, this is not the only reason, since
a mixture of multinomials is just another multinomial. It is important, that one
of these bags is constrained to be the same for all the topical clusters. The
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cluster-specific multinomial is then ’relieved’ from having to represent both the
common words and the content-bearing words, whose distributions, as observed
in [2], are fundamentally different.

It is interesting to view our approach from the algorithmic point of view and
follow up the effects of the parameters ρk and λ in terms of a ’shrinkage’ of the
multinomial mean parameters towards a common distribution. The probabilities
ρk control the extent of this shrinkage — if ρk is small, it is more probable to
have non-salient words in average, therefore the multinomial mean, ρkθtk + (1−
ρk)λt parameters are ’shrunken’ closer to the common component. Shrinkage
methods have widely been used for data denoising e.g. in the wavelet literature,
for continuous valued data. Little work has been devoted to shrinkage estimators
for discrete data, and text in particular [6] and even less to analysing shrinkage
effects where these are somewhat implicit.

One may also wonder why we bother devising new classification methods that
bring some improvements over Naive Bayes, when Support Vector Machines
(SVM) [8] are so effective and successful for text classification [5]. The main
reason for this is that SVMs are ‘black-box’ type methods in the sense that they
do not provide explanatory information regarding the text being classified. One
often wants to quickly understand or summarise a text corpus, to find out what
it is about and which is the most important topical information that it contains.
Tools for automating this are very useful. Ideally, we should aim for methods that
exhibit both excellent class prediction accuracy as well as intuitive explanatory
ability for human interpretation. However achieving this is not trivial and there
is a lot more to be desired. In this work we hope to have made a small step in
this direction.

4 Conclusions

We proposed a generative latent variable model for feature saliency estimation
based on multinomial mixture. This provides a computationally efficient algo-
rithm that can be used in both unsupervised and supervised classification prob-
lems. The model is able to infer the saliency of words in a model-based principled
way. Experimental results have shown that, common stop-words as well as other
corpus-specific common words are automatically down-weighted. As a classifier,
our approach improves over the class prediction accuracy of the Naive Bayes
classifier in all our experiments. Compared with DCM, we obtained improved
results in two out of three benchmark text collections tested, and comparable
results on one other data set.
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Abstract. This paper proposes a new method, named Greedy Equiva-
lence Search-Expectation Maximization (GES-EM), for learning Bayesian
networks from incomplete data. Our method extends the recently
proposed GES algorithm to deal with incomplete data. Evaluation of
generated networks was done using expected Bayesian Information Cri-
terion (BIC) scoring function. Experimental results show that GES-EM
algorithm yields more accurate structures than the standard Alternating
Model Selection-Expectation Maximization (AMS-EM) algorithm.

1 Introduction

Bayesian networks (BNs) are a popular tool for representing uncertainty in ar-
tificial intelligence [8,12]. They have been implemented in many expert systems
and real applications in areas such as medical diagnosis and fraud detection.

This paper proposes a new approach for learning BNs from incomplete data,
that is, in the presence of missing values or hidden variables. It takes advantage of
the equivalence class search space via extending the Greedy Equivalence Search
(GES) algorithm [3] to deal with incomplete data. In order to estimate missing
values, we adopt the commonly used Expectation Maximization (EM) algorithm
[4]. Thus, this novel extension of GES, which we call GES-EM algorithm, deals
with model selection as well as parameter estimation from incomplete data.

This paper is organized as follows: Section 2 recalls basics of BNs. Section 3
presents our new approach for learning BN equivalence classes from incomplete
data. Finally, Section 4 describes experimental study comparing the proposed
GES-EM algorithm and the standard AMS-EM algorithm proposed by [7].

2 Bayesian Networks

The following syntactical conventions are used: U = {X1, ..., Xn} denotes a finite
set of n discrete random variables. A variable is denoted by an upper case letter
and its state by a lower-case letter. A set of variables is denoted by a bold-face
capitalized letter and the corresponding boldface lower-case letter denotes the
state for each variable in the set. Calligraphic letters denotes statistical models.
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A Bayesian network B is a pair (G, Θ). The structure G is a directed acyclic
graph (DAG). The vertices represent the variables and the directed edges corre-
spond to dependence relationships among those variables. The set of parameters
Θ = {Θ1,Θ2, ...,Θn}, such that Θi = P (Xi | Pa(Xi)) denotes the conditional
probability distribution of each node Xi given its parents, denoted by Pa(Xi).
A BN encodes a unique joint probability distribution over U expressed by:

P (X1, ..., Xn) =
n∏

i=1

P (Xi | Pa(Xi)) . (1)

Definition 1. Two DAGs G and G′ are equivalent if for every Bayesian network
B = (G,Θ), there exists a Bayesian network B′ = (G′,Θ′) such that B and B′

define the same probability distribution, and vice versa.

Theorem 1. Two DAGs are equivalent if and only if they have the same skele-
tons and the same v-structures [16].

Each set of equivalent DAGs defines an equivalence class of BNs, denoted by
E , which can be represented via a unique completed partially directed acyclic
graph (CPDAG) [3]. Also, every DAG G in an equivalence class E is a consistent
extension of the CPDAG representation for that class [3].

3 GES-EM Algorithm

The few proposed approaches dealing with BN learning from incomplete data
make use of search algorithms operating either in the BN search space [7,14] or
the tree search space [6,10]. Although, searching over the tree search space fades
away exponential computation demands, it can unfortunately return bad quality
networks. In the other hand, the BN search space is, first, super exponential, and
second allows redundant representations for the same state, which may affect
considerably the accuracy of the learned networks [1].

Thus, to learn more accurate networks from incomplete data, we propose a
new approach that makes use of the equivalence class search space, having better
advantages than the traditional used ones [1,3]. The main idea is to alternate
between EM iterations and structure search ones using the GES algorithm [3].

3.1 Evaluation Function

To evaluate learned structures, we have used the expected Bayesian Information
Criterion (BIC) scoring function defined by [7]. Let O denotes the set of observ-
able variables and M = U−O denotes the set of variables partially or completely
unobserved. Based on missing at random (MAR) assumption [13], the expected
BIC score of any neighbor Gi is deduced by taking expectation over all possible
values of m given the observed variables O and the current state (G,Θ) [7]:

Q(Gi,Θi : G,Θ) = EP (m|O:G,Θ)[logP (O,m | Gi,Θi)]− logN

2
Dim(Gi) . (2)
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Proposition 1. Let E be an equivalence class, then ∀ Gi,Gj ∈ E s.t. i �= j,

Q(Gi,Θi : G,Θ) = Q(Gj ,Θj : G,Θ) . (3)

From Proposition 1, it follows that all DAGs contained within the same equiv-
alence class E have the same expected BIC scores. Hence, the equivalence class
E can be evaluated using any DAG member.

3.2 GES-EM Algorithm

The GES-EM algorithm starts with an initial equivalence class E0, represented
via the empty structure G0, and the randomly initialized parameter set Θ0, then,
it executes a single edge insertion phase followed by a single edge deletion one.

The first phase, starts by running EM algorithm [4] to convergence in order
to find improved parameter values Θ′0 for the current structure. Next, it applies
all valid Insert operations to E0 in order to obtain the set of its neighbors.

Each resulting neighbor is not necessarily completed. Therefore, we should
convert each PDAG neighbor to its potential corresponding consistent extension
G by applying the conversion procedure PDAG-to-DAG proposed by [5]. Firstly,
this conversion allows us to check the validity of the applied Insert operations.
In addition, using Proposition 1, the expected BIC score can only be computed
for consistent extension relative to each equivalence class in order to evaluate it.

If the higher obtained expected score is lower than the one found in the
previous iteration, then a local maximum is reached and the second phase starts
from the previous best state. Otherwise, the best equivalence class is generated,
via converting the best selected consistent extension G to CPDAG. This is
performed via the conversion algorithm DAG-to-CPDAG as described in [3].
The resulting class becomes the current state and the search pursue until no
consistent extension is generated or a local maximum is reached.

The second phase of GES-EM algorithm is quite analogous to the first one,
except that it replaces Insert operations by Delete ones, in order to determine
the neighbors of the current equivalence class.

To show that our algorithm is useful, we need to prove that it, indeed, improves
the real score in each iteration. This result can be obtained using the following
theorem given by Friedman in [7]:

Theorem 2. If Q(Gi,Θi : G,Θ) > Q(G,Θ : G,Θ), then Score(Gi,Θi) >
Score(G,Θ).

Indeed, the GES-EM algorithm selects at each iteration, during the first and the
second phase, a state having a higher expected score than the previous one. This
means that, at each iteration, it improves the real score until it converges.

4 Experimental Results

This section reports experimental results in order to evaluate the proposed GES-
EM algorithm by comparing it to the standard AMS-EM algorithm [7].
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For the experiments, we considered two well-known BNs: Asia [9] with 8 nodes
and 8 arcs, and Insurance [2] with 27 nodes and 52 arcs. We randomly sampled
data sets of different sizes and then randomly removed values from each one
to get incomplete data sets with various missing value rates (%mv). For each
data set, we run the GES-EM and AMS-EM five times starting from an empty
network and setting the maximum number of iterations to 30, for experiments
carried out over Asia, and to 80, for those carried out over Insurance.

The results, summarized in Table 1, convey two important evaluation criteria:
the accuracy or quality of the learned Asia and Insurance networks, measured
using the mean expected BIC scores of the maxima reached by each algorithm,
and the performance of the two algorithms provided in terms of iteration number
that each algorithm performs before converging to a local maximum.

Table 1. Mean expected BIC scores and iteration number given in brackets

Asia network
%mv Algo. 1000 5000 10000 20000
10 GES-EM -2437.93(9) -11475.45(11) -23572.63(11) -45176.62(11)

AMS-EM -2435.77(13) -11503.66(11) -23594.55(12) -45185.64(13)
20 GES-EM -2477.66(11) -12007.68(11) -23875.51(11) -45928.97(18)

AMS-EM -2489.37(30) -12015.98(15) -23936.06(13) -45900.38(17)
30 GES-EM -2531.91(13) -12300.97(13) -23783.22(20) -47624.75(21)

AMS-EM -2530.40(11) -12301.90(30) -25497.92(30) -47672.79(30)
Insurance network

%mv Algo. 250 500 1000 5000
10 GES-EM -4770.38(25) -8699.02(33) -16943.55(53) -82177.03(49)

AMS-EM -4865.05(80) -9510.93(80) -17734.69(80) -82344.53(80)
20 GES-EM -4876.67(41) -9583.65(72) -18516.03(66) -88565.87(73)

AMS-EM -4983.33(80) -9797.15(80) -19297.02(80) -88878.72(80)
30 GES-EM -5296.69(57) -10041.22(95) -19234.23(114) -91532.09(89)

AMS-EM -5322.12(80) -10489.54(80) -21075.80(80) -91993.44(80)

The obtained mean expected BIC scores show that the GES-EM returns more
often higher quality networks than AMS-EM algorithm. This is performed in the
most cases with less iteration number. Moreover, we note that our algorithm,
contrary to AMS-EM algorithm, always, escapes bad local maxima.

The obtained iteration number also indicates that our algorithm is faster than
AMS-EM algorithm, this is confirmed by Table 2 which gives the execution time
ratios, which expressed how many times longer GES-EM took than AMS-EM.

Table 2. Execution time ratio (GES-EM /AMS-EM)

Asia Insurance
%mv 1000 5000 10000 20000 250 500 1000 5000
10 0.614 0.938 0.774 0.978 0.447 0.561 0.754 0.897
20 0.292 0.658 0.726 1.050 0.722 1.060 0.736 0.954
30 1.076 0.553 0.681 0.748 0.894 1.034 1.153 1.287
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5 Conclusion

This paper proposes a novel approach for learning BN equivalence classes from
incomplete data. The main idea of our approach is to use the equivalence class
search space instead of the traditional used ones, i.e. BN search space or tree
search space. We proved theoretically and experimentally the convergence of our
algorithm. Experimental results showed that GES-EM algorithm yields, in less
execution time, to more accurate structures than the AMS-EM algorithm [7].

The GES-EM algorithm ensures the learning of equivalence classes incorpo-
rating some hidden variables, under the condition that the number and the
location of these variables are known. A further work will be to extend it to
discover hidden variables.

Another interesting issue is incremental learning of BNs from incomplete data.
Few works deal with this problem and existing ones have been mostly restricted
to updating the parameters assuming a fixed structure [11,15]. Thus, we aim to
extend the GES-EM algorithm to deal with incremental learning.
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Abstract. One important challenge in data mining is to extract in-
teresting knowledge and useful information for expert users. Since data
mining algorithms extracts a huge quantity of patterns it is therefore
necessary to filter out those patterns using various measures. This pa-
per presents IMAK, a part-way interestingness measure between objec-
tive and subjective measure, which evaluates patterns considering expert
knowledge. Our main contribution is to improve interesting patterns ex-
traction using relationships defined into an ontology.

1 Introduction

In most data mining projects, prior knowledge is implicit or is not organized as
a structured conceptual system. We use ExCIS framework [1] which is dedicated
to data mining situations where the expert knowledge is crucial for the inter-
pretation of mined patterns. In this framework the extraction process makes use
of a well-formed conceptual information system (CIS) for improving the quality
of mined knowledge. A CIS is defined by Stumme [8] as a relationnal database
together with conceptual hierarchies.

Numerous works focused on indexes that measure the interestingness of a
mined pattern [3]. They generally distinguished objective and subjective inter-
est. Silberschatz and Tuzhilin [6] proposed a method to define unexpectedness
and actionability via belief systems while Liu [3] developed a method that use
user expectations. In this paper we present an interestingness measure called
IMAK, which evaluates extracted patterns according prior knowledge. The nov-
elty of this approach lies in the use of a Conceptual Information System in
order to extract rules easily comparable with knowledge. This ontology based
approach for unexpected and actionable patterns extraction differs from works
on interestingness measures.

The paper is organized as follows. In section 2, we study related works. Section
3 focus on interesting patterns extraction. Section 4 concludes the paper.

2 Interestingness Measures

Among all indexes that measure the interestingness of a mined pattern there are
measures of objective interestingness such as confidence, coverage, lift, success

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 296–300, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Interesting Patterns Extraction Using Prior Knowledge 297

rate while unexpectedness and actionability are proposed for subjective criteria.
In this section we presents only subjective interestingness measures.

2.1 What Makes Patterns Interesting?

Silberschatz [7] presents a classification of measures of interestingness and iden-
tifies two major reasons why a pattern is interesting from the subjective (user-
oriented) point of view:

– Unexpectedness: a pattern is interesting if it is surprising to the user
– Actionnability: a pattern is interesting if the user can do something with it

to his or her advantage

Therefore a pattern can be said to be interesting if it is both unexpected and
actionable. This is clearly a highly subjective view of the patterns as actionability
is dependent not only on the problem domain but also on the user’s objectives
at a given point in time [4]. According to the actionability criteria, a model is
interesting if the user can start some action depending on it [7]. On the other
hand, unexpected models are considered interesting since they contradict user
expectations which depend on his beliefs.

2.2 Belief System [6]

Silberschatz and Tuzhilin proposed a method to define unexpectedness via belief
systems. In this approach, there are two kinds of beliefs: soft beliefs that the user
is willing to change if new patterns are discovered and hard beliefs which are con-
straints that cannot be changed with new discovered knowledge. Consequently
this approach assumes that we can believe in certain statements only partially
and some degree or confidence factor is assigned to each belief. A pattern is said
to be interesting relatively to some belief system if it “affects” this system, and
the more it “affects” it, the more interesting it is.

2.3 User Expectations [3]

User expectations is a method developed by Liu. User had to specify a set of
patterns according to his previous knowledge and intuitive feelings. Patterns had
to be expressed in the same way that mined patterns. Then Liu defined a fuzzy
algorithm which matches these patterns. In order to find actionable patterns,
the user has to specify all actions that he can take. Then, for each action he
specifies the situation under which he is likely to run the action. Finally, the
system matches each discovered pattern against the patterns specified by the
user using a fuzzy matching technique.

3 Interesting Patterns Extraction

3.1 Knowledge Properties

We chose to express knowledge like “if ... then ...” rules in order to simplify
comparison with extracted association rules. Each knowledge has some essential
properties to select the most interesting association rules:
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– Confidence level: 5 different values are available to describe knowledge con-
fidence according a domain expert. These values are range of confidence
value: 0-20%, 20-40%, 40-60%, 60-80% and 80-100%. We call confidence the
probability the consequence of a knowledge occurs when the condition holds.

– Certainty:
• Triviality: cannot be contradicted
• Standard knowledge: domain knowledge usually true
• Hypothesis: knowledge the user want to check

Since our project deals with data from the “family” branch of the French
national health care system (CAF), our examples are related to CAF domain.
Let’s consider the following knowledge:

Knowledge 1
Objective=‘To be paid’ ∧ Allowance=‘Housing Allowance’ ∧ Distance=‘0km’ →
Contact=‘At the agency’

– Confidence level: 60-80%
– Certainty: Hypothesis

3.2 IMAK : An Interestingness Measure According Knowledge

We propose an interestingness measure IMAK which considers actionnalibity
(using certainty knowledge property) and unexpectedness (using generalization
relationships between ontology concepts). Although unexpected patterns are in-
teresting it’s necessary to consider actionable expected patterns. In our approach
we deal with actionnability using knowledge certainty property:

– If a pattern match a trivial knowledge it isn’t actionable since actions con-
cerning trivial knowledge are most likely known

– Since user knowledge define his main points of interest, a pattern matching
standard knowledge could be actionable

– If a pattern match a hypothesis, it is highly actionable

IMAK only considers confidence as objective interestingness measure. Conse-
quently it can’t be applied on rules with lift≤ 1. It makes no sense to compare with
knowledge rules whose antecedent and consequent aren’t positively correlated.

Our measure describes four levels of interest:

– none: uninteresting information
– low: confirmation of standard knowledge
– medium: new information about a standard knowledge / confirmation of a

hypothesis
– high: new information about a hypothesis

As you can see in table 1, IMAK value increases when a pattern matches a
hypothesis and decreases when it matches a triviality. Furthermore IMAK value
increases when a pattern is more general than a knowledge or when its confidence
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Table 1. IMAK values

����������������Pattern is
Knowledge Certainty

Triviality Standard knowledge Hypothesis

Case 1. Pattern with better confidence level than knowledge
more general medium high high

similar none low medium
more specific none medium high

Case 2. Pattern and knowledge with similar confidence level
more general low medium high

similar none low medium
more specific none low medium

Case 3. Pattern with lesser confidence level than knowledge
more general none none low

similar none low medium
more specific none none low

level is the best. Generalization level of a rule compared to a knowledge is defined
with the help of the embedded ontology in ExCIS framework.

3.3 Experimental Results

Let’s consider the knowledge rule 1, and the two following extracted rules:

Extracted rule 1
Objective=‘To be paid’ ∧ Allowance=‘Housing Allowance’ → Contact=‘At the
agency’ [confidence=20%]

Extracted rule 2
Objective=‘To be paid’ ∧ Allowance=‘Housing Allowance’
∧ Distance=‘LessThan30km’ → Contact=‘At the agency’ [confidence=95%]

Rule 1 is a generalization of the knowledge. But its confidence is lesser than
knowledge confidence level. Consequently IMAK value is “low” since the knowl-
edge is a “hypothesis” (see table 1 column 3 line 7).

Rule 2 is also a generalisation of the knowledge. Its confidence is better than than
knowledge confidence level. Consequently IMAK value is “high” since the knowl-
edge is a “hypothesis” (see table 1 column 3 line 1). Now let’s consider the rule:

Extracted rule 3
Objective=‘To be paid’ ∧ Allowance=‘Student Housing Allowance’
∧ Distance=‘0km’ → Contact=‘At the agency’ [ confidence=75%]

Rule 3 is more specific than knowledge and its confidence is similar. Con-
sequently IMAK value is “medium” since the knowledge is a “hypothesis” (ref
table 1 column 3 line 6).
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We apply IMAK measure on 5000 rules extracted by several runs of CLOSE
algorithm [5]. CAF experts couldn’t deal with such a number of rules. How-
ever after having defined their knowledge we could present them a hundred of
interesting rules classified into few categories.

4 Conclusion

We presented IMAK, an interestingness measure, which evaluates extracted pat-
terns according to prior knowledge. Some works on subjective interestingness
measures [2,3,6] use templates or beliefs in order to express knowledge. Our con-
tribution is to improve interesting patterns extraction using relationships defined
into an ontology [1]. IMAK measure doesn’t make syntaxic matching but uses se-
mantic relationships between concepts, analyzes rules cover, compares confidence
level and takes into account the knowledge certainty. Consequently it is part-way
between objective and subjective measure. In future works we plan to compute
IMAK using ontology relationships which aren’t generalization/specialization re-
lationships and to evaluate our measure on a less subjective application domain.
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Aĺıpio M. Jorge1, Fernando Pereira1, and Paulo J. Azevedo2

1 LIACC, Faculty of Economics, University of Porto, Portugal
amjorge@liacc.up.pt
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Abstract. We propose an approach to subgroup discovery using distri-
bution rules (a kind of association rules with a probability distribution on
the consequent) for numerical properties of interest. The objective inter-
est of the subgroups is measured through statistical goodness of fit tests.
Their subjective interest can be assessed by the data analyst through a
visual interactive subgroup browsing procedure.

1 Subgroup Discovery

Subgroup discovery is an undirected data mining task, first identified by Klősgen
[3], and meanwhile studied by others. A subgroup is a subset of a population
having interesting values w.r.t. a property of interest. For example, if the average
level cholesterol for all the patients of an hospital is 190, we may find interesting
that people who smoke and drink have a cholesterol of around 250. In this
case, we have a property of interest (the level of cholesterol) and a subgroup of
patients with a precise description. This subgroup can be regarded as relevant or
interesting due to the fact that the mean of the property of interest is significantly
different from a value of reference, such as the mean of the whole population.
Definition - Given a population of individuals U and a criterion of interest,
a subgroup G ⊆ U is a subset of individuals that satisfies the criterion. Each
subgroup has a description, (a set of conditions) satisfyed by all its members. $
We will define the interest of a subgroup w.r.t. a chosen property of interest
(P.O.I.). We assume that the P.O.I. is one and is numerical, although in general
we may consider other types of variables. In our work, the notion of interest
of a subgroup is not limited to the value of particular measures such as mean.
Instead, we compare the observed distribution of the values of the P.O.I. with
the distribution of the whole population.
Definition - Let y be a numerical property of interest, and G a subgroup with
description descG. The distribution of the P.O.I. y for the individuals x ∈ G is
approximated by the observed Pr(y|descG) and is denoted by Dy|descG

. $
The a priori distribution of the P.O.I. is the one for the whole population. Sub-
group discovery methods work typically with categorical properties of interest.
� Supported by POSI/SRI/40949/2000/ Modal Project (Fundação Ciência e Tecnolo-

gia), FEDER e Programa de Financiamento Plurianual de Unidades de I & D.
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Our method constructs the subgroups from discovered distribution rules [2], a
kind of association rules with a statistical distribution on the consequent.
Example - Suppose we have clinical data describing habits of patients and
their level of cholesterol. The distribution rule smoke∧young→ chol = {180/2,
193/4, 205/3, 230/1} represents the information that, of the young smokers on
the data set, 2 have a cholesterol of 180, 4 of 193, 3 of 205 and 1 of 230. This
information can be represented graphically as a frequency polygon. The attribute
chol is the property of interest. $
The objective interest of a subgroup is given by the unexpectedness of its dis-
tribution for the property of interest, which can be measured with existing sta-
tistical goodness of fit tests. We will define the interest of a subgroup as the
deviation of the distribution of the property of interest with respect to the a pri-
ori distribution. In this sense, the interest of a subgroup is akin to the interest
of an association rule as measured by lift, conviction, or χ2 [4]. However, in the
current approach, we take into account the distribution of the possible values of
the property of interest, instead of only one such value.
Definition - The interest of a subgroup G is given by the dissimilarity between
the distribution of the property of interest for the subgroup Dy|descG

and a
reference distribution Dy|ref . $
The reference is typically the a priori distribution. The degree of similarity can
be measured using statistical goodness of fit tests. In this work we have used
Kolmogorov-Smirnov. Given a dataset S, the task of subgroup discovery consists
in finding all the distribution rules A→ y = Dy|A, where A has a support above
a determined mininum σmin and Dy|A is statistically significantly different from
the a priori distribution Dy (the p-value of the K-S test is low).

2 The Visual Interactive Process

Given a population and a criterion of interest, the number of interesting sub-
groups/distribution rules can be very large. As in the discovery of association
rules, for the data analyst to explore the discovered patterns it is useful that a
post processing rule browsing environment exists [1].

We propose a visual interactive subgroup discovery procedure that graphically
displays the distribution of each subgroup and allows the navigation by the data
analyst in a chosen continuous space of subgroups. To represent the continuous
space of subgroups we propose an x-y plot, where the coordinates x and y repre-
sent statistical measures of the distribution of the property of interest. A simple
example is a mean-variance plot. Other subgroup spaces such as median-mode,
skewness-kurtosis and mean-kurtosis have also been considered. Skewness and
kurtosis are well known distribution shape measures, median, mode and mean
are location measures and variance is a spread measure.

Given a two-dimensional plot, each subgroup is represented as a point. This
plot will serve as a browsing device (Fig. 1). The data analyst can click on one
of the points of that space and visualize the distributions (as frequency poly-
gons) and definitions of the corresponding sugroups. In this phase the selected
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subgroup is also visually and statistically compared to a reference group. This
process is iterated and interesting subgroups found can be saved.

The skewness-kurtosis space gives the data analyst an overall picture of the
shapes of the distributions of the subgroups. The mean-kurtosis gives an idea of
the location of the distributions as well as of how their shapes are more or less
flat. The mean-standard deviation space identifies the subgroups that have their
mean below and above the whole population. The mode-median space depicts
the location of the distributions of the property of interest for the subgroups,
both through mode and median.

2.1 Studying Algal Blooms

This subgroup discovery approach is being applied to study algae population dy-
namics in a river which serves as an urban water supply resource. The quantity
and diversity of the algae are important for the quality of the water, which makes
this an economically and socially critical eco-system. Blooms of these algae may
reduce the life conditions in a river and cause massive deaths of fish, thus degrad-
ing water quality. The state of rivers is affected by toxic waste from industrial
activity, farming land run-off and sewage water treatment [5]. Being able to un-
derstand and predict these blooms is therefore very important. This problem has
been studied in the MODAL project (modys.niaad.liacc.up.pt/projects/modal)
in collaboration with the local water distribution company.

The data were collected from 1998 to 2003. All attributes are continuous and
are divided in three groups: phytoplancton, chemical and physical properties, and
microbiological parameters. The phytoplancton attributes record the quantity of
7 micro-algae species, the chemical and physical attributes record the levels of
various algae nutrients and other environmental parameters, the microbiological
attributes record the quantities of some bacteria relevant for water quality.

The original data were pre-processed, so that each record stores the phyto-
plancton observed in one particular sample, and also each of the other descriptive
attributes, aggregating the values observed between two samples of phytoplanc-
ton. Aggregating functions were maximum, minimum and median. Attributes
with the values of the previous sample of the 7 phytoplancton species were also
added, as well as two summary attributes measuring the Diversity and the Den-
sity of the algae. These attributes are important since a bloom of one of the
species is characterized by a low diversity of species and a high density of algae.
Three other attributes were added: Normalized Density and Normalized Diver-
sity (normalized versions of Density and Diversity); and BLOOM.N calculated
as the difference between normalized density and normalized diversity. High val-
ues of BLOOM.N indicate high possibility of a bloom. After pre-processing we
have 72 input variables, 7+5 target variables and 131 cases. In the examples,
variable names appear in Portuguese. The results were analysed by a biologist.

We have conducted several studies with different P.O.I., using a minimum
support of 0.05. Here we provide a summary of results 1. With DIVERSIDADE.N

1 Please consult www.liacc.up.pt/∼amjorge/docs/VSG-TR-06.pdf for more.
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Fig. 1. Screen of the protoype showing two navigation plots (top), and the selected
subgroup, where the P.O.I. BLOOM.N is affected by relatively high temperature (fre-
quency polygon in triangles), and compared with the a priori distribution (in squares)

(normalized diversity) as the P.O.I., the median values of the microbiology and
physical-chemical parameters as explanatory variables, we obtain 98 subgroups.
Low diversity is a necessary condition for a bloom to occur. On the mode-median
plot we can click on the subgroups with lowest mode and median. One of the
rules obtained indicates that, for relatively low values of oxygen and low-medium
values of iron there is a relatively high probability (when compared to the whole
population) that DIVERSITY is low (between 0.3 and 0.4) or very low (below
0.1). While oxygen is necessary for phytoplancton primary production, the low
quantity of one nutrient (iron) may reduce the phytoplancton to the species that
live well under those conditions. This situation may lead to a bloom of one of
the species. High values of BLOOM.N may indicate algae blooms (high density
of micro-algae and low diversity). With this P.O.I., 27 subgroups were found.
One of the rules relates relatively high temperatures (around 25 degrees Celsius)
with a distribution of bloom values shifted right. This is a well known effect of
high temperatures (Fig. 1).

Distribution rule generation is very fast (less than 5 seconds), and moving from
subgroup to subgroup is made easy by the graphical interface. The mode-median
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plot is a very useful browsing device for these data. Looking for extremely skewed
distributions of the target variables is facilitated with this subgroup space. By
having immediate acces to all the generated subgroups, the data analyst can
compare nearby subgroups and examine their descriptions.

The display of the distribution provides information that may be hidden by
a summary measure such as mean. A distribution curve with two modes, for
example, may indicate that a particular subgroup has two possible outcomes.
If one of those outcomes is critical, than the antecedent of the subgroup may
become an alarm trigger for water monitoring. This also implies that not only
extreme values of median or mode indicate potentially interesting subgroups.

3 Conclusions

We have presented a visual interactive subgroup discovery approach for numer-
ical properties of interest. Subgroups are discovered as distribution rules (DR)
with sufficient support and having a distribution for the property of interest
distinct from the whole population. The similarity between distributions is mea-
sured as the Kolmogorov-Smirnov statistical test’s p-value. A large set of sub-
groups is presented to a data analyst as a two dimensional plot, corresponding
to a space of subgroups. Each point on the plot is a different subgroup. The data
analyst can inspect each of the subgroups by clicking on the respective point.
Each subgroup is displayed with its definition, support, and the distribution of
the P.O.I. The approach is being used in a project for monitoring the quality
of water in a river. In this application, the properties of interest are the ones
related with the control of algal blooms, which affect the quality of water.

Acknowledgments. We thank Lúıs Torgo and Rita Ribeiro for making avail-
able the problem and data, and also the biologist Dr. Catarina Magalhães, .
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3. W. Klősgen. Explora: A multipattern and multistrategy discovery assistant. In
U. Fayyad, G. Piatetsky-Shapiro, P. Smyth, and R. Uthurusamy, editors, Advances
in Knowledge Discovery and Data Mining. AAAI Press, Menlo Park, CA, 1996.

4. B. Liu, W. Hsu, and Y. Ma. Pruning and summarizing the discovered associations.
In KDD ’99: Proceedings of the fifth ACM SIGKDD international conference on
Knowledge discovery and data mining, pages 125–134, New York, NY, USA, 1999.
ACM Press.

5. R. P. Ribeiro and L. Torgo. Predicting harmful algae blooms. In M. e. a. Pires,
editor, Proceedings of Portuguese AI Conference (EPIA’03), volume 2902 of LNAI,
pages 308–312. Springer-Verlag, 2003.



N. Lavra , L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 306 – 310, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Contextual Ontological Concepts Extraction  

Lobna Karoui, Nacéra Bennacer, and Marie-Aude Aufaure 

Ecole Supérieure d’Electricité 
Plateau de Moulon 3 rue Joliot Curie 
91192 Gif-sur-Yvette cedex, France 

{Lobna.Karoui, Nacera.Bennacer, Marie-Aude.Aufaure}@Supelec.fr 

Abstract. Ontologies provide a common layer which plays a major role in 
supporting information exchange and sharing. In this paper, we focus on the 
ontological concept extraction process from HTML documents. We propose an 
unsupervised hierarchical clustering algorithm namely “Contextual Ontological 
Concept Extraction” (COCE) which is an incremental use of a partitioning 
algorithm and is guided by a structural context. This context exploits the html 
structure and the location of words to select the semantically closer 
cooccurrents for each word and to improve the words weighting. Guided by this 
context definition, we perform an incremental clustering that refines the words’ 
context of each cluster to obtain semantic extracted concepts. The COCE 
algorithm offers the choice between either an automatic execution or an 
interactive one. We experiment the COCE algorithm on French documents 
related to the tourism. Our results show how the execution of our context-based 
algorithm improves the relevance of the clusters’ conceptual quality. 

1   Introduction 

Ontologies provide a common layer which plays a major role in supporting infor-mation 
exchange and sharing by extending syntactic interoperability to semantic interoperability 
in the semantic Web. Ontology learning systems as defined in [1, 2, 3, 4, 5] have  
different purposes. Faure and Nédellec [1] define a system called ASIUM where a 
cooperative conceptual clustering is applied to technical texts using a syntactic parser to 
produce an acyclic conceptual graph of clusters. Basic clusters are formed by words that 
occur with the same verb after the same preposition. TEXT-TO-ONTO [2] is an ontology 
learning environment that extracts concepts, taxonomic and non taxonomic relations. 
WebOntEx [3] is based on HTML tags, lemmatization tags and conceptual tags. It uses 
WorldNet and a logic inductive programming method to build an ontology. Based on the 
HTML regularities, OntoMiner [4] analyzes sets of domain specific web sites and 
generates a taxonomy of particular concepts and their instances. OntoLearn [5] extracts 
domain terminology from Web documents by using a linguistic processor and a syntactic 
parser.  

In this paper, we focus on the ontological concept extraction process from HTML 
documents. In order to improve it, we propose an unsupervised hierarchical clustering 
algorithm namely “Contextual Ontological Concept Extraction” (COCE) which is based 
on an incremental use of a partitioning algorithm and is guided by a structural context. 
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The context, based on the html structure and the location of words in the documents, 
guides the clustering algorithm to refine the context of each word by improving the 
semantically closer cooccurrents selection for each word, the word weighting and  
the words pair’s similarity. By performing an incremental process, this algorithm refines 
the context of each word cluster and improves the conceptual quality of the resulting 
clusters and, consequently, the extracted concepts. The COCE algorithm offers the 
choice between either an automatic execution or an interactive user’s processing. We 
experiment the contextual clustering algorithm on French html corpus related to the 
tourism domain. The results show that our context-based clustering method and the 
successive refinements of clusters improve the relevance of the extracted concepts. In 
the following section, we define and experiment this algorithm.  

2   The Contextual Ontological Concept Extraction Algorithm 

In this section, we explain the context definition. Then, we present the algorithm. 

-  Context Definition 
Our challenge is to answer correctly to the following question: how can we give a 
weighting that effectively illustrates the importance of a term in its domain and 
characterizes its relations with other words? 

Let us go back to our corpus and the various analyses performed on the HTML 
documents. We note that there exist relations between the existing HTML elements 
(<h1>  <p>). We also note that key tags [7] such as <keywords> and <title> are 
related to other existing HTML elements. For example: <TITLE_URL> (header of a 
hyperlink)  <H1> (headings of a part of document). The first group of links is 
physical because it depends of the structure of the HTML document. But the second 
group shows a logical link that is not always visible (elements are not necessary 
consecutives). In order to represent links between tags, we define two new concepts 
namely “contextual hierarchy” based on HTML elements and “link co-occurrence”. A 
contextual hierarchy (C.H) is a tag hierarchy. It illustrates possible relations existing 
within HTML documents and between them. In our study, the context of a word can 
vary; so the process is performed according to the contextual hierarchy. By 
complaining with this structure, we can define a link between terms, if they appear in 
the same block-level tag (<p>, <td>, etc.). In this case, the link is a “neighbourhood 
co-occurrence” and the context is limited to the tag. However, if they appear in 
different tags that are related by a physical or a logical link defined in the contextual 
hierarchy, we define the concept of “co-occurrence link”. In this case, the context is 
the association of the two related tags (for example: <H1> + <p> or <TITLE> + 
<H1>, etc.). So, a co-occurrence link is a co-occurrence which context is not limited 
to one unit (phrase or document), but is a generic context that will be instantiated 
according to the location of the term in the document. The generic context represents 
the term’s adaptability in the corpus. This contextual model respects the word location 
in order to take a multitude of term situations into account when computing its 
weighting by applying the “Equivalence Index” [6].  

-  Algorithmic Principles 
In the following, we present an unsupervised hierarchical clustering algorithm namely 
“Contextual Ontological Concept Extraction” (COCE) (Fig.1) to extract ontological 
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concepts from HTML documents. It is based on an incremental use of a partitioning 
algorithm and is driven by the structural contexts in which words occur. COCE 
proceeds in an incremental manner. It computes the occurrences of each word and 
selects their semantically closer cooccurrents according to the context. Then, it 
divides the clusters obtained at each step in order to refine the context of each cluster. 
So, the algorithm refines at the same time the context of each word and the context of 
each cluster. Also, it offers to the user the possibility to choose either a complete 
automatic execution or an interactive one. If he decides the automatic execution, he 
should either define some parameters or choose the default ones resulting from our 
empirical experiments. These parameters are: the highest number of words per cluster 
P, the accepted margin M representing an additional number of words in a resulting 
cluster accepted by the user and the similarity measure S. If he prefers to evaluate the 
intermediate word clusters, he chooses the interactive execution. In this case, the 
algorithm allows him to analyse the word cluster at the end of each intermediate 
clustering in order to define the value of k’ (Fig.1-Eq1) and to decide either he prefers 
to continue within an interactive execution or to run an automatic one. In the 
interactive execution, the process is longer than the automatic one but it offers an 
opportunity to the user to obtain better hierarchical word clusters. As input to this 
algorithm, the user, firstly, should choose the input file of dataset F.  Secondly, he 
defines the number of clusters K, and chooses an automatic or an interactive 
execution.  An automatic execution is defined in four steps: 

Step 0 and 1: These steps concern the application of the structural context which is 
deduced from the various analyses [7], computed from the dataset F and stored in a 
matrix and the execution of the partitioning algorithm to obtain the first k clusters. 

0: Algorithm Contextual-Ontological-Concepts-Extraction (In: F, K, P, M, S, Out: WC) 
1: Apply our Context definition and compute the occurrences of the population {/*Step 0*/} 
2: Di   {/* Step 1*/}  {/* Di is the word distribution into the various clusters Ci with Di ={C1, C2,, Ci}*/} 
3: Choose sporadically the K first centers 
4: Assign each word to the cluster that has the closest centroid 
5: Recalculate the positions of the centroids 
6: if (the positions of the centroids did not change) then 
7:    go to the step 10 
8:  else 
9:    go to the   step 4. 
10: Di  Di U {C1, C2, C3, …, Ck}   {/* Ci is a word cluster belonging to Di As Ci  Di */} 
11: For all Ci  Di do {/* Step 2*/} 
12:    if (Word-Number (Ci)  P) then 
13:    WC  WC U {Ci}   {/* WC is the set of word clusters WC ={C1, C2, , CT} */} 
14:    Di  Di \ {Ci} 
15:  else 
16:    Di  Di \ {Ci} 
17:    Unbolt the words Wi belonging to the cluster Ci    {/* Wi is each word belonging to  Ci  So Ci  = {W 1, W 2 , …, W i} */} 
18:    Compute the value of K’  { /* Eq1:  K’ = a *ln (Word-Number (Ci) * b)*/} 
19:    Go to the steps 3, 4, 5 and 6 
20: For all Ci  WC do {/* Step 3*/} 
21:  if (Word-Number (Ci) = 1 and Wi  Ci) then   {/* Word-Number (Ci) is the number of word into the cluster Ci */} 
22:    Calculate the position of Wi to the existing centroids of the clusters Ci  WC 
23:    if (Word-Number (Cc-c) > P+M) then     {/* The cluster that has the closest centroid to the target word W i */} 
24:      Choose another cluster Cc-c that has the following closest centroid  
25:      Go to the step 20 
26:    else 
27:       WC  WC \ {Cc-c, Ci} 
28:       Assign Wi to the cluster Cc-c 

29:       WC  WC U {Cc-c} 
30: Return (WC) 
31: End 

Fig. 1. The Contextual Ontological Concepts Extraction Algorithm 
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Step 2: This step finds clusters respecting the criterion P. For each intermediate 
execution of kmeans, we should define the value K’ representing the number of 
clusters which should be obtained after the division. In an automatic execution of the 
COCE algorithm, this value is not defined by the user but computed by the system. 
We implement a proportional function (established on several experiments and the 
experts’ knowledge) that automatically defines the value of K’ computed by the 
formula (Eq1) in Fig1.  
Step 3: When applying the division process, we can obtain clusters with only one 
word. Our idea is to automatically associate each word alone into a cluster resulting 
from step 2. Another problem appears when the algorithm affects too many words to 
the same cluster. In this case, and for a few clusters, we can obtain clusters with a great 
number of words. If a word is assigned to a cluster already containing P+M words, the 
algorithm will choose the cluster which is the closest centroid to the target word. 

Choosing an interactive process implies the user intervention after step 1 and 
during step 2 and 3.  In step 2, if a cluster is divided, the algorithm allows to refine the 
context of each cluster by taking into account only the associated attributes of its 
belonging words. By applying this method, the similarity computed better represents 
the association degree between each two words. By applying the step 3, it avoids the 
cases of having only one word in a cluster and those containing the majority of the 
single words.  

-  Experimental Evaluation of the COCE algorithm 
In our experiments, we begin the process with key and title tags to give an outline of 
the domain’s semantic information. These terms are those chosen by the web site 
designer as keyword, glossary, etc. In this section, we evaluate the COCE algorithm 
results by comparing them to those obtained by the Kmeans algorithm. We chose the 
Euclidian distance as a similarity measure. Our dataset is composed of 872 words. 
The Kmeans algorithm distributes them in 156 clusters while the COCE algorithm, 
experimented with the values 20, 10 and 22 for k, P and M respectively (more 
significant results), gives 162 clusters. In [8], some criteria for the statistical 
evaluation of unsupervised learners have been defined that we could not use them 
since the cluster homogeneity does not imply that the words in the cluster are 
semantically close or that the associated label satisfies the domain expert. In our case, 
we propose a manually domain experts’ evaluation. We present the results to two 
domain experts. As a first step, each of them individually evaluates and labels 
manually the word clusters. Then, they work together in order to discuss about the 
results, their labels proposition and to give us only one evaluation and labeling for 
which they agree. To evaluate the word clusters’ conceptual quality, we defined four 
criteria and compared our algorithm to the Kmeans one. Concerning the word 
distribution, we have for kmeans and COCE algorithms respectively 13% and 3.66% 
of our initial words that are grouped together. For the semantic interpretation, the 
domain expert notes that there are three types of word clusters. Advisable clusters are 
those for which the expert is able to associate a label. Improper clusters are clusters 
where the expert finds a difficulty to give a label. Unknown clusters are clusters 
where the expert could not find any semantic interpretation. Thanks to the P and the 
M values, in each word cluster, the percentage of noisy elements decreases a lot. As a 
consequence, the percentage of unknown and improper clusters is reduced. Moreover, 
we obtain 68.52% advisable clusters with the COCE algorithm which is more 
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important than only 53.2% with the Kmeans one. Concerning the extracted concepts, 
we take into account only the advisable clusters and we obtain respectively 86.18% 
and 86.61% with the kmeans algorithm and the COCE one. Another element which 
affects the concept’s quality is the level of generality for a concept. We obtain 
respectively with the kmeans algorithm and the COCE one 78.31% and 85.58% 
general concepts. Also, we remark that the clusters obtained with the COCE 
algorithm are more enhanced than with the Kmeans one. In order to keep our method 
functional, we should have a minimum structure in our documents. However, the 
absence of some HTML tags does not affect our method’s functioning since it is 
incremental and searches the word’s cooccurrents in other lower levels of the C.H.  

3   Conclusion 

As known, knowledge acquisition is a difficult task. In this paper, we focus on 
acquiring ontological domain concepts by exploiting HTML structure, relation 
between html tags and word location. Our structural context definition improves the 
word weighting, the selection of the semantically closer cooccurrents and the resulting 
word clusters, since it refines the context of each word. Then, we defined a hierarchical 
clustering method namely “Contextual Ontological Concept Extraction” algorithm 
guided by a structural contextual definition that refine the words’ context of each 
cluster. The COCE algorithm improves the relevance of the conceptual quality of the 
ontological extracted concepts and offers the choice between either an automatic 
execution or an interactive one. In our research perspectives, we will define and 
experiment a linguistic context combined with the structural one and applied them to 
words belonging to other HTML tags. We will also propose a new evaluation method. 
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Abstract. This paper presents a full scaled application of induction
trees for non-classificatory purposes. The grown trees are used for high-
lighting regional differences in the women’s labor participation, by using
data from the Swiss Population Census. Hence, the focus is on their
descriptive rather than predictive power. Trees grown by language re-
gions exhibit fundamental cultural differences supporting the hypothesis
of cultural models in female participation. The explanatory power of the
induced trees is measured with deviance based fit measures.

1 Introduction

Induced decision trees have become popular supervised classification tools since
[1]. Though their primary purpose is to predict and to classify, trees can be
used for many other relevant purposes: as exploratory methods for partitioning
and identifying local structures in datasets, as well as alternatives to statistical
descriptive methods like linear or logistic regression, discriminant analysis, and
other mathematical modeling approaches [5].

This contribution demonstrates such a non-classificatory use of classification
trees by presenting a full scaled application on female labor market data from
the Swiss 2000 Population Census (SPC). The use of trees for our analysis was
dictated by our primary interest in discovering the interaction effects of predic-
tors of the women’s labor participation. The practical experiment presented is
original in at least two respects: 1) the use of trees for microeconomic analysis,
which does not appear to be a common domain of application; 2) the use of
induction trees for a complete population census dataset.

Note that since our goal is not to extract classification rules, but to understand
— from a cross-cultural perspective — the forces that drive women’s participa-
tion behavior, we do not rely on the usual misclassification rates for validating
the trees. Rather, we consider some deviance based fit criteria [7, 8] similar to
those used with logistic regression.

Before presenting our experiment, let us shortly recall the principle of classifi-
cation trees. They are grown by seeking, through successive splits of the learning
data set, some optimal partition of the predictor space for predicting the outcome
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class. Each split is done according to the values of one predictor. The process is
greedy. At the first step, it tries all predictors to find the “best” split. Then, the
process is repeated at each new node until some stopping rule is reached. For our
application, we used CART [1] that builds only binary trees by choosing at each
step the split that maximizes the gain in purity measured by the Gini index.
CART uses relatively loose stopping rules, but proceeds to a pruning round af-
ter the preliminary growing phase. We chose CART for our analysis, despite the
gain in purity seems less appropriate for a non-classificatory purpose than, for
example, the strength of association criterion used by CHAID [2]. Indeed, the
great readability of the binary CART trees was decisive when compared with
the n-ary CHAID trees that had, even at the first level, a much too high number
of nodes to allow for any useful interpretation.

2 The Applied Study

We begin by setting the applied research framework, then we sketch our global
analysis procedure and, finally, we present selected findings.

Female labor market participation reveals significant differences across coun-
tries. In Europe, scholars often identify at least two general models: a Mediter-
ranean one (Italy, Greece, Portugal, etc.) versus a model typical for Central
and Northern Europe [6]. The first is represented by an inverse L-shaped curve
of the activity or participation rate by age, where after a short period of high
rate (at entry in the labor market) the proportion of women working or seek-
ing work begins to steadily decline up to retirement. The same graph depicts a
M-shaped curve in Central and Northern European countries, characterized by
high participation at entry, followed by a temporary decline during the period
of motherhood and childbearing, and a subsequent comeback to work, up to a
certain age where the process of definite exit starts.

In this respect, Switzerland is an interesting case. Firstly, Switzerland is a
country placed in a nutshell across the Alps, which naturally divides Southern
Europe from Central and Northern Europe. Secondly, there are three main lan-
guages, spoken by people living in three geographically distinct regions: French
in the western part on the border with France, German in the northern and
eastern parts on the border with Germany and Austria, and Italian south of the
Alps in a region leading to Italy. The existence of three regions, with highly dis-
tinctive historical, social and cultural backgrounds and characters, and the fact
that the Italian-speaking part is divided from the other two by the Alps high-
light the very specific particularity of this country for a cross-cultural analysis of
the female participation in the labor market. Moreover, the fact that the com-
parative analysis is performed amongst regions of the same country guarantees,
despite differences stemming from the Swiss federal system, a higher degree of
comparability on a large series of institutional, political and other factors than
one would get with cross-country studies.

The idea of the research project was to verify the existence of differing cultural
models of female labor market participation, by analysing activity rates and
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hours worked per week — in terms of proportions of full-timers and part-timers
— across the three linguistic regions in Switzerland, by using the SPC 2000 data.

To shortly describe the data, we can say that the Federal Statistical Office
made us available a clean census dataset covering the about 7 millions inhab-
itants of Switzerland. For our study, only the about 3.5 millions women were
indeed of interest. In the preprocessing step we disregarded young (< 20, 23%)
and elderly (> 61, 18%) women, as well as non Swiss women not born in Switzer-
land (1.6%), i.e. about 43% of the women. This left us with about 2 millions
cases. Finally, we dropped about 350000 cases with missing values, and hence
included 1667494 cases into the analysis.

The Empirical Research Design. The research procedure used classification
trees at two different stages, with differing but complementary purposes. A tree
was first grown in what we refer to as the preliminary step. Its main goal was
to find a sound partition of the analysed population into a limited number of
homogeneous groups — homogeneous female labor supply behavior in terms of
activity and choice between full-time and part-time employment — over which a
tailored analysis could be performed. This first step was run on the whole Swiss
female population of age 20 to 61, using their labor market status1 as outcome
variable, and general socio-demographic characteristics (civil status, mother/non
mother, ...) as predictive attributes. From this, a robust partition in three groups
was chosen: the non-mothers, the married or widowed mothers, and the divorced
or single mothers. The first group is composed by 609,861 women (36.6%), the
second one by 903,527 (54.2%) and the third one by 154,106 (9.2%).

The second application of classification trees took place in the analysis of
cross-cultural female labor supply behavior for each selected group. Here again
the outcome variable was the labor market status of the women. A much broader
series of predictive variables was retained however: age, profession, educational
level, number of kids, age of last-born kid, type of household, etc. Classification
trees have been produced separately for each region and then compared in order
to analyse cultural patterns in the participation behavior of the three main
language regions in Switzerland.

It is worth mentioning here that the final trees retained are simplified versions
of those that resulted from the stopping and pruning criteria. They were selected
on the basis of comprehensibility and stability factors. We checked for instance
that the splits retained stayed the same when removing randomly 5% of the
cases from the learning data set.

Results. In order to identify cultural models of female labor supply, three trees
(one per region) were generated for each group. These — in combination with
the results of the traditional bivariate analyses — were compared and thoroughly
analysed in terms of structure and results. We give hereafter a very brief overview

1 Labor market status is a categorical variable with four values: full-time active (at
least 90% of standard hours worked per week), long part-time active (50% to 90%),
short part-time active (less than 50%) and non active, where active means working
or seeking for a job.
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of the main results for the third group, i.e. divorced or single mothers. For details
interested readers may consult the research report [3, 4].

A first obvious outcome is that opting for inactivity is much more frequent in
the Italian speaking region. Italian speaking mothers without high education who
have a last-born child less than 4 are most often inactive. For the other regions,
part time activity is typical for women with a child less than 14, who either have
at most a medium education level or work in fields such as health, education
or sciences. A single overall splitting threshold at 54 for the age of the mothers
in the Italian speaking region tends to confirm that this region conforms to the
reversed L-shape of the Mediterranean model. In comparison, for the French
speaking region, the major difference regarding the age of the mothers concerns
only those whose last born child is more than 14. Among them, those who have
a low or medium education level stop working at 60.

3 Explanatory Power of Our Non-classificatory Trees

Table 1 reports some of the quality figures we have computed for each of the
three regional trees for divorced or single mothers: CHI for the Italian speaking,
CHF for the French speaking and CHG for the German speaking region. The
figures reported are q the number of leaves of the tree, c∗ the number of different
observed profiles in terms of the retained predictors, D(m0|m) the deviance be-
tween the induced tree and the root node, which is a likelihood ratio Chi-square
measuring the improvement in explanatory power of the tree over the root node,
d and sig, respectively the degrees of freedom and the significance probabil-
ity of the Chi-square, Theil’s uncertainty u, i.e. the proportion of reduction in
Shannon’s entropy over the root node, and

√
u its square root, which can be

interpreted as the part of the distance to perfect association covered by the tree.
For technical details and justifications on the measures considered see [7].

The deviances D(m0|m) are all very large for their degrees of freedom. This
tells us that the grown trees make much better than the root node and, hence,
clearly provide statistically significant explanations. The Theil uncertainty coeffi-
cient u seems to exhibit a low proportion of gain in uncertainty. However, looking
at its square root, we see that we have covered about 25% of the distance to
perfect association. Furthermore, the values obtained should be compared with
the maximal values that can be achieved with the attributes considered. These
are about .5, i.e. only about twice the values obtained for the trees. Thus, with
the grown trees that define a partition into q classes only instead of c∗ for the
finest partition, we are about half the way from the finest partition.

Table 1. Trees quality measures

q c∗ n D(m0|m) d sig. u
√

u

CHI 12 263 5770 822.2 33 .00 .056 .237
CHF 10 644 35239 4293.3 27 .00 .052 .227
CHG 11 684 99641 16258.6 30 .00 .064 .253
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4 Conclusion

The experiment reported demonstrates the great potential of classification trees
as an analytical tool for investigating socio-economic issues. Especially interest-
ing is the visual tree outcome. For our study, this synthetic view of the relatively
complex mechanisms that steer the way women decide about their participation
in the labor market provided valuable insight into the studied issue. It allowed
us to highlight cultural differences in the interaction effects of attributes like age
of last-born child, number of children, profession and education level that would
have been hard to uncover through regression analysis, for example.

It is worth mentioning that generating reasonably sized trees is essential when
the purpose is to describe and understand underlying phenomenon. Indeed, com-
plex trees with many levels and hundred of leaves, even with excellent classifica-
tion performance in generalization, would be too confusing to be helpful. Further-
more, in a socio-economic framework, like that considered here, the tree should
make sense from the social and economic standpoint. The tree outcomes should
therefore be confronted with other bivariate analyses and modeling approaches.
Our experience benefited a great deal from this interplay.
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Abstract. Microarray technology produces vast amounts of data by measuring 
simultaneously the expression levels of thousands of genes under hundreds of 
biological conditions. Nowadays, one of the principal challenges in bioinfor-
matics is the interpretation of huge data using different sources of information. 

We propose a novel data analysis method named CGGA (Co-expressed 
Gene Groups Analysis) that automatically finds groups of genes that are func-
tionally enriched, i.e. have the same functional annotations, and are co-
expressed. 

CGGA automatically integrates the information of microarrays, i.e. gene ex-
pression profiles, with the functional annotations of the genes obtained by the 
genome-wide information sources such as Gene Ontology (GO)1. 

By applying CGGA to well-known microarray experiments, we have identi-
fied the principal functionally enriched and co-expressed gene groups, and we 
have shown that this approach enhances and accelerates the interpretation of 
DNA microarray experiments.2   

1   Introduction 

One of the main challenges in microarray data analysis is to highlight the principal 
functional gene groups using distinct sources of genomic information. These sources 
of information, constantly growing by an ever-increasingly volume of genomic data, 
are: semantic (taxonomies, thesaurus and ontologies), literature and bibliographic da-
tabases (articles, on-line libraries, etc.), experience databases (ArrayExpress, GEO, 
etc.) and nomenclature databases (HUGO: human, Flybase: fruit fly, SGD: yeast…). 
                                                           
1 Gene Ontology project: http://www.geneontology.org/  
2 CGGA program is available at http://www.i3s.unice.fr/~rmartine/CGGA. 
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Actually, one of the major goals in bioinformatics is the automatic integration of 
biological knowledge from distinct sources of information with genomic data [1]. A 
first assessment of the methods developed to answer this challenge was proposed by 
Chuaqui [3]. We target here the enrichment of two recently developed research axes, 
sequential and a priori, that exploit multiple sources of annotations such as GO.  

The sequential axis methods build co-expressed gene clusters (groups of genes 
with a similar expression profiles). Then they detect co-annotated gene subsets (shar-
ing the same annotation). Afterwards, the statistical significance of these co-annotated 
gene subsets is tested. Among the methods in this axis let us quote Onto Express [5], 
Quality Tool [6], EASE [7], THEA [11] and Graph Modeling [15]. 

The a priori axis methods first finds functionally enriched groups (FEG), i.e. 
groups of co-annotated genes by function. Then they integrate the information con-
tained in the profiles of expression. Later on, the statistical significance of the FEG is 
tested by an enriched score [10], a pc-value [2], or a z-score test [8]. 

Our approach, called CGGA (Co-expressed Gene Groups Analysis), is inspired by 
the a priori axis: the FEG are initially formed from the Gene Ontology, next a func-
tion, which synthesizes the information contained in the expression data, is applied in 
order to obtain an arranged gene list. In this list, the genes are sorted by decreasing 
expression variability. The statistical significance of the FEG obtained is then tested 
using a similar hypothesis proof as presented in Onto Express [5]. Finally, we obtain 
co-expressed and statistically significant FEG.  

This article is organized in the following way: in section 2 we describe the valida-
tion data as well as the tools used: databases, ontologies and statistical packages; our 
algorithm CGGA is described in section 3; the results obtained are presented in sec-
tion 4 and the last section presents our conclusions. 

2   Data and Methods 

2.1   Dataset  

In order to evaluate our approach, the CGGA algorithm was applied to the DeRisi 
dataset which is one of the most studied in this field [4]. DeRisi experience measures 
the variations in gene expression profiles during the cellular process of diauxic shift 
for the yeast Saccharomyces Cerevisiae. This process corresponds to the transition 
from fermentation to respiration that occurs when fermenting yeast cells, inoculated 
into a glucose-rich medium, turn to the utilization of the ethanol (aerobic respiration). 

2.2   Ontology and Functionally Enriched Groups (FEG) 

In order to fully exploit Gene Ontology (GO) we have generated: SGOD database. 
Our database contains all GO annotations for every yeast gene using Saccharomyces 
Genome Database (SGD)3 nomenclature. We have stored all the functional annota-
tions of each gene and his parents preserving the hierarchical structure of GO. Queries 
carried out on the SGOD database have built the whole set of the FEGs. 
                                                           
3 Saccharomyces Genome Database: http://www.yeastgenome.org/ 
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2.3   Expression Profile Measure of the Genes 

In order to incorporate the expression profile of the genes, we have used a measure-
ment of their variability of expression, f-score [13], which is more robust than other 
measurements such as anova, fold change or t-student statistics [13]. 

This measurement enables us to build a list of genes, g-rank, ordered by decreasing 
expression variability. We have used the SAM program [16] to calculate the f-score 
associated with each gene. 

3   Co-expressed Gene Groups Analysis (CGGA) 

The CGGA is based on the idea that any resembling change (co-expression) of a gene 
subset belonging to an FEG is physiologically relevant. We say that two genes are co-
expressed if they are close in the sense of the metric given by the expression variabil-
ity (f-score). The CGGA algorithm computes a pc-value for each FEG that estimates 
its coherence (according to the g-rank) and thus to detect the statistically significant 
groups. 

3.1   CGGA Algorithm 

The CGGA algorithm first builds the g-rank list from the expression levels and the 
FEG from the SGOD. For each FEG of n genes, the algorithm determines the 
n(n+1)/2 gene subsets that we want to test for co-expression. For each subset we 
compute the pc-value corresponding to the test described below. 

Let H0 be the hypothesis that x genes from one of the subsets were related by 
chance. The probability that H0 is true follows from the hypergeometric distribution4:  
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with: N: total number of genes in the dataset, n: number of genes in the FEG, x: 
position of the gene in the FEG (previously ordered by rank), rg(x) : absolute rank of 
the gene of position x in the g-rank list and Rg(x) : number of ranks between the gene 
of position x from its FEG predecessor. Rg(x) is calculated from the absolute ranks rg(x) 

according to the formula: Rg(x) = rg(x) – rg(x-1) + 1 where Rg(0) = rg(0)  = 1. 
The pc-value corresponding to this hypothesis test is [5]:   
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In order to accept or reject H0 we will use the following significance threshold: p–
value = Min {N -1, | |-1}, where | | is the cardinality of the set of functional annota-
tions. So, for each FEG, if pc–value(x) < p–value then H0 is rejected, i.e. the FEG is 
statistically significant. 
                                                           
4 For more details on the computation of this probability, refer to [17]. 
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4   Results 

In order to evaluate our method, we compared the results obtained by DeRisi [4], IGA 
[2] and CGGA. The results obtained using CGGA for the over-expressed and under-
expressed genes are presented in Table 1. As expected, all groups identified as sig-
nificantly co-expressed by the DeRisi method have also been identified by the CGGA. 
The groups identified by CGGA and DeRisi are in bold, the ones identified only by 
CGGA are in italics, and the only group identified also by IGA is underlined. 

Table 1.  Over-expressed FEGs obtained by CGGA with a p-value = 6.88E-04 

Functionally Enriched GO Group n genes x over-exp. genes pc-value 

proton-transporting ATP synthase complex 2 2 4.38E-06 
invasive growth (sensu Saccharomyces) 5 3 6.13E-06 
signal transduction filamentous growth 2 2 8.77E-06 
respiratory chain complex II 4 4 3.75E-05 
succinate dehydrogenase activity 4 4 3.75E-05 
mitochondrial electron transport 4 4 3.75E-05 
aerobic respiration 36 10 3.30E-05 
tricarboxylic acid cycle 14 5 5.09E-05 
tricarboxylic acid cycle 14 5 6.54E-05 
gluconeogenesis 12 2 9.64E-05 
response to oxidative stress 10 3 1.55E-06 
filamentous growth 8 4 9.06E-05 
vacuolar protein catabolism 4 2 2.63E-05 
respiratory chain complex IV 8 2 4.05E-04 
cytochrome-c oxidase activity 8 2 4.05E-04 

In the case of over-expressed genes (Table 1), CGGA found seven of the nine 
groups obtained manually by DeRisi [4]. The two annotated groups “glycogen 
metabolism” and “glycogen synthase” have not been identified by CGGA because 
they are expressed only at the initial phase of the process. However CGGA identified 
eight other statistically significant and coherent groups. Only one of these eight other 
groups has also been identified by IGA and none of them by DeRisi. Similar results, 
available at CGGA web page, were obtained for the under-expressed FEGs. 

5   Conclusion  

The CGGA algorithm presented in this article makes it possible to automatically iden-
tify groups of significantly co-expressed and functionally enriched genes without any 
prior knowledge of the expected outcome. CGGA can be used as a fast and efficient 
tool for exploiting every source of biological annotation and different measure of 
gene variability. 

In contrast to sequential approaches such as [5]-[7], [11], and [15], CGGA analyze 
all the possible subsets of each FEG and does not depend on the availability of fixed 
lists of expressed genes. Thus, it can be used to increase the sensitivity of gene detec-
tion, especially when dealing with very noisy datasets. CGGA can even produce sta-
tistically significant results without any experimental replication. It does not need that 
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all genes in a significant and co-expressed group change, so it is therefore robust 
against imperfect class assignments, which can be derived from public sources 
(wrong annotations in ontologies) or automated processes (spelling or naming errors). 

The automated functional annotation provided by our algorithm reduces the com-
plexity of microarray analysis results and enables the integration of different sources 
of genomic information such as ontologies. 

CGGA can be used as a tool for platform-independent validation of a microarray 
experiment and its comparison with the huge number of existing experimental data-
bases and the documentation databases. Results show the interest of our approach and 
make it possible to identify relevant information on the analyzed biological processes.  

In order to identify heterogeneous groups of genes expressed only in certain phases 
of the process, we plan to integrate the information concerning the metabolic pathway 
ontologies for future work. 
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Abstract. In this paper, we propose a method for discovering hidden in-
formation from large-scale item set data based on the symmetry of items.
Symmetry is a fundamental concept in the theory of Boolean functions,
and there have been developed fast symmetry checking methods based
on BDDs (Binary Decision Diagrams). Here we discuss the property of
symmetric items in data mining problems, and describe an efficient al-
gorithm based on ZBDDs (Zero-suppressed BDDs). The experimental
results show that our ZBDD-based symmetry checking method is effi-
ciently applicable to the practical size of benchmark databases.

1 Introduction

Frequent item set mining is one of the fundamental techniques for knowledge
discovery. Since the introduction by Agrawal et al.[1], the frequent item set
mining and association rule analysis have been received much attentions from
many researchers, and a number of papers have been published about the new
algorithms or improvements for solving such mining problems[3].

After generating frequent item set data, we sometimes faced with the problem
that the results of item sets are too large and complicated to retrieve useful
information. Therefore, it is important for practical data mining to extract the
key structures from the item set data. Closed/maximal item set mining[10] is
one of the useful method to find important item sets. Disjoint decomposition
of item set data[8] is another powerful method for extracting hidden structures
from frequent item sets.

In this paper, we propose one more interesting method for finding hidden
structure from large-scale item set data. Our method is based on the symmetry
of items. It means that the exchange of a pair of symmetric items has completely
no effect for the database information. This is a very strict property and it will
be a useful association rule for the database analysis.

The symmetry of variables is a fundamental concept in the theory of Boolean
functions, and the method of symmetry checking has been studied for long time
in VLSI logic design area. There are some state-of-the-art algorithms[9,5] using
BDDs (Binary Decision Diagrams)[2] to solve such a problem. The BDD-based
techniques can be applied to data mining area. Recently, we found that ZBDDs
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(Zero-suppressed BDDs)[6] are very suitable for representing large-scale item set
data used in transaction database analysis[7].

In this paper, we discuss the property of symmetric items in transaction
database, and then present an efficient algorithm to find all symmetric item
sets using ZBDDs. We also show some experimental results for conventional
benchmark data. Our method will be useful for extracting hidden information
from a given database.

2 Symmetry of Variables in Boolean Functions

The symmetry is a fundamental concept in the theory of Boolean functions. A
symmetric Boolean function means that any exchange of input variables has no
effect for the output value. In other words, the output value is decided only by
the total number of true assignments in the n-input variables. The parity check
functions and threshold functions are typical examples of symmetric functions.

When the function is not completely symmetric, we sometimes find partial
groups of symmetric variables. If a pair of variables are exchangeable without
any output change, we call them symmetric variables in the function. An obvious
property holds that if the pairs (a, b) and (a, c) are both symmetric, then any
pair of (a, b, c) is symmetric.

As finding symmetric variables leads to compact logic circuits, it has been
studied for long time in VLSI logic design area. In order to check the symmetry of
the two variables v1 and v2 in the function F , we first extract four sub-functions:
F00, F01, F10, and F11 by assigning all combinations of constant values 0/1 into
v1 and v2, and then compare of F01 and F10. If the two are equivalent, we can
see the two variables are symmetric. In principle, we need n(n − 1)/2 times of
symmetry checks for all possible variable pairs. There have been proposed some
state-of-the-art algorithms[9,5] using BDDs (Binary Decision Diagrams)[2] to
solve such a problem efficiently.

3 Symmetric Item Sets in Transaction Databases

3.1 Combinatorial Item Sets and Boolean Functions

A combinatorial item set consists of the elements each of which is a combination
of a number of items. There are 2n combinations chosen from n items, so we
have 22n

variations of combinatorial item sets. For example, for a domain of five
items a, b, c, d, and e, we can show examples of combinatorial item sets as:
{ab, e}, {abc, cde, bd, acde, e}, {1, cd}, 0. Here “1” denotes a combination of null
items, and 0 means an empty set. Combinatorial item sets are one of the basic
data structure for various problems in computer science, including data mining.

A combinatorial item set can be mapped into Boolean space of n input vari-
ables. For example, Fig. 1 shows a truth table of Boolean function:
F = (a b c) ∨ (b c), but also represents a combinatorial item set S = {ab, ac, c}.
Using BDDs for the corresponding Boolean functions, we can implicitly represent
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Fig. 1. A Boolean function and a combinato-
rial item set

Fig. 2. An example of ZBDD

and manipulate combinatorial item set. In addition, we can enjoy more efficient
manipulation using “Zero-suppressed BDDs” (ZBDD)[6], which are special type
of BDDs optimized for handling combinatorial item sets. An example of ZBDD
is shown in Fig. 2.

The detailed techniques of ZBDD manipulation are described in the articles[6].
A typical ZBDD package supports cofactoring operations to traverse 0-edge or
1-edge, and binary operations between two combinatorial item sets, such as
union, intersection, and difference. The computation time for each operation is
almost linear to the number of ZBDD nodes related to the operation.

3.2 Symmetric Items in Combinatorial Item Sets

Here we discuss the symmetry of items in a combinatorial item set. For example
we consider the following combinatorial item set: S = {abc, acd, ad, bcd, bd, c, cd}.
In this case, the item a and b are symmetric but the other pairs of variables are
not symmetric. The symmetry can be confirmed as follows. First we classify
the combinations into four categories: (1) both a and b included, (2) only a is
included, (3) only b is included, and (4) neither included. Namely, it can be
written as: S = abS11∪aS10∪bS01∪S00. Then, we can determine the symmetry
of a and b by comparing S10 and S01. If the two subsets are equivalent, a and b are
exchangeable. For the above example, S11 = {c}, S10 = {cd, d}, S01 = {cd, d},
and S00 = {c, cd}. We can see a and b are symmetric as S10 = S01.

Even if we do not know the actual meaning of the item a and b in the original
database, we can expect that a and b would have somehow strong relationship
if the symmetric property holds. It is a kind of hidden information. It would be
a useful and interesting task to find all possible symmetric item sets from the
given databases. This method can be used not only for original database but
also for frequent item set data to find some relationships between the items.

3.3 ZBDD-Based Algorithm for Finding Symmetric Item Sets

As shown in article[7], the ZBDD-based data structure is quite effective (expo-
nentially in extreme cases) for handling transaction databases, especially when
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SymChk(S,v1, v2) /* Assume v1 higher than v2 in the ZBDD ordering.*/
{

if (S = 0 or S = 1) return 1 ;
r ← Cache(S, v1, v2) ;
if (r exists) return r ;
t1 ← S.top ; /* Top item in S */
if (t1 higher than v1)

(S1, S0) ← (Cofactors of S by t1) ;
r ← SymChk(S1, v1, v2) && SymChk(S0, v1, v2) ;

else
(S1, S0) ← (Cofactors of S by v1) ;
t2 ← Max(S1.top, S0.top) ; /* Top item in S1, S0 */
if (t2 higher than v2)

(S11, S10) ← (Cofactors of S1 by t2) ;
(S01, S00) ← (Cofactors of S0 by t2) ;
r ← SymChk((t2S11 ∪ S10), t2, v2) && SymChk((t2S01 ∪ S00), t2, v2) ;

else
(S11, S10) ← (Cofactors of S1 by v2) ;
(S01, S00) ← (Cofactors of S0 by v2) ;
r ← (S10 = S01)? 1 : 0 ;

endif
endif
Cache(S, v1, v2) ← r ;
return r ;}

Fig. 3. Sketch of the symmetry checking algorithm

the item sets include many similar partial combinations. Now we show an efficient
algorithm of finding symmetric item sets based on ZBDD operations.

First we explain the cofactor operation on ZBDDs. Cofactor(S, v) classifies a
combinatorial item set S into the two subsets, one of which includes the item v
and the other does not. Namely, it extracts S1 and S0 such that S = vS1 ∪ S0.
If the item v is the top (highest ordered) item in the ZBDD, then S1 and S0 are
the two sub-graphs pointed by 1-edge and 0-edge of the top decision node, and
the cofactor operation can be done in a constant time. Therefore, if the item v1
and v2 are the first and second top items in the ZBDD, the symmetry checking
is quite easy because S10 (subset with v1 but not v2) and S01 (subset with v2
but not v1) can be extracted and compared in a constant time.

When v1 and v2 are not in the highest oreder in the ZBDD, we may use recur-
sive expansion for the symmetry checking. We get the top item t in the ZBDD
S, and extract S1 and S0 as the cofactors of S by t. We then recursively check
the symmetry of (v1, v2) for each subset S1 and S0, and if they are symmetric
for the both, we can see they are symmetric for S.

This procedure may require an exponential number of recursive calls in terms
of the number of items higher than v1, v2 in the ZBDD, however, we do not have
to execute the procedure twice for the same ZBDD node because the results will
be the same. Therefore, the number of recursive calls is bounded by the ZBDD
size, by using a hash-based cache to save the result of procedure for each ZBDD
node. In addition, if we found the two items are asymmetric either for S1 or S0,
we may immediately quit the procedure and conclude they are asymmetric for
S. The detailed algorithm is shown with a pseudo code in Fig. 3. Repeating this
procedure for all item pairs in S, we can extract all possible symmetric item sets.
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Table 1. Experimental result

Data name #Item #Record #Tuple ZBDD Time(sec) for Sym. Time(sec)
nodes ZBDD gen. pairs for sym.chk.

mushroom 119 8,124 8,124 8,006 1.1 19 0.6
T10I4D100K 870 100,000 89,135 547,777 59.2 0 61.7
pumsb 2,113 49,046 48,474 1,749,775 166.7 90 1,152.0
BMS-Web-View-1 497 59,602 18,473 42,629 24.9 6 30.2
accidents 468 340,183 339,898 3,876,468 127.5 11 18.0

Minimum support = 500: (Total patterns: 1,442,504, ZBDD nodes: 4,011)
(x32 x7 x31) (x60 x64) x119 x48 x102 x91 x58 x80 x101 x95 x66 x61 x29 x17 x78
x68 x69 x77 x45 x117 x116 x56 x6 x111 x11 x44 x110 x43 x42 x94 x53 x37 x28
x24 x16 x10 x41 x15 x114 x99 x55 x39 x14 x2 x107 x98 x93 x90 x86 x85 x76 x67
x63 x59 x54 x52 x38 x36 x34 x23 x13 x9 x3 x1

Minimum support = 200: (Total patterns: 18,094,822, ZBDD nodes: 12,340)
(x80 x71 x79 x70) (x32 x31) (x78 x68) (x27 x26) x35 x7 x119 x48 x112 x102 x91
x95 x66 x61 x29 x17 x46 x69 x77 x45 x60 x117 x65 x116 x56 x6 x111 x64 x11
x58 x101 x44 x110 x43 x42 x109 x94 x53 x37 x28 x24 x16 x10 x115 x41 x15 x4
x114 x108 x99 x55 x39 x14 x2 x113 x107 x98 x93 x90 x86 x85 x76 x67 x63 x59
x54 x52 x40 x38 x36 x34 x25 x23 x13 x9 x3 x1

Fig. 4. Results for the all frequent patterns in “mushroom” data

The total computation time is O(n2|G|), where n is number of items and |G| is
the ZBDD size for S. The time will be shorter in practice, when the most of item
pairs are asymmetric, and/or the hash-based cache hits very well in repeating
the procedure.

4 Experimental Results

We implemented our symmetric checking algorithm. The program is based on our
own ZBDD package, and additional 70 lines of C++ code for the symmetry check-
ing algorithm. We used a Pentium-4 PC, 800MHz, 1GB of main memory, with
SuSE Linux 9. We can manipulate up to 20,000,000 nodes of ZBDDs in this PC.

For evaluating the performance, we applied our method to the practical data-
bases chosen from FIMI2003 benchmark set[4]. We first constructed a ZBDD for
the set of all tuples in the database, and then apply our symmetry checking algo-
rithm for the ZBDD. The results are shown in Table 1. “Sym. pairs” shows the
number of symmetric pairs we found. Our result demonstrates that we succeeded
in extracting all symmetric item sets for a practical size of databases within a
feasible computation time. We can see that no symmetric pairs are found in
“T10I4D100K.” It is reasonable because this data is randomly generated and
there is no strong relationship between any pair of items.

We also conducted another experiment of symmetry checking for the set of
frequent patterns in “mushroom.” Figure 4 shows the results with the minimum
support = 500 and 200. While the data includes a huge number of patterns,
ZBDDs are in a feasible size, and our method quickly found the symmetric item
groups (shown by parentheses) in a few seconds of computation time.
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5 Conclusion

In this paper, we presented an efficient method for extracting all symmetric item
sets in transaction databases. The experimental results show that our method is
very powerful and will be useful for discovering hidden interesting information
in the given data. Now we are going to apply our method to actual real-life data
mining problems.

As our future work, we are considering more efficient algorithm to be applied
for more larger ZBDDs, and it would also be interesting to develop “approx-
imately” symmetry checking method which allows some errors or noise in the
data.
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Abstract. Category-based induction is a kind of inductive reasoning in
which the premise and the conclusion of the argument is in the form
all the member of a category have the property. Rips and Osherson et
al. investigated the argument strength of category-based induction, and
Lopez et al. showed that there are differences of the acceptability of
category-based induction between infants and growing-ups. There are
two problems in their analysis. One is the ambiguity of the difference
between categories and individuals, and the other is the reason of the
changes of the acceptability in developmental process of logical inference.
In this paper we give mathematical models category-based induction and,
based on the models, propose a hypothesis which explains the reason of
the problems.

1 Introduction

Induction is an inference from the observed facts that several samples from a
certain set has the property P to the conclusion that every element of the set
has the property P . The elements of the set are usually regarded as individuals.
We call induction in this style as individual-based induction (IBI). The elements
of the set are taken from some categories in some cases of inductive arguments,
and such induction is called category-based induction (CBI). The concept of CBI
was introduced by Rips [5] and investigated closely by Osherson et al [4]. Osh-
erson et al. analyzed the strength of category-based arguments, which includes
category-based induction. They classified category-based arguments according
to the factors which affect inferences. They obtained 13 types, and 4 types cor-
respond to induction. Lopez et al. [2] showed that adults can understand every
4 kinds, but infants cannot understand and do not manifest one of them.

There are two problems in these arguments. One is the difference between
individuals and categories. The concepts of an individual and a category are quite
different, but it is unclear where the characteristics of category-based arguments
are used in Oshersons’ discussions. The other is discussions about the changes
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of the accessible types of category-based induction in the developmental process
of logical reasoning. Medin [3] and Keil [1] considered that this fact is caused
by the imperfect scientific knowledge of children. But we cannot explain the
universality of the age of the changes of the acceptability by the differences of
scientific knowledge. In this paper, we introduce two naive models of CBI, and
propose another mathematical model of CBI. By using this model, we result in
a hypothesis that the developmental change comes from the ability of logical
operations of infants.

2 Category-Based Model

IBI is formalized as below. When some individuals in a category have a property,
it is induced that all elements in the category has the property. For example,
when every dog we know is white, we conclude that every dog is white. This form
of an inference can be denoted as follows:

S ⊆ P S ⊆ U

U ⊆ P

where U is the universal set of objects in a discussion, such as the set of all
dog in the example. On the other hand, CBI is a reasoning of the following
form: when some categories have a property, the superordinate category also has
the property. For example, from the fact that every lion barks and every tiger
barks, we conclude that every mammal barks. This argument can be formalized
as follow. Suppose S1 to be category, Lion, S2 to be category, Tiger, U to be a
set of all mammal and P to be a set of animals to bark.

(S1 ⊆ P )&(S2 ⊆ P ) (S1 ⊆ U)&(S2 ⊆ U)
U ⊆ P

In general, CBI is an argument of the following form: Suppose S1, S2, . . . , Sn(n ≥
1) are categories in premise of a CBI. Then, CBI is

(S1 ⊆ P )&(S2 ⊆ P )& · · ·&(Sn ⊆ P ) (S1 ⊆ U)&(S2 ⊆ U)& · · ·&(Sn ⊆ U)
U ⊆ P

This formulation of CBI will be called the category-based model of CBI in this
paper.

CBI was proposed by Rips [5], and formalized by Osherson et al. [4]. Many
of CBI researches have been based on their studies. Osherson introduced and
formalized various sorts of category-based arguments and classified them into
13 types. Among them, 4 types called Premise Typicality, Premise Diversity,
Conclusion Specificity, and Premise Monotonicity correspond to induction. In
these types, categories in premise are basic level and the category in conclu-
sion is superordinate, where these notions are introduced by Rosch [7]. Premise
Typicality means that the more typical premise categories are, the stronger the
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argument is thought. Premise Diversity is a phenomenon that the more dissim-
ilar premise categories are, the stronger the argument is seemed. Conclusion
Specificity phenomenon is that the more conclusion category is constrained and
concrete, the stronger the argument is felt. Premise Monotonicity phenomenon is
that the more similar premise categories are given, the stronger the argument is
regarded. Osherson et al. defined the argument strength by using the similarity
degrees between categories in premise and elements of the category in conclu-
sion, and the similarity degrees are obtained by psychological experiences. The
arguments strength can be obtained also from experiences directly.

3 Individual-Based Model

Category-based model of CBI defined in the previous section is natural, but it
does not capture some properties of CBI. In fact, the model does not corresponds
to arguments by Osherson et al [4]. That is, what is important their arguments is
the relationship between categories which are represented by two variables SIM
and COV . These variables do not related the fact that a category is a collection
of objects, and the elements of the premise categories are not referred at all.
In this sense, CBI in their discussion should be regarded as IBI rather than a
category-based argument. Hence we propose another model, which is suitable
for Osherson’s argument.

Let T0 be a set of objects which can be observed directly. All elements of T0
satisfing a property is the subset of T0. T1 is a set of subsets of T0, that is, a
subset of the power set of T0. Similarly, a subset of the power set of T1 is T2.
An element included in Ti is called a concept of i-rank and Let T = (T0, T1, T2).
T is the structure of IBI. The higher the rank of a concept is, the more highly
abstracted the concept is. In this structure T , IBI is described as follows. The
universal set U in the conclusion is an element of T1, the set of samples S in
premise is a subset of U , and P is a predicate on T0∪T1∪T2. Then, the premise
of an induction is all element in S is P , and the conclusion is all element in
U is P . In this structure, CBI is very similar to IBI. That is, the universal set
U in the conclusion is an element of T2, the set of samples S is a subset of U ,
and P is a predicate on T0 ∪ T1 ∪ T2. The rank of the elements in U express the
difference between IBI and CBI, it is 0 for IBI and 1 for CBI, and they have the
same form.

In the structure T , elements of T1 have two aspects of an individual and a
category. That is to say, when one refers to the relation between T0 and T1, an
element of T1 is a category on T0. When one thinks about the relation between
T1 and T2, an element of T1 is an individual for an element of T2. When we con-
sider CBI as inferences from knowledge on T1 to knowledge on T2, this inference
must depend on the construction of the knowledge on T1. But this knowledge on
T1 is thought as a result of some inference from knowledge on T0, like induction
from knowledge on T0. We call this inference pre-inference and we call the CBI in
this model post-inference. In the pre-inference, the premise categories function as
category, and in the post-inference, the premise categories work as individual. In
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this way, the two aspects of premise category must be incorporated in whole in-
ference system including pre-inference and post-inference. For this dual aspects,
it is not easy to connect pre-inference and post-inference without using the con-
cept of reification of a category to an individual.

4 Extended Category-Based Model

We shall propose an alternative mathematical model of CBI, called an extended
category-based model, which is a unification of the former two models. This model
contains two inferences which correspond to the pre-inference and the post-
inference in the last model, although the correspondence is not exact since the
intermediate proposition, a proposition about T1 in the last model, is not the
same. This model has a merit that we can connect the two inferences formally
and naturally without using the concept of reification.

We started by assuming that we have the universal set U in the category-based
model. Similarly, we assume U in an extended category-based model. Since we
only assume the set U and everything in the inferences are categories, this model
is a generalization of a category-based model. There are two steps of inferences
about CBI in this model. The first-step is inferences from (S1 ⊆ P )&(S2 ⊆
P )& · · ·&(Sn ⊆ P ) to S ⊆ P , and from (S1 ⊆ U)&(S2 ⊆ U)& · · ·&(Sn ⊆ U)
to S ⊆ U . That is, the premise categories are combined as a single category by
a set operation S = S1 ∪ S2 ∪ · · · ∪ Sn. This new category plays the role of the
premise category in the second-step. In this step, we infer from two assumptions
that S ⊆ P and S ⊆ U to U ⊆ P . We remark that this second-step is an IBI.
Then, CBI is an inference which is a union of these two steps of inferences.

(S1 ⊆ P )&(S2 ⊆ P )& · · ·&(Sn ⊆ P )
S ⊆ P

(S1 ⊆ U)&(S2 ⊆ U)& · · ·&(Sn ⊆ U)
S ⊆ U

U ⊆ P

The first-step of inferences of this model corresponds to the pre-inference in the
individual-based model since the premises of the inference are assertions that
some of the individuals satisfy the property in the argument, and the second-step
corresponds to the post-inference, i.e. CBI itself, in the individual-based model
since the conclusion is the same. Since the intermediate assertions, conclusion
of the first-step inferences and the conclusion of the pre-inference, are different,
these inferences do not correspond exactly. However, the set S plays the role of
reification in the individual-based model. That is, it connects the two steps of
inferences and we do not use reification in this model.

In a practical case, the construction of the set S is not easy, and we propose
the assumption that this difficulty causes the difference of the understanding of
the types of induction according to age.

Main thesis: The difficulty of category-based induction corresponds to the
difficulty of construction of the structure of logical operations.
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Lopez et al. [2] showed adults could understand every 4 types of induction, but
infants could understand only two phenomenon. Medin [3] and Keil [1] considered
that this fact was caused by the imperfect scientific knowledge of children. We
think that this fact is not related to the scientific knowledge, but it is related to
the difficulty of the construction of the set S. In the three types which can be
understood by children, we do not need to construct the set S. For example, in
the type of Premise Typicality, the premise category can be equal to the set S
and we do not need to the set theoretic operation.

5 Conclusion

An object has two aspects: a category, and an individual. Both aspects are
implicitly referred in category-based arguments. We gave a mathematical model
of CBI by using notions of set theory. In this model, the two aspects can be
treated simultaneously. Based on this model, we proposed a thesis with which
some phenomenon about CBI can be explained. This correctness of thesis should
be verified by psychological experiments, and this is one of the further problem
of our research.

Whether an object is a category or an individual depends on the viewpoint
of an observer, and the difference between a category and an individual comes
from the difference of the degree of abstraction. An object can be seen as a
category if there are other objects which belong to the object, and it can be seen
as an individual if there is a category to which the object belongs. Our models
partly express this phenomenon of the duality of an object. We need to expand
our model to investigate the dual nature, and such investigations lead to further
understanding of our category-based arguments and categorization.
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Abstract. Constructing evaluation functions with high accuracy is one
of the critical factors in computer game players. This construction is usu-
ally done by hand, and deep knowledge of the game and much time to
tune them are needed for the construction. To avoid these difficulties, au-
tomatic construction of the functions is useful. In this paper, we propose
a new method to generate features for evaluation functions automatically
based on game records. Evaluation features are built on simple features
based on their frequency and mutual information. As an evaluation, we
constructed evaluation functions for mate problems in shogi. The evalu-
ation function automatically generated with several thousand evaluation
features showed the accuracy of 74% in classifying positions into mate
and non-mate.

1 Introduction

Static evaluation functions are one of the most important components of game-
playing programs. They evaluate a position and assign it a heuristic value which
indicates some measure of advantage. Most common static evaluation functions
are expressed as a linear combination of evaluation features and output a scalar
value called an evaluation value.

Developers usually construct and tune the static evaluation functions of dif-
ficult games, such as chess, shogi, and go by hand. They extract important
evaluation features from a position and assign weights to the features. Expert
knowledge of the target game and considerable efforts are required to extract
appropriate features and assign weights to them.

Automatic construction of static evaluation functions is one approach to cut
the cost of developers and avoid the local optimum problem. Using game records,
several studies have been made on automatic construction of the static evaluation
functions of such games as backgammon [1] and Othello [2,3]. These studies have
made great successes on these games, but they have not been applied to more
complicated games.

In this paper, we show a new method of automatic construction of static eval-
uation functions based on game records. This method treats two-class problems
which include win or lose and mated or not mated and is widely applicable to
many types of games.
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2 Proposal

Our method constructs static evaluation functions using training positions ob-
tained from game records. We represent the functions as a linear combination
of evaluation features. To weight the features, we use a Näıve Bayesian classifier
[4] which is one of fast classification algorithms and the output is a continuous-
valued probability estimate. Temporal difference [5] or ordinal correlation [6]
might have been chosen instead.

2.1 Base Features

To deal with input positions, some expressions are required to represent them.
Our method uses base boolean features selected by hand to represent them. It
can deal with the continuous valued features by using discretization methods
[7] which transform the features into ordered discrete ones. The set of the base
features should be chosen so that all possible positions that can appear in the
target game uniquely with least redundancy. Atomic features like ‘x is on A1’
in tic-tac-toe are selected as base features. The base features are not necessarily
simple; introducing higher level features, such as ‘x has made a line’ in tic-tac-toe
may reduce the cost to generate evaluation features.

2.2 Generation of Evaluation Features

In our method, an evaluation feature is made by a conjunction of base features
called a pattern. Other combinations such as disjunctions, NOTs, and arithmeti-
cal operations are not considered to reduce the computational cost. Note that
disjunctions can be expressed in the top-level linear combination of evaluation
features to a certain degree and negations of features can be included in base fea-
tures. We select evaluation features from all possible patterns based on frequency
and conditional mutual information.

We first extract frequent patterns from training positions, because patterns
which rarely appear in training positions often cause overfitting. By this, infre-
quent important patterns may be overlooked, but we can not tell them important
without enough occurrences. A frequent pattern is defined as “a pattern which
appears in training positions more than α times”, where α is called a minimum
support. On that selection, we select closed pattern only to eliminate fully depen-
dent patterns. The definition of a closed pattern is defined as “maximal element
of patterns which appear in exactly the same training positions”. We use LCM
(Linear time Closed set Miner) [8] for the extraction.

Next, we use CMIM (Conditional Mutual Information Maximization) [4] to
select important features from the closed frequent patterns. CMIM selects a
pattern with the largest conditional mutual information with already selected
patterns. When there are many closed frequent patterns, k patterns with the
largest mutual information are chosen from each of the training positions and
the set of patterns used is the union of them. By this, every training position
has at least k selected patterns. With large k, preselection in each position will
not change the set of selected patterns much.
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3 Experimental Settings and Results

We have applied this method to a mate problem in shogi and tried to auto-
matically construct an evaluation function which returns a prediction value how
likely the enemy king is mated.

Shogi is a game similar to chess. The goal of its player is to checkmate the
opponent’s king, as is the same for chess. The most distinctive rule in shogi is
that a captured opponent piece can be dropped on an empty square and used as
a part of the allies. Mate problem [9] is deciding whether the attacker can check
mate the opponent’s king by a sequence of checks.

3.1 Experimental Settings

We use 41,224 base features: positions and effects of pieces. “Effects of a piece”
are places where the piece can move to. As captured pieces in hand can be placed
on any empty squares, “in hand” is a possible position. We express the state of
a piece with its kind, position, and the side it belongs to. An effect of a piece is
expressed with its side, start point, end point, and the side of the piece on the
end point. When the end point is empty, the side is empty.

The data set consists of 80,000 training positions and 9,768 test positions.
These positions are created from ending positions of 9,144 game records between
players who have a rating of over 2,200 in Shogi Club 24 1. We label these posi-
tions based on the result of the mate search algorithm PDS (Proof-number and
Disproof-number Search) [9]. A position is labeled as positive if PDS proves the
position mated in searching 5,000,000 nodes. The position is labeled as negative
otherwise.

The experiments are conducted with three machines: two 3.06GHz Intel
Xeons and 2GB RAM (Xeon), four 1.4GHz AMD Opterons and 4GB RAM
(Opteron1.4G), and two 2.4GHz AMD Opterons and 8GB RAM (Opteron2.4G).
Programs are written in C++.

3.2 Experiment Results

The number of obtained closed frequent patterns along with the minimum sup-
port is displayed in figure 1. With larger minimum support, the number of closed
frequent patterns decreased rapidly. Extraction of the patterns was fast and took
about 38 minutes for minimum support 2% using Xeon. Figure 2 shows the num-
ber of frequent patterns and closed frequent patterns along with the length of the
pattern for minimum support 2%. The extraction of closed patterns eliminated
88% of redundant patterns from frequent patterns.

Figure 3 shows the result of evaluation features extracted from 10,000 training
positions using minimum support 5%. This figure shows the effect of pre-selection
of top k patterns for each training position.

Selection using large k does not affect the final selection of the evaluation
features much. Half of the evaluation features are covered even if k is as small
1 http://www.shogidojo.com/
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Fig. 1. Number of closed frequent pat-
terns along the minimum support

Fig. 2. Number of frequent patterns
and closed frequent patterns along with
the length of the pattern for minimum
support 2%

as one fifth of the number of the evaluation features. We selected evaluation
features when k =100, 200, 500, 1,000. It took about 5 days using Opteron2.4G
when k was 10,000. With k is 500 or greater, the number of selected patterns
were too large to be treated by CMIM. We divided the training set to perform
CMIM selection in memory.

We show the classification accuracy of the obtained evaluation functions in
figure 4 obtained with 5-fold cross validation. The classification accuracy did
not necessarily increase with the number of evaluation features or k and was
affected by the division of the training set. The number of evaluation features is
needed to be small for fast evaluation, and we can generate a useful evaluation
function by selecting an evaluation function with a small number of evaluation
features and high accuracy. The highest classification accuracy was 74.0% when
k was 200 and the number of evaluation features was 2,000. For comparison, we
have also tried other classifiers. This classifier was better than three classifiers
using base features in accuracy. 3-layer neural network did not converge and
their accuracy varied from 40% to 70%. Näıve Bayesian classified all positions
mated. Linear discriminant analysis converged and its accuracy was 68%. We

Fig. 3. Coverage of evaluation features
using CMIM only by extracted evalu-
ation features from selected top k pat-
terns

Fig. 4. Classification accuracy of ob-
tained evaluation functions
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also tried to use Support Vector Machine to learn from base features, but its
learning did not end in a week.

This accuracy is about 7% less than the accuracy of an evaluation function
made from evaluation features selected by hand. This is because the minimum
support was too large and the evaluation features by hand included features
which can not be constructed from base features with only the combination
methods used such as the number of pieces and the number of escape ways.

4 Conclusion and Future Work

In this paper, we proposed a new method to construct static evaluation functions
automatically using game records. This method constructs evaluation functions
from base features by selections based on frequency and conditional mutual in-
formation. We applied this method to the mate problem in shogi, and generated
evaluation functions which predict the probability of Several thousands of eval-
uation features were generated from 41,224 base features, and we obtained an
evaluation function with 74.0% in classification accuracy.

We plan to apply this method to other games to check its applicability and
compare with other methods such as GLEM [2] or Kaneko’s methods [3]. We also
would like to improve the way of selecting evaluation features. GLEM’s pattern
[2] applied to Othello is useful for this purpose.
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Abstract. In this paper, a new algorithm Database Reduction Simulta-
neously by Ordered Projections (RESOP) is introduced. This algorithm
reduces databases in two directions: editing examples and feature se-
lection simultaneously. Ordered projections techniques have been used
to design RESOP taking advantage of symmetrical ideas for two dif-
ferent task. Experimental results have been made with UCI Repository
databases and the performance for the latter application of classification
techniques has been satisfactory.

1 Introduction

Nowadays the huge amount of information produced in different disciplines
implies that manual analysis of data is not possible. Knowledge discovery in
databases (KDD) deal with the problem of reducing and analyzing data with
the use of automated analysis techniques. Data mining process is the previous
process of extracting trends or patterns from data in order to transform data in
useful and understandable information.

Data mining algorithms must work with databases with thousands of at-
tributes and thousands of examples in order to extract trends or pattern from
data. Databases preprocessing techniques are used to reduce the number of ex-
amples or attributes as a way of decreasing the size of the database with which we
are working. There are two different types of preprocessing techniques, editing:
reduction of the number of examples by eliminating some of them or finding
representatives patterns or calculating prototypes and, secondly, feature se-
lection: eliminating non-relevant attributes. Today’s standard technology mo-
tivates more powerful methods which embed two different tasks at the same
time.

In this paper, we propose an algorithm to embed horizontal and vertical
database reduction simultaneously, that is, editing and feature selection at the
same time. In section two the algorithm is presented. Section three shows ex-
perimental results carry out with the method proposed. Finally, conclusions are
presented.

N. Lavrač, L. Todorovski, and K.P. Jantke (Eds.): DS 2006, LNAI 4265, pp. 337–341, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



338 I. Nepomuceno et al.

2 RESOP Algorithm

RESOP, Reduction Database Simultaneously by Ordered Projection, carries out
editing of examples and features selection simultaneously using ideas of two algo-
rithms based on ordered projections: EPO, see [1], and SOAP, see [2]. Techniques
based on ordered projections use the idea of projecting every example over each
attribute in order to create a partition in subsequence. Each subsequence is com-
posed with examples of the same class. The aim is to built a partition of the
space of examples in order to evaluate what example can be eliminated and what
attribute is more relevant.
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Fig. 1. RESOP algorithm applied over a two-dimensional database. Examples c, 6, 2
are eliminated and x attribute with NLC=4 is better to classify than y attribute with
NLC=5.

RESOP idea is illustrated in Figure 1. A database with two attributes, x
and y, and examples with two possible labels, letters or numbers, is given.
Every example is projected over each axis: the valor over the corresponding
attribute for each example is considered. We obtain in x axis the sequence
{[5, 2, 6, 4, 1], [g, b], [3], [f, c, d, e, a]} with label {N, L, N, L}. In y axis we obtain
the sequence {[g], [1, 2, 6, 5, 3], [d], [4], [f, c, b, a, e]}. First attribute, x, has 4 label
changes (NLC=4) {N, L, N, L} and the second one, y, NLC=5, {L, N, L, N, L}.
Firstly for vertical reduction, best attributes in order to classify are attributes
with the lowest NLC. The generate ranking of examples is first attribute x and y
the second one. Secondly, in order to horizontal reduction, examples which will
be eliminated are examples which are not necessary to define the regions (i.e.,
to define classification rules): 2, 6 and c.
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The algorithm has two different parts to handle: continuous and discrete at-
tributes. See algorithm 1. Algorithm 2 is necessary to calculate the Number of
Label Changes (NLC) for each attribute. λ parameter is used in order to relax
the condition of editing for databases with a huge number of attributes and few
examples, see [3].

3 Experimental Methodology

In this section, we present experiments carried out and the methodology used.
The behavior of our algorithm (editing and selection of attributes) has been
studied in several data sets available from UCI Repository 1, see [4].

Table 1. Comparison of the percentage of correctly classified instances for C4.5, IB1
and NB algorithms over the different medium size databases obtained with RESOP.
PR is the percentage of data retention after the reduction. na is not available data
after reduction process.

IBK J48 NB
Original RESOP Original RESOP Original RESOP

Data Size λ PR ER ER ER ER ER ER

ads 3279 × 1558
1 7.89 90.95 89.15 93.52 93.09 93.86 92.54

0.95 na na na na na na na
0.85 na na na na na na na

hypothyroid 3772 × 29
1 16.11 91.07 91.7 99.44 92.29 95.49 92.23

0.95 9.41 91.07 87.54 99.44 89.63 95.49 89.66
0.85 na na na na na na na

isolet 1559 × 617
1 50.00 84.22 68.36 74.67 63.43 81.58 76.04

0.95 50.00 84.22 68.36 74.67 63.43 81.58 76.04
0.85 50.00 84.22 68.36 74.67 63.43 81.58 76.04

letter 20000 × 16
1 49.18 95.53 86.51 87.54 81.45 64.08 52.87

0.95 47.73 95.53 86.48 87.54 81.16 64.08 51.73
0.85 43.34 95.53 86.34 87.54 81.41 64.08 50.21

mushroom 8124 × 22
1 14.47 99.79 95.09 99.8 94.74 0 82.92

0.95 na na na na na na na
0.85 na na na na na na na

musk2 6598 × 166
1 46.04 62.77 59.1 72.18 68.5 37.29 74.89

0.95 15.98 62.77 52.87 72.18 66.82 37.29 72.69
0.85 1.73 62.77 15.99 72.18 18.46 37.29 21.88

splice-2 3190 × 60
1 44.52 65.71 52.32 91.22 47.08 93.76 55.33

0.95 na na na na na na na
0.85 na na na na na na na

Data sets used are partitioned using ten-fold-cross-validation procedure. The
algorithm runs for each data set. The original and the reduced data set are used
as a training set in a classification algorithm and the percentage of correctly
classified instances is measured. C4.5, IB1 and NB are used as classification
algorithms. The purpose is to study the relevance of our method and the greater
percent of correctly classified instances when the classification method is applied
on the reduced data set. The reduction method algorithm is executed taken into
account that a ranking of attributes is produced selecting the best 50% of this
attributes and removing the remainder.
1 http://www1.ics.uci.edu/ mlearn/MLRepository.html
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In order to proof the goodness of our approach, in Table 1 results of the
classification using C4.5, IB1 and NB techniques are shown. In this table we
modify λ parameter. This parameter allow us to control the level of reduction of
examples. The main objective is to compare the performance of our reduction
method when the λ parameter adjust the number of instances to delete. The
ER, error rate, for the original database and the different reduced databases
is presented. ER is the percent of correctly classified instances produced when
classifiers algorithms are applied. Finally PR is the percentage of data retention
after the reduction. We must consider how the error changes when the database is
reduced considerably. Our aim is to keep or increase the ER value after reduction
database.

4 Conclusions

In this paper a new technique for reducing databases in two directions simulta-
neously is presented. On the one hand removing examples (editing examples) or
vertical reduction, and on the other hand removing attributes (feature selection)
or horizontal reduction. The method is based on using techniques of ordered
projection, see [1,2], in order to reduce simultaneously examples and attributes.

Result obtained are satisfactory in order to evaluate the goodness of the pro-
posal. Take into account today’s standard technology, the method is very inter-
esting from data mining techniques application point of view.

Future works will focus on making a comparison with order similar methods
which edits examples and selects attributes, and studding the behavior of the
algorithm with huge databases as for example microarrays.
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Algorithm 1 RESOP - database Reduction Simultaneously by Ordered Pro-
jections
INPUT D : data base
OUTPUT D : data base reduced, k parameter
begin

for all example ei ∈ D, i ∈ {1, ..., n} do
weakness(ei) : = 0

end for
for all continuous attribute aj , j ∈ {1, ..., m1} do

Dj := QuickSort(Dj , aj) in incr. order
Dj = ReSort(Dj)
for all example ei ∈ Ej , i ∈ {1, ..., n} do

if ei is not border then
weakness(ei) := weakness(ei) + 1

end if
NLC (aj) : = NumberLabelChanges(D,j)

end for
end for
for all discrete attribute aj , j ∈ {1, ..., m2} do

for all value vj
i ∈ aj do

V := {e|value(e, aj) = vj
i }

Let e be an example such that weakness(e) = mini∈V {weakness(e)}
for all ei ∈ V except e do

weakness(ei) := weakness(ei) + 1
end for

end for
NLC (aj) : = NumberLabelChanges(D,j)

end for
for all example ei ∈ D, i ∈ {1, ..., n} do

if weakness(ei) ≥ m · λ then
remove ei from D

end if
end for
NLC Attribute Ranking
Select the k first attributes

Algorithm 2 NLC - Number Label of Ghanges
INPUT D, m: data base, number of attributes
OUTPUT nlc: number of label changes

if att(u[j],i) ∈ subsequence of the same value then
nlc : = nlc + Change Same Value

else
if label(u[j]) <> lastLabel then

nlc : = nlc + 1
end if

end if
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Abstract. The solution of multi-agent system could be applied for air pollution 
monitoring and control systems modelling in the context of extending the area 
of web based applications to environmental systems. As the intelligent agents 
that compose such a multiagent system need to communicate between them and 
also with external agents they must share parts of their ontologies or they must 
identify the correspondent common terms. In this paper, we focus on the topic 
of ontology mapping in such a multi-agent system. 

1   Introduction 

The last decade has registered a strong and more concentrated challenge on the 
improvement of our environment quality under the international research framework 
of durable and sustainable development of the environment. The main concern of this 
challenge is to assure a healthy environment that allows the protection of ecosystems, 
and human health. One of the key aspects of this challenge is the air pollution control 
in urban regions [1]. The problems raised by air pollution includes the greenhouse 
effect, acid rain, smog, and the “holes” in the ozone layer. Therefore, in order to solve 
the current environmental problems more efficient tools have to be developed. 
Artificial intelligence provides several techniques and technologies that can solve 
efficiently the environmental problems. As one of the main concerns of making 
decisions in environmental protection management is the real-time reaction (in both 
directions, from the environment and to the environment), a multiagent system (MAS) 
technology could be applied in the near future as a realistic solution. In this context, 
we are developing such a system for air pollution monitoring and control in urban 
regions in a first step as a simulation. In this paper, we focus on the topic of ontology 
mapping, as the intelligent agents that compose the MAS need to communicate with 
other agents (e.g. meteorological agents) that are external to the system, and thus, do 
not know all the terms included in their ontologies. 

2   MAS_AirPollution - An Air Pollution Analysis and Control 
System 

An air pollution monitoring and control system modelled as a MAS could be a 
feasible solution in case the web-based applications are more extended to the 
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environmental systems. In such a solution the agents could monitor different sites and 
inform the supervisor agents about the problems that occur (e.g. the exceedance of the 
maximum allowed concentration for a specific air pollutant), so that a real-time 
decision could be taken and applied. Figure 1 shows the architecture of the system 
MAS_AirPollution, which is under development as a simulation. The goal of the 
system is to monitor and control air pollution in urban regions.  
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Fig. 1. The architecture of MAS_AirPollution system 

The system is composed of a set of intelligent monitoring and control agents 
(Agent_IMC, specific to each site of the monitoring network) and a supervisor 
intelligent agent (Agent_SIA) in a star like architecture. We have developed an 
ontology specific to air pollution and control, AIR_POLLUTION_Onto [2], that is 
shared by all agents. In the cases when external agents (e.g. agents of other systems, 
used to exchange information related to the state of weather or air pollution), which 
have different ontologies, interact with the agents of MAS_AirPollution, it is used an 
ontology mapping mechanism that will be described in the next section. 

3   Ontology Mapping 

Suppose we have two ontologies O1 and O2. A mapping between the two ontologies is 
a partial function map that finds the maximal number of potential mapping pairs (t1, 
t2), where t1 and t2 are terms from the ontologies O1 and O2, respectively. 

map(O1, O2) = {(t1, t2) | t1∈O1, t2∈O2} 

The role of a mapping function is to find for each term (concept, relation, 
instance) from one ontology the corespondent term from the other ontology, i.e. the 
term that has the same intended meaning. The discrepancies (i.e. different terms) 
between two ontologies could appear due to different semantic structures (structural 
conflicts), different names for the same type of information or the same name for 
different types of information (type conflicts), and different representations of the 
same data (data conflicts). 

Several ontology mapping methods and tools have been reported in the literature in 
the last years. A recent review of them is presented in [3]. The general remark is that 
there is no fully-automated ontology mapping tool. Such a tool is still difficult to be 
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developed, and thus, all existing mapping tools need human validation. Two main 
classes of methods could be identified: (1) lexicon-based methods ([4]), and (2) 
structural methods ([3], [5]). The two types of ontology mapping methods, lexicon-
based and structural could be combined in hybrid methods. In broker/matchmaker-
based systems such as RETSINA/LARKS ([6], [7]), two types of matchings are used, 
context matching, and syntactical matching. WordNet [8], the most large, general 
purpose, machine readable and public available thesaurus, is an important tool that 
could be used when doing synset matching (see e.g. [3]), i.e. exploring the semantic 
meaning of the words by searching for synonims. 

4   OntoMap - The Ontology Mapping Mechanism 

In order to solve the heterogeneity problem of the ontologies we have designed a 
mechanism (implemented in the architecture of each agent) that tries to solve the 
discrepancies during the agents communication process. The ontology mapping 
method is based on the generalized Levenshtein distance [9], on the synset matching, 
done through WordNet and through AIR_POLLUTION_Onto (which memorize also 
the synonyms of the concepts), and on a simple structural mapping mechanism that 
uses the relations with the direct neighbour concepts, this being the novelty of our 
proposed method. Figure 2 shows the sketch of the ontology mapping algorithm.  

 Algorithm OntoMap (O1, O2, matched) 
for  * each discrepancy (difference) of a term w1 in O1 do { 

 if compound_word (w1) then 
generate_word_constituents(w1, Lw1) 

   else  Lw1={w1} 
string_matching(Lw1, O2, d_Levenshtein) 
if d_Levenshtein <= Tsm then  return matched = 1; 
else    
{      synset_matching(Lw1, O2, WordNet, similarity1) 

if similarity1 >= Tsynset then 
 return matched = 1; 
        else  
           { do structural_mapping(Lw1, O2, similarity2) 

 if similarity2 <= Tstructural  then   return matched = 1;   }     } 
return matched = 0; } 

where Tsm is the preset threshold for string matching,  
Tsynset is the preset threshold for the synset matching, 
and Tstructural is the preset threshold for the structural matching. 

 

Fig. 2. A sketch of the ontology mapping algorithm 

When different terms appear during agents conversation, then the agent starts the 
OntoMap mechanism. First, if the unknown word is a compound word it will generate 
its constituents. Example of compound word is Speed_of_the_Wind. In general, a 
compound word is composed by words that are linked with a hyphen, an underscore, 
a linking word (e.g. of, the, a, in) or the words start with a capital letter. After that, it 
is started a string matching procedure that will try to find similar words that exist in 
the ontology O2. The string matching procedure uses the generalized Levenshtein 
distance as a measure of similarity between two words. It will return the most similar 
word. If the word is not recognized it is started the procedure of synset matching that 
will try to find synonyms of the word by using WordNet and the ontology of the 
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system (that memorize also the synonyms of the terms used: concepts, relations, 
properties) in a similar way as do LOM [4]. If the similarity value is greater than a 
preset threshold then the word is recognized, otherwise it is applied a structural 
mapping by taking into account the relations betweeen the term and its direct 
neighbours in the ontology tree. The structural similarity computes the distance 
between the neighbourhood description vectors of the two terms. If the similarity 
value is less than a preset treshold, the word is recognized, otherwise only the 
intervention of a human could solve the discrepancy. Figure 3 shows a sequence from 
two ontologies, O1 and O2, mapped by Onto_Map. 

                                           O1                                                                                           O2 

isa 

Air_Pollutant 

isa 

AirPollutantSubstance

ako 

PM 

ako 

Suspended_Particulates (SP)

SP_Respirable

0.15 mg/m3

MAC

0.15 mg/m3

Concentration_level 

Site 

has 

Conc_At 

has 

PM2.5 

Max_Admis_Conc

0.1468 mg/m3

DeroLever S.A.

Chemical_Plant 

Has_Map_loc 
Situated_At 

isa 
DeroLever S.A.Chemical_Plant

SP_Conc

0.1472 mg/m3 has 

Bdul Independentei 170 

isa 

Location

at 

isa 

Has_Address 

has 

Examples of corresponding description vectors:  (PM2.5,   (has Concentration_level), (has Max_Admis_Conc), (ako PM))
     (SP Respirable, (has SP Conc), (has MAC), (ako SP))

(3, F7, Ploiesti) 

 

Fig. 3. Parts of the ontologies O1 and O2 

5   Experimental Results 

We have experimented the ontology mapping mechanism that was included in the 
multiagent system MAS_AirPollution for different ontologies used by the agents, 
either generic and specific to the task of air pollution monitoring and control, and 
meteorology forecasting, and/or with different hierarchical structures. The quality of 
the ontology mapping mechanism was measured by using two metrics: the precision 
and the recall: precision = N1 / N2;  recall = N1 / N3, where N1 is the number of found 
mappings that are correct, N2 is the number of found mappings, N3 is the number of 
existent mappings. Table 1 summarizes the results obtained so far, compared with 
LOM [4]. We have used three ontologies with different hierarchical structures: O1, O2 
and O3, with comparable dimensions (i.e. about 200 words). The experimental results 
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are good, but they could be improved for example, by extending the structural 
analysis to more neighbours of a term, not only to the direct linked ones. Also, other 
similarity measures could be used as given in [10] and [11]. 

Table 1. Experimental results 

Onto_Map LOM  

Ontologies Precision Recall Precision Recall 

O1, O2 0.91 0.87 0.79 0.65 

O3, O2 0.96 0.94 0.82  0.74 

O3, O1 0.98 0.95 0.93  0.87 

6   Conclusion 

Depending on the application domain and the complexity of the ontologies, two 
classes of ontology mappings methods could be applied: lexicon-based and/or 
structural. We have presented a case study of ontology mapping in an air pollution 
monitoring and control multiagent system that is under development as a simulation. 
The experimental results showed a good behavior of the ontology mapping 
mechanism that combines a lexicon-based method with a simple structural analysis of 
the direct neighbours of the concepts and their relations.  
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Abstract. This work shows, using bivariate continuous artificial do-
mains, the relation that seems to exist between some measures based on
the information theory and the expected classification error.

The relations that seem to be found in this work could be applied to
the improvement of the classifiers which assign a posteriori probabilities
to each class value. They also could be used in other tasks related to the
supervised classification such as feature subset selection or discretization.

1 Introduction

Supervised classification is an outstanding task in data mining and pattern recog-
nition. It lies in selecting a class label c ∈ {1, ..., r} of the class variable C given
an instantiation x = (x1, ..., xn) of the predictor variables X = (X1, ..., Xn).
This work is centered on classifiers which assign a probability to each class c
given an instantiation x, when the predictors are continuous x ∈ Rn. In order
to measure the inaccuracy of a probabilistic classifier M the expected error of
classification εM , is commonly used. εM is defined as follows:

εM =
r∑

c=1

∫
p(c)f(x|c)(1 − pM (c|x))dx

where p(·) and f(·), are respectively, the underlying true probability distribution
and density function which model the domain. pM (c|x) is the class distribution
conditioned to the predictors modelled by the classifier M .

The classifier which minimizes the classification error is the Bayes classifier and
its error is known as the Bayes error. The Bayes classifier uses the underlying mul-
tivariate true distribution of the class conditioned to the predictors pmul(c|x) =
p(c|x) ∝ p(c)f(x|c). In this work we call this error multivariate error εmul. On the
other hand, we call the error of the classifier which uses each underlying univari-
ate true distribution puni(c|x) ∝ p(c)

∏n
i=1 p(xi|c) univariate error εuni. Finally,

the difference between the univariate and multivariate error is called difference
error εdif = εuni − εmul. This can be seen as the gain in the error when pM (c|x)
is modelled in a multivariate way instead of a univariate one.

The use of the information theory (IT) [1] applied to the supervised classi-
fication is very extended. For example, the IT is used for the discretization of
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continuous variables [2], variable subset selection [3] or the induction of classi-
fiers [4]. However, there are few works that relate the IT to the classification
error.

The main concepts of the IT are entropy, conditioned entropy and mutual
information for discrete variables, and their differential versions for continuous
one. The definitions are analogous for continuous and discrete variables, changing
integrals by sums.

The entropy of a discrete variable C with values c ∈ {1...r} is defined as:

H(C) = −
r∑

c=1

p(c)log2p(c)

where p(c) is the probability distribution of C. The entropy of C can be inter-
preted as a measure of its uncertainty or disorder. Given p(c), the error related to
the classifier pM (c|x) = p(c) monotonically increases with H(C). The differential
entropy of a continuous variable X is defined analogously:

h(X) = −
∫

f(x)log2f(x)dx

where f(x) is the density function of X . It also can be interpreted in terms of
uncertainty or disorder. Besides, it can be considered a generalization of the vari-
ance. Given two continuous random variables X and Y , the differential entropy
of X when the density function of Y is known is defined as:

h(X |Y ) = −
∫ ∫

f(x, y)log2f(x|y)dxdy

This can be interpreted as the remaining uncertainty or disorder of X when the
density of the variable Y , f(y), is known.

The differential mutual information between X and Y is defined as:

I(X ; Y ) =
∫ ∫

f(x, y)log2
f(x, y)

f(x)f(y)
dxdy

We can rewrite the definition of mutual information as I(X ; Y ) = h(X) −
h(X |Y ). This can be interpreted as the amount of uncertainty or disorder shared
by X and Y . Generalizing, the mutual information common to the three random
variables X , Y and C can be defined as I(X ; Y ; C) = I(X ; Y )− I(X ; Y |C) [1].

The discrete and continuous versions of these measures share a large extent
of their properties [1]. Therefore, we hope that most results of this work can be
generalizable to discrete and mixed domains. The relation between the different
IT based measures can be represented using a Venn diagram [1] (see Figure 1).

In the remainder we try to answer the following questions: given the a pos-
teriori probability pM (c|(x, y)), what kind of relation exists between the uncer-
tainty that surrounds the class variable and the classification errors εmul and
εuni? Intuitively, the error should increase with the increase in the uncertainty
associated to pM (c|(x, y)). When is more advisable to use pmul(c|(x, y)) instead
of puni(c|(x, y)) for classification? It can be hoped that a relevant measure is the
difference between the IT based measures related to εuni and εmul.
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Fig. 1. Relation between different IT based. Each region specifies a part of the uncer-
tainty that surrounds the variables.

2 Finding the Relationship Between the Expected Error
and the Mutual Information

This section tries to find monotonically increasing/decreasing relations between
different IT based measures and the errors εmul, εuni and εdif , when the predic-
tors are continuous. For this purpose, we randomly generate a set of continuous
bivariate artificial domains for computing some IT based measures and the errors
introduced.

2.1 Random Generator of Domains

The random generator of domains (RGD) function employed in the experimenta-
tion generates, in a random way, a set of artificial bivariate domains (see Figure
2). Then it computes in each domain some measures based on the IT and the
exposed errors εmul, εuni and εdif . Each generated domain is specified by the
a priori distribution of the class p(c) and the density joint function of the pre-
dictors (X, Y ) given each class value f(x, y|c). In order to model the densities
f(x, y|c), we have decided to use the Gaussian kernel based density functions
[5] because of its flexibitity modeling different density shapes. The used kernel
based functions depend on the number of kernels to be used m, on the coordi-
nates of each of those kernels {k1, ..., km}, being ki = (xi, yi), and on a unique
smooth parameter h2 = m− 1

6 .

2.2 Experiments

In order to study the relation between IT based measures and introduced er-
rors, two sorts of experiments have been performed. The first experiment gen-
erates artificial domains with the same distribution p(c) (RGD function with
constant = true). Therefore, the entropy H(C) is constant across them. Any
real-world domain, with n predictors, can be seen as a set of

(
n
2

)
bivariate

domains fulfilling the constraint that H(C) is constant. In this sense, we hope
that the conclusions of this study can be used in real-world domains. In order to
study the robustness of the IT based measures, the second experiment study the
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Inputs
the maximum number of kernels (mmax), number of classes (r), number of domains to be
generated (d), a boolean which specifies if the distribution p(c) is constant for every domain
constant = {true, false}, and the range of the variables X and Y (ranX and ranY ).

Outputs
The errors εmul and εuni and some IT based measures for each domain generated.

Algorithm
If(constant) then randomly generate p(c), c ∈ {1, ..., r}.
Repeat d times:

If(constant) then randomly generate p(c), c ∈ {1, ..., r}.
Set a number of kernel components mc ∈ {1, ..., mmax} for each density f(x, y|c).
Specify the coordinates (x1, y1), ..., (xmc , ymc ) inside the domain ranX × ranY for each kernel

component of each density f(x, y|c).
Compute some IT based measures and the errors εmul, εuni and εdif for the current domain.

End repeat
Plot εmul, εuni and εdif versus IT based measures.

Fig. 2. The pseudocode of the RGD function

relation between IT based measures and the error across artificial domains with
different randomly generated distributions p(c) (RGD with constant = false).
Therefore, the entropy H(C) varies through the artificial domains generated.

Figure 3 has been obtained using the RGD function with parameters mmax =
40, r = 4, constant = {true, false}, d = 10000, ranX = [0, 15] and ranY =
[0, 15]. The experiment has been performed with different parameter values ob-
taining similar conclusions.
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Fig. 3. Plot Errors εmul, εuni and εdif versus IT based measures
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Constant p(c). It seems that I((X, Y ); C) and I(X ; C)+ I(Y ; C) are inversely
proportional to εmul and εuni respectively (see Figures 3(a) and 3(b)). Besides,
I(X ; Y ; C) = I(X ; C)+I(Y ; C)−I((X, Y ); C) seems to be inversely proportional
to εdif (see Figure 3(c)). Therefore, given a pair of continuous predictors, as lower
I(X ; Y ; C) becomes, the more advisable it is to use a classifier which models
pM (c|x) in a multivariate way.

Variable p(c). There does not seem to be any clear linear relation between
the errors εmul and εuni and the IT based measures studied. Examples of the
most relevant measures for the errors εmul and εuni are shown at Figures 3(d)
and 3(e) respectively. On the other hand, I(X ; Y ; C) seems to be again inversely
proportional to εdif (see Figure 3(f)).

3 Conclusions

Setting any distribution of the class p(c), in bivariate continuous domains,
I((X, Y ); C) seems to be inversely proportional to the error εmul associated to
the multivariate model pmul(c|x, y) ∝ p(c)f(x, y|c). Besides I(X ; C) + I(Y ; C)
seems to be inversely proportional to εuni, the error of the classifier puni(c|x, y) ∝
p(c)f(x|c)f(y|c), which model the distribution in a univariate way. On the other
hand, when the distribution p(c) varies, there does not seem to be any clear re-
lation between the introduced errors and the information theory based measures
studied. Anyway, as I(X ; Y ; C) decreases, it seems to be more advisable to use
classifiers which model pM (c|x, y) in a multivariate way.

We are extending the work to discrete and mixed domains. We think that
the relations that seem to exist between the measures based on the information
theory and the classification error could be used for the improvement of the clas-
sifiers which assign a posteriori probabilities pM (c|x) to each class c ∈ {1, ..., r}.
They also could be used in other tasks related to the supervised classification
such as feature subset selection or discretization, among others.

References

1. Cover, T.M., Thomas, J.A.: Elements of Information Theory. John Wiley and Sons
(1991)

2. Fayyad, U., Irani, K.: Multi-interval discretization of continuous-valued attributes
for classification learning. In: Proceedings of the 13th International Conference on
Artificial Intelligence. (1993) 1022–1027

3. Hall, M.A., Smith, L.A.: Feature subset selection: A correlation based filter ap-
proach. In: Proceeding of the Fourth International Conference on Neural Informa-
tion Processing and Intelligent Information Systems. (1997) 855–858
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Abstract. We describe extensions to the science querying system Scilog to 
enable it to make efficient simulators. Given a scientific model's details and 
assumptions Scilog can create a C++ simulator to check assumption 
consistency.  We used extended Scilog to test claims that Intelligent Design 
makes about Evolution and found them to be at odds with basic Biology. 

1   Introduction 

Computational Scientific Discovery (CSD) differs from Machine Learning (ML) in at 
least one crucial aspect: bias.  Both ML and CSD prefer models that are small and 
accurate. CSD, however, also values consistency with existing scientific literature.  
This literature may be thought of as bias in declarative form. 

Given that we must have this declarative bias, what else may we do with it?  We 
may temporarily flip the relationship between bias and model.  Instead of using the 
bias to constrain model search, we may start with a good model and double-check our 
bias. 

The main contribution of this paper is the description of a procedural extension to 
Scilog that is rich enough to test specific cultural assumptions (biases).  We used it to 
explore the differences in belief between Evolutionary Biologists and believers in 
Intelligent Design.  Intelligent Design states that living things have more complexity 
than could have arisen by chance, so some kind of rational designer (e.g. a god, a 
space alien, etc.) must have helped.  (It differs from Creationism which states that it 
definitely was God who created life.)  This required quantifying the effect of a 
mechanism other than maximal selection or mutation for increasing allelic 
frequencies, which could lead to speciation. 

Langley et al [3] created a system that fits time-varying data given abstract 
processes with generic equations.  Our work generalizes this prior work by defining a 
specific modeling language and by allowing specific cultural assumptions to be 
stated. 
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2   Assumptions and Their Application 

Our models have five components: three empirical ones (Theory, Laws and Data) and 
two non-empirical ones (Metaphysics and Analytics).  (By “empirical” we mean 
“open to revision based upon observation”.)  Theory holds high level empirical 
knowledge (e.g. Newton's Laws of Motion plus Gravitation), Data holds low level 
measurements (e.g. Tycho Brahe's observations) and Laws holds knowledge that is 
supported by the Theory but closer to Data (e.g. Kepler's Laws of Planetary Motion).  
Metaphysics contains cultural assumptions made by a scientist (e.g. the ontology of 
domain objects, definitions of dimensions and units, and a priori limitations that a 
scientist may place on a model).  Analytics gives information on how to transform 
problems without adding empirical content, like the knowledge needed to change  
co-ordinate systems. 

Our component architecture is consistent with our previous work [4] and is 
supported by models of science held by the modern philosophers.  The notion of 
“Metaphysics” (even that word) comes straight from the philosophy of science.  We 
follow Goodman [1] and Lakatos [2] by admitting that cultural assumptions impose 
constraints on observations and the other aspects of empirical content.  We place them 
in the Metaphysics component where they are centralized and potentially open to 
critique.  The Analytics component comes from the Logical Empiricist idea of 
tautology.  Finally, we follow Thagard [6] by splitting our empirical knowledge into 
Theory, Law and Data.  Our conceptualization of “Law” may not be universally 
shared.  “Law” is structurally similar to “Theory” but is supported by (perhaps 
provable from) Theory, Metaphysics and Analytics. 

Storing assumptions gives our system (1) limited ability to automatically check the 
consistency of the Theory, Laws and Data with the Metaphysics, (2) the ability to 
constrain the search for revisions to Theory, Laws and Data using metaphysical 
knowledge, and, (3) the usage of the Theory, Laws and Data to define a simulation to 
check the suitability of the Metaphysics (which is the subject of this paper).  Also 
having five components gives us the ability to support several queries.  Metaphysics 
is always checked first to enforce conformity with basic assumptions.  Analytics is 
always checked last to recast a query after all other components have failed. 

This is how our system creates a simulator.  First, the user loads one particular 
model, including its metaphysics.  When the user chooses to investigate how well the 
metaphysics fits with the rest of the model, the system serially considers all process 
classes given in the metaphysics.  For each one, if it specifies at least one constraint 
and has a procedure that calls another process class, then the system loops through the 
called process class and its subclasses to consider if simulation can be made. 

A simulation can be made when a metaphysical process class (PM) makes claims 
about an empirical process class (PE) and certain conditions are met. All process 
classes recursively called by PE must have procedures and are incorporated into the 
simulator.  When a procedure needs to compute an attribute the system does the 
following: 
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1. Sees if the value is the same for all objects that it could describe.  If it is, then the 
system fills it in with a constant. 

2. Sees if an equation or decision tree associated with the current process class can 
answer that query.  If so, then that assertion is recursively incorporated. 

3. Sees if some other equation or decision tree can answer the query. 
4. Sees if domain information exists for that attribute.  If so, then it is assigned a 

random value from that domain at the beginning of the simulation. 

If all of the steps fail, then it gives up that approach to making a simulator. 
After the simulator is made it revisits the preconditions of PM. Preconditions 

concerning the random values are incorporated into the simulator's random value 
choosing operation. 

3   Experimental Domain: Population Genetics 

We used Scilog (Phillips [5]) to build a population simulator that used genetic 
knowledge.  The simulator kept track of the frequencies of alleles in a population, 
where an allele is a form of a gene.  This simulator was used to test whether a series 
of improbable events is necessary to increase a non-maximally favored allele's 
frequency (as Intelligent Design states) or whether reasonably probable events can 
still increase a non-maximally favored allelic frequency (as implied by Evolution). 

Both models  have the following knowledge: 

1. Logistic growth. When the population in a fixed area has a size N that is small 
relative to how many organisms that area can support (the area's carrying 
capacity, or K) then the population grows exponentially.  However, as it grows it 
levels off to approach K asymptotically. This is given in the differential equation 
dN = r * N * (1 – N/K) where r is a growth rate that is characteristic to the 
species and environment. 

2. Mendelian genetics. We assume that genes will have two alleles: a dominant  
(e.g. A) and a recessive (e.g. a).  If the organism has the pairing AA or Aa then it 
exhibits the dominant phenotype.  Having aa will make it exhibit the recessive 
phenotype. 

3. The remaining Hardy-Weinberg conditions. We assumed that there is no 
mutation (as assumed by I.D.), no immigration or emigration (i.e. geographic 
isolation), and only same-generation random mating.  These assumptions are 
standard in population dynamics modeling.  The last is necessary to avoid defining 
a specific mating function that accounts for differing mating opportunities, 
fertility, brood sizes, age of sexual maturity, longevity, and breeding season's 
timing and duration. 

Though simple, these assumptions are powerful.  They make few claims about 
“real-world” genetics and behavior and therefore can encompass a wide variety of 
cases.  (The most unrealistic simplification may be that a gene uniquely “controls” a 
trait, but developmental genes may influence hundreds of others.)  Another advantage 
of using relatively basic biology is that these ideas are not challenged by either 
Evolutionists or believers in Intelligent Design.  This knowledge goes into the Theory 
component. 
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We then defined a “Best of a Bad Circumstance” model to see if an intermediate 
choice can still increase, even though it is not the best.  The idea is that there are two 
genes: gene_a and gene_b.  If an organism has at least one copy of gene_a's 
dominant allele A then it has maximal fitness.  If, however, it has two copies of the 
recessive allele a then it has one of two possible fitnesses.  The “Best of a Bad 
Circumstance” fitness (which in general is worse than the maximal fitness) is 
available if it has at least one copy of gene_b's dominant allele B.  If, however, it has 
genotype aabb then it has the worst. 

Intelligent Design states that “The three conditions (geographic isolation, new trait 
creation, and superior fitness) are all simultaneously necessary for new allelic 
frequency increase, and this is improbable.”  B always encodes for a strategy that is 
never better, and most often worse, than A's.  The test we wish to conduct is “Does 
B's frequency ever increase higher than due to fitness alone?”  This is currently 
inexpressible, so instead we gave Intelligent Design's Metaphysical component the 
process constraint “Does B's frequency increase?”  We did the more detailed analysis 
by SAS afterward. 

We translated our “Best of a Bad Circumstance” model to a Scilog program  
with five process classes.  Population_over_time runs create_1st_generation  
and then create_subsequent_generation 100 times. Create_1st_generation calls 
randomly_create_organism the number of times given by the initial generation size.  
Randomly_create_organism uses stochastic decision trees to initialize alleles for 
gene_a and gene_b according to the free parameter initial probabilities of A and B. A 
third decision tree then computes the organism's fitness.  Create_subsequent_generation 
uses  Logistic Growth to compute how many organisms to create.  For each it randomly 
chooses parents (weighted by their fitness) and calls randomly_mate_organisms.  
Randomly_mate_organisms uses stochastic decision trees to define alleles for gene_a 
and gene_b according to parents and Mendelian genetics.  A third computes its fitness. 

We encoded the Intelligent Design assumption set in its Metaphysics as a process 
class creationist_over_time which calls population_over_time.  It is also given the 
preconditions that the initial generation is not larger than the carrying capacity, and 
that fitness(aabb) is not greater then fitness(aaB?).  Finally, it has the constraint that 
the fraction of B's in the initial generation is expected to be greater than or equal to 
the fraction of B's in the final generation.  The “null hypothesis” (that these conditions 
can increase B allelic freq.) is the metaphysics for Evolution. 

We gave the following free parameters these ranges: initial generation size and 
carrying capacity: x where x = floor(10y + 0.5), y {1.0, 1.0625, 1.125, ... 3.0}; growth 
rate, p(A) in init. population and fitness(aabb): {0, 0.1, 0.2, ... 1.0}; # generations: 
{100}; p(B) in init. population and fitness(aaB?): {0.1, 0.2, 0.3, ... 1.0}; 
fitness(A???): {1.0}. 

Finally, we told our system to create a simulation program.  The simulator that 
randomly choose free parameters from their legal domains (re-choosing all 
parameters if the initial generation size was greater than the carrying capacity or if 
fitness(aabb) was greater than fitness(aaB?)) and did the simulation.  It was called 
100,000 times by a wrapper program that re-seeded the simulator's random number 
generator with the wrapper's index. 
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The frequency of A always increased, while the frequency of B increased in 57,038 
of the 100,000 trials.  Although this contradicts the Intelligent Design's assertion that 
B should never increase, its proponents could say that this is just selection.  However, 
a more detailed look at when B increases shows that selection is only one effect.  
Principal component analysis by SAS gives us the results in Table 1: 

Table 1. Principal Component Analysis 

Eigenvalue Proportion Greatest abs vect 2nd greatest abs vect

V1 1.47065 29.41% r v3: 0.999433 v2: -0.029435

V2 1.16894 23.38% K v5: -0.707107 v1: 0.706781

V3 0.999898 20.00% n0 v5: 0.707053 v1: 0.706742

V4 0.830874 16.62% fit(aaB)-
fit(aabb)

v4: 0.706908 v2: -0.706071

V5 0.529637 10.59% inc. B v4: 0.707044 v2: 0.706863
 

All variance was accounted for by five eigenvectors: 

1. Increase in carrying capacity with the initial generation's size (29.41%) 
2. Increase in the frequency of B without selection for B (23.38%)  
3. Variation in birth rate (20.00%) 
4. Increase in the frequency of B with an increase in selection for B (16.62%) 
5. Increase in the initial generation's size without carrying capacity (10.59%) 

This shows two independent trends concerning B.  First, Vector 4 (17% of the 
variance) accounts for selection.  B increases as fitness(aaB?) becomes greater than 
fitness(aabb).  This is expected by Intelligent Design.  Second, however, is Vector 2 
(with 23% of the variance) which shows an increase in B without a high selection. 
This is the Founder Effect: that random variations in the initial generation influence 
later generations.  This effect leads B to become disproportionately frequent in some 
smaller environments (e.g. small islands).  Apparently below a certain size the 
favorable effects of selection are enhanced by a tendency for the Founder Effect to 
reinforce the frequency and potential fixation of B.  B was never selectively favored 
nor artificially increased by mutation.  The only required (and reasonable) condition 
was the geographic isolation of a diverse subpopulation. 

4   Conclusion 

This work has neither “proved” nor “disproved” Intelligent Design because the vague 
statement “X, Y and Z make A too unlikely” is inherently difficult to prove or 
disprove.  Instead, we have shown Intelligent Design is inconsistent with basic 
biological theory and attribute distributions that we think reasonable more than 50% 
of the time. 
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In this work we have (1) described how allelic frequency can change, (2) extended 
a system to do simulations, (3) built a simulator with a general algorithm that used 
specific domain knowledge of process classes and their relationships, and (4) given 
scientists an opportunity to test some of their assumptions and those of others. 

We gratefully acknowledge DePaul's University Research Council for support. 
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Abstract. Incremental learning is a good approach for classification when data-
sets are too large or when new examples can arrive at any time. Forgetting these
examples while keeping only the relevant information lets us reduce memory
requirements. The algorithm presented in this paper, called IADEM, has been de-
veloped using these approaches and other concepts such as Chernoff and Hoeffd-
ing bounds. The most relevant features of this new algorithm are: its capability to
deal with datasets of any size for inducing accurate trees and its capacity to keep
updated the estimation error of the tree that is being induced. This estimation of
the error is fundamental to satisfy the user requirements about the desired error
in the tree and to detect noise in the datasets.

1 Introduction

Machine learning systems are currently required to deal with large datasets. Moreover,
data streams have recently become a new challenge for data mining because of certain
features [1] of which infinite data flow is the most notable. Trying to extract knowledge
from such numbers of examples can become an inaccessible problem for traditional
algorithms such as C4.5 [2] due to memory requirements. Probabilistic representation
provides the opportunity of exploring data and keeping the most relevant information
from seen examples [3]. Therefore, required memory does not have to depend on the
number of examples in the dataset, but on the structure and associated statistics.

The concept “incremental learning” has been used rather loosely but we consider that
there two main features: its capability to incorporate new examples into the knowledge
base [4] and its capability to evolve this knowledge base from a very basic concept to
another more complex one [2].

Chernoff [5] and Hoeffding [6] bounds have recently been used in machine learning
area [7, 8, 9] in conjunction with probabilistic representation. They have been used to
provide statistical evidence in favour of a particular split test, to ensure a minimum
number of scans through a sequence database, etc.

The paper is organized as follows. In Section 2 we introduce IADEM, explaining its
main contributions and how they are used. The experiments that we have made and the
results are presented in Section 3. Finally, in Section 4, we summarize our conclusions
and suggest future lines of research.

� This work has been partially supported by the FPI program and the MOISES-TA project,
number TIN2005-08832-C03-01, of the MEC, Spain.
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2 IADEM

IADEM is an incremental algorithm with no example memory which knowledge base
is represented using decision trees. IADEM receives examples to learn from, but once
they are processed they are forgotten. No example is saved, only the relevant informa-
tion for IADEM is kept using counters stored in the decision tree. Thus, the memory
requirements of this algorithm only depend on the size of the decision tree and its as-
sociated counters. This way of processing data lets us deal with any kind of dataset or
data stream independently of size. The examples used by the algorithm are sampled
with replacement from the dataset or they can be taken directly from the data stream. It
is important that the source of data does not have concept drift because IADEM is not
ready to afford it yet.

In this algorithm, a very important point are the user’s requirements about maximum
level of error and confidence. Thus, the user must set two arguments for the algorithm:
the maximum desired error for the tree that is going to be induced (ε) and its confidence
(1 − δ). IADEM calculates some statistics using the counters stored in the decision
tree. In addition to the estimated values for that statistics, the error margins for those
estimated values are calculated too. Using the statistics and their error margins, IADEM
maintains, at every moment, an estimation of the superior and inferior bounds of the
error in the tree. That estimation is fundamental for the operation of this algorithm:

– Stop condition: the superior bound of the error (sup(error)) is used to stop the
algorithm when the user’s requirements are satisfied (sup(error) ≤ ε). Thus, the
number of examples needed to stop the algorithm does not depend on the size of the
dataset. If the dataset is too small, it will continue sampling with replacement until
the maximum error in the tree comes below the desired level. On the other hand,
it is possible that the algorithm uses less examples than the number of examples in
the dataset.

– Expansion condition: the inferior bound of the error (inf(error)) is used to limit
the number of expansions. If inf(error) is lower than ε, that means, in the best
case, that the error in the tree can be below the desired error, so we can continue
sampling and trying to reduce sup(error). Thus, the algorithm could find a solution
without any additional expansion. Therefore, the first condition for considering to
do an expansion is the proximity of inf(error) to ε.

– Noise condition: the different values of sup(error) when expansions occur are used
to detect noise. When IADEM expands a leaf node, inf(error) and sup(error)
usually decrease. But, when the error in the tree is close to the noise in the dataset,
the behaviour changes and it is usual that sup(error) increase after an expansion.
We consider a maximum level of increases of sup(error) in the last expansions,
and the algorithm stops if this level is exceeded.

IADEM uses two kinds of nodes in the border of the tree: the real and the virtual
nodes. The real ones are the leaves of the tree and they constitute the real border of the
tree. Every real node (or leaf) has as many virtual nodes as attributes are unused in the
branch that ends in that leaf. The set of virtual nodes that corresponds to a real node
represents all the possible expansions for that leaf and they register all the information
that will be needed to do an expansion. The information stored in the real nodes is
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the following: the total number of examples sampled since the node exists as virtual
(t ∈ N), the number of those that match with the branch that reaches that node (m ∈ N)
and the number of those examples depending on the class label (mk ∈ N where k ∈
{1 . . . z} and z is the number of classes). On the other hand, the information stored in
the virtual nodes is: the total number of examples sampled since the virtual node exists
(t′ ∈ N), the number of those that match with the branch that reaches that virtual node
depending on the value for the corresponding virtual node attribute (m′

v ∈ N where
v ∈ {1 . . . r} and r is the number of values of the attribute) and the number of those
examples depending on the class label (m′

v,k ∈ N).
Considering these counters and the number of examples that have been processed,

and using the Chernoff and Hoeffding bounds, IADEM provides estimated values and
error margins for different calculated elements: the probability of one example reaching
a real node (w = m/t); and the probability of an example being classified as k class in
a real node (pk = mk/m) or in a virtual node (p′v,k = m′

v,k/m′). To calculate the error
margins for them we use the following general expression:

ε margin(x) = min

{√
3 · a
b

ln(2/δ) ,

√
1

2 · b ln(2/δ) , 1

}
(1)

and the values for a and b depend on the calculated element (x) which error margin is
being considered. Thus, for x = w we have a = m/t and b = t; for x = pk we have
a = mk/m and b = m; and for x = p′v,k we have: a = m′

v,k/m′
v and b = m′

v . We use
both bounds because none of them gives always the minimum value. It depends on the
input (a and b) and using equation 1 we select the minimum value.

With those elements and their error margins we can calculate the error produced in
every leaf node of the tree. Using those errors we can estimate the superior and inferior
bound of the error in the tree. Those calculated elements are also used in the expansion
process. To do an expansion we need to identify which is the node that will be expanded
(worst leaf ). That leaf will be the one that contributes the most error to the tree. Once
we have selected the leaf node, we find the best attribute to do the expansion using the
information in the virtual nodes.

1. INITIALIZE

2. while (¬Stop ∧ ¬Noise) do:
2.1. SAMPLE AND RECALCULATE

2.2. if (¬Stop ∧ Expansion ∧ Is Expansible(worst leaf)) then:
2.2.1. EXPAND TREE

Fig. 1. IADEM algorithm

3 Experiments and Results

In this section, we will focus on synthetic datasets using the LED dataset from UCI [10]
and synthetic datasets randomly generated using decision trees. The main aim for using
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them is controlling the size and noise. IADEM has been compared with other well-
known algorihtms: C4.5 [2], ITI [11] and VFDT [7] using the default configuration for
all the algorithms. The values presented were obtained from a 10-fold cross validation,
and the average and standard deviation are given. A Wilcoxon signed rank test has been
conducted and significant differences are shown (⊕ for better and + for worse).

Fig. 2. LED dataset. Accuracy and size of the decision trees depending on the size of the dataset.

Experiments with LED dataset have the level of noise fixed to 10%. Considering the
results (see Figure 2) we can see that VFDT and IADEM induce decision trees which
size is very stable, while the trees induced by C4.5 and ITI are bigger when the number
of examples in the dataset increase (and they go out of memory). The accuracy reached
by IADEM is clearly better than the accuracy reached by ITI and it is very close to the
one reached by C4.5 or VFDT.

Table 1. Results for the synthetic datasets randomly generated using decision trees

Dataset Algorithm Leaves Accuracy Time
Syn 1 VFDT 449.00 ± 0.00 � 99.55 ± 0.03 � 453
398 leaves ITI 6461.70 ± 250.73 � 99.66 ± 0.03 � 704
0% noise IADEM 424.00 ± 33.57 100.00 ± 0.00 12184
Syn 2 VFDT 1357.20 ± 356.10 � 73.23 ± 5.99 � 1188
663 leaves ITI 114052.00 ± 257.09 � 79.03 ± 0.13 8168
15% noise IADEM 742.90 ± 84.87 80.07 ± 3.23 22544
Syn 3 VFDT 659.60 ± 121.33 � 92.07 ± 1.12 � 1627
200 leaves ITI 5101.00 ± 345.73 � 99.40 ± 0.07 � 523
2% minority class IADEM 261.0 ± 0.00 100.00 ± 0.00 4105

We have generated three kinds of synthetic datasets with one million examples: de-
terministic, non-deterministic and imbalanced datasets. In Table 1, we show the results
achieved by the algorithms and we can see the following: IADEM usually induces de-
cision trees which accuracy is significantly better than other ones. Their size are also
significantly smaller than the ones produced by ITI and VFDT.
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4 Conclusion

This paper introduces IADEM, an incremental classifier for learning from increasingly
common high-volume datasets and data streams. Using probabilistic representation and
Chernoff and Hoeffding bounds as the core of the algorithm, we have been able to
design IADEM and provide it with some useful features:

– Independence from the size of the data source. Memory requirements only depend
on the knowledge structure that is being induced.

– Information about the estimated error for the decision tree at every moment. This
estimation lets IADEM stop when the user’s requirements (ε and δ) are satisfied.

– Detection of noise in the dataset, and consequently stop of execution.

Out aim of improving IADEM involves some issues. We are working to improve
the detection of noise in order to get accuracies nearer to the maximum ones. We also
expect to include the capability of working with continuous attributes. The improvement
of the prediction method incorporating functional leaves and learning in the presence
of concept drift are another promising points.

Acknowledgement. The authors wish to thank Alejandra Cabaña, for her assistance
and advice about the statistical aspects of the experimental section. The authors also
want to thank João Gama for his advice about the experimental section.
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Abstract. Given the recent breakthrough in constraint-based mining of
local patterns, we decided to investigate its impact on feature construc-
tion for classification tasks. We discuss preliminary results concerning the
use of the so-called δ-free sets. Our guess is that their minimality might
help to collect important features. Once these sets are computed, we pro-
pose to select the essential ones w.r.t. class separation and generalization
as new features. Our experiments have given encouraging results.

1 Introduction

We would like to support difficult classification tasks (from, e.g., large noisy
data) by designing well-founded processes for building new features and then
using available techniques. This is challenging and our thesis is that the re-
cent breakthrough in constraint-based mining of local patterns might provide
some results. Considering the case of 0/1 data whose some attributes denote
class values1, many efficient techniques are now available for computing com-
plete collections of patterns which satisfy user-defined constraints (e.g., minimal
frequency, freeness, closeness). Our goal is not only to consider such patterns as
features but also to be able to predict (part of) the classification behavior based
on these pattern properties. In this paper, we discuss preliminary results con-
cerning the so-called frequent δ-free sets in 0/1 samples. When δ = 0, these sets
have been studied as minimal generators for the popular (frequent) closed sets.
Otherwise (δ > 0), they provide a “near equivalence” perspective and they have
been studied as an approximate condensed representation for frequent sets [1].
Furthermore, the minimality of δ-free sets has been exploited for class character-
ization (see, e.g., [2]) and non redundant association rule mining (see, e.g., [3]).
Our guess is that this minimality, in the spirit of the MDL principle, might help
to collect relevant features. This is suggested in [4] as a future direction of work,
and we provide some results in that direction. Section 2 introduces δ-freeness
and our feature construction process. Section 3 reports about classification tasks
on both UCI data sets [5] and a real-world medical data set. Section 4 concludes.
1 It is trivial to derive Boolean data from categorical data and discretization operators

can be used to transform continuous attributes into Boolean ones.
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2 Feature Construction by Using δ-Free Sets

Given a potentially large labeled 0/1 data set, our feature construction process
consists in three main steps: (1) mining frequent δ-free sets associated to their
δ-closure [1, 6] and select those whose δ-closure includes a class attribute; (2) fur-
ther select the essential patterns w.r.t. some interestingness criteria; (3) encode
the original samples in the new representation space defined by these descriptors.

Let r = (T, I) a 0/1 data set where T is a set of objects and I a set of
Boolean attributes. An itemset A is subset of I and we recall the definition of
useful evaluation functions on itemsets. The frequency of A in r is defined as
freq(A, r) = |support(A, r)| where support(A, r) = {t ∈ T/A ∈ t}. Let γ be an
integer, A is called γ-frequent if freq(A, r) ≥ γ. The closure of A in r denoted
closure(A, r) is the largest superset of A with the same frequency. An itemset A
is closed if closure(A, r) = A. Since [7], it is useful to formalize this by means of
the same-closure equivalence relation. Two itemsets A and B are said equivalent
in r (A ∼f B) if closure(A, r) = closure(B, r). Indeed, we have the following
properties :

(i) A ∼f B ≡ freq(A, r) = freq(B, r);
(ii) Each equivalence class contains exactly one maximal (w.r.t. set inclusion)

itemset which is a closed set, and it might contain several minimal (w.r.t.
set inclusion) sets which are called 0-free sets or free sets for short.

(iii) If A and B are in the same equivalence class and A ⊆ V ⊆ B then V is in
the same equivalent class.

Definition 1 (δ-free itemsets and δ-closures). Let δ be an integer. A is a δ-
free itemset if ∀S ⊂ A, |freq(S, r)− freq(A, r)| > δ. The δ-closure of an itemset
A is defined as closureδ(A) = {X ∈ I/freq(A, r)− freq(A ∪ {X}, r) ≤ δ}.
The intuition is that the δ-closure of a set A is the superset X of A such that
every added attribute is almost always true for the objects which satisfy the
properties from A: at most δ false values are enabled. The computation of every
frequent δ-free set (i.e. sets which are both frequent and δ-free) can be performed
efficiently [6]. Given threshold values for γ (frequency) and δ (freeness), our
implementation outputs each δ-free frequent itemset and its associated δ-closure.
Notice that when δ = 0, we collect all the free frequent itemsets and their
corresponding closure, i.e., we compute a closed set based on the closure of one
minimal generator. Since we are interested in classification, we also assume that
some of the attributes denote the class values.

Interestingness measures are needed to select the new features among the δ-
frees. Our first measure is based on homogeneity and concentration (HC) [8]. It
has been proposed in a clustering framework where formal concepts (i.e., closed
sets) were considered as possible bi-clusters and had to be as homogeneous as
possible while involving ”enough” objects. Our second measure is the well-known
information gain ratio (GI). Selecting features among the frequent δ-free itemsets
is crucially needed since 0/1 data might contain a huge number patterns which
are relevant neither for class discrimination nor for generalization.
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At first, the homogeneity and concentration measures were used to respec-
tively maximize the intra-cluster similarity and to limit the overlapping of ob-
jects between clusters. Homogeneity is defined as:

Homogeneity(A, r) =
|support(A, r)| × |A|

divergence(A) + (|support(A, r)| × |A|)
where divergence(A) =

∑
t,A∈t |t−A|. If an itemset is pure then its divergence

is equal to 0, and its homogeneity is equal to 1. This measure enables to keep
the itemsets having many attributes shared by many objects. The concentration
is defined as:

Concentration(A, r) =
1

|support(A, r)| ×
∑

X∈t,∀t,A∈t

1
|X |

Then, the interestingness measure of an itemset is defined as the average of its
homogeneity and its concentration. The more the interestingness is close to 1,
the more an itemset is considered as essential for classification purposes.

The filtering of new descriptors is performed in three steps. Once frequent
δ-free sets (say A) and their δ-closures (say X) have been extracted, we first
retain only the sets X which include a class attribute. The associated minimal
generators, i.e., the frequent δ-free sets whose δ-closures involve a class attribute,
are selected as potentially interesting new features. We further focus on their
supporting sets of objects among the classes. Then, we retain only the patterns
that are very frequent in one class and merely infrequent in the other ones. We
formulate this condition through the function Gr Rate defined as follows (Ci is
a class attribute):

Gr Rate(A) =
|supportCi(A)|∑

j �=i |supportCj (A)|

The selected patterns are those for which Gr Rate is greater than a user-defined
threshold. That selection criterion is clearly related to the nice concept of emerg-
ing pattern [9]. Finally, we use one of the two interestingness measures cited
above to further reduce the number of new descriptors while preserving class
separation.

We can now use the selected itemsets as features for encoding a new represen-
tation for the original data. In our experiments, we computed the value taken
by each new attribute NewAttrA for a given object t as follows:

NewAttrA(t) =
|A ∩ t|
|A|

It quantifies the number of occurrences of the object in the corresponding item-
set. The normalization aims to avoid ”unbalanced” values due to occurrences in
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large versus small itemsets. As a result, we obtain a numerical database with a
number of features derived from the selected frequent (δ-free) itemsets.

3 Experimental Results

We have tested our approach on a real-world medical data set meningitis2 and
two data sets from the UCI Repository (Vote and Cars [5]). We report the best
accuracy provided by three classical classification algorithms: Naive Bayes (NB),
J48 (i.e., C4.5), and Multilayer Perceptron (NN) available within the popular
WEKA platform [10]. The best accuracy results on the original data are 92.36%
with J48 and 99.54% with NN for Cars; 97.26% for Vote; 94% for meningitis.
We present the results in Table 1 for different values of γ and δ thresholds. For
Cars, we give the rate for J48 and NN to show that the classifier built from
J48 is improved. We improve the NN classifier when minfreq = 2 and δ = 2
(99.71%). In general, the results are quite encouraging. Using the Information
Gain Ratio instead of homogeneity and concentration has given better results.
It should be explained by the fact that the later measures have been targeted
towards closed sets and not δ-free ones.

Table 1. Accuracy for Vote, Cars, and Meningitis

Datasets minfreq,δ #Patterns Measure #Selected Accuracy

Cars

2%,2 450
GI 21 J48=99.25, NN=99.25
HC 36 J48=97.39, NN=99.71

4%,4 167 GI 18 J48=98.49, NN=99.31
HC 16 J48=86.40, NN=86.98

Meningitis

5%,2 60045
GI 7 98.79
HC 14 93.92

10%,2 31098
GI 6 97.88
HC 8 92.71

Vote

5%,3 19859
GI 9 98.40
HC 15 95.17

10%,3 10564 GI 10 97.01
HC 8 96.10

4 Conclusion

We have investigated the use of δ-free sets for feature construction in classifica-
tion problems. In that context, the main issue was the selection of good patterns
w.r.t. class separation and generalization purposes. We specified a filtering pro-
cess based on both their local and global properties w.r.t. data. Using the new
features on several classification tasks with different algorithms has given rise
2 meningitis concerns children hospitalized for acute bacterial or viral meningitis (329

samples described by 60 Boolean attributes.
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to quite encouraging results. Our next step will be to use other types of local
patterns (e.g., closed or almost-closed ones, emerging patterns) and provide a
fair comparison of their interest for feature construction.
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Abstract. Paleoclimatology requires the analysis of paleo time-series,
obtained from a number of independent techniques. Analytical reason-
ing techniques that combine the judgment of paleoceanographers with
automated reasoning techniques are needed to gain deep insights about
complex climatic phenomena. This paper presents an interactive visual
analysis method based in Parallel Coordinates that enables the discovery
of unexpected relationships and supports the reconstruction of climatic
conditions of the past.

1 Introduction

The need to foresee abrupt climatic changes is an urgent challenge for the so-
ciety and paleoclimatology research. Computers have played a key role in our
understanding of the climatic dynamics. Nowadays, the improvement of data
acquisition methods offer us the opportunity to gain the needed depth of infor-
mation to diagnose and prevent any natural disaster. By means of an analysis of
such data, paleoceanographers are expected to assess (understand the past) and
forecast (estimate the future). Although massive amounts of data are available,
the development of new tools and new methodologies is necessary to help the
expert extract the relevant information.

Some of the data needed to understand paleoclimate are time-series of specific
attributes related to the oceans. Thus, one problem scientists must face is how
to know environmental parameters, such as sea surface temperature (SST), at
each given past moment. One approach for the quantitative reconstruction of
environmental conditions of the past is based in a nearest neighbor prediction.

Visualization provides insight through images. These visual representations
combined with interaction techniques that take advantage of the human’s visual
reasoning allow experts to see, explore, and understand large amounts of infor-
mation at once. Thus, this paper presents an interactive visual analysis method
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The author would like to acknowledge Ana Mayordomo Garćıa for her assistance in
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that, through the combination of techniques coming from statistics, informa-
tion theory, and information visualization, enables the discovery of unexpected
relationships and supports the reconstruction of climatic conditions of the past.

2 Visualization and Interaction: Parallel Coordinates

The use of proper interactive visual representations can foster knowledge discov-
ery. Using the computed nearest neighbors data, it is possible to automatically
find patterns in information, and represent such information in ways that are
meant to be revealing to the analyst. On the other hand, by interacting with
these representations, using their expert knowledge, it is possible to refine and
organize the information more appropriately. This way, it is possible, not only
to reconstruct paleoenvironmental features, but to visualize what information is
being used to estimate them, and help the paleoclimatologists to decide upon
using particular data or not, according to their field experience.

Fig. 1. Reconstruction visually driven by Parallel Coordinates

Scatter plots, maps and animations are common methods for geovisualization
that have a long history in cartography and information visualization. Parallel
Coordinates Plots (PCP) [3] are also a common method of information visual-
ization, used for the representation of multidimensional data, and is an emerging
practice in geovisualization [5][6]. The use of PCP (see figure 1) as part of the
interactive visual analysis of multidimensional data can provide paleoclimatic
knowledge discovery. Furthermore, instead of just use PCPs as another way of
visualizing the data, they are used as a highly interactive tool that permits both
gaining insight about the paleodata and visually reconstruct the paleoenviron-
mental features.

Having faunal census estimates of one or more fossil samples (the core) and
one or more sets of faunal data from modern samples (sites) with the related
environmental features (the database), the k-nearest neighbor method is used
to predict environmental variables for each sample down the core (i.e, going
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back in time). The output of this process is depicted using an interactive PCP
to facilitate the exploration of relationships among attributes and provide a
mechanism for extracting patterns. In the example of figure 1 each site of the
database is drawn as a polyline passing through parallel axis, which represent
the species, and the environmental variables that we want to reconstruct (last
four axis on the right). The polyline corresponding to a particular sample (20
cm of depth in this example) in the core is represented as a yellow polyline.
Note that, since the core only have the species data and we want to reconstruct
the environmental variable for each sample, there are no yellow segments in the
environmental axis. Each polyline of the database is color coded using the k-
nearest nighbor results: the more red the polyline is, the more dissimilar is to
that particular sample of the core.

This static picture is already showing many things that were hidden in k-
nearest nighbor results. For instance, it can be observed that the most similar
sites for sample 20, are clustered in the low temperatures (four first axis in the
environmental zone at right hand side). This means that the core site at sample
20 was cold.

However, several interaction techniques [4] have been integrated with this PCP
to allow brushing [1], linking, animation, focus + context, etc., for exploratory
analysis and knowledge discovery purposes.

Fig. 2. Analytical reasoning and reconstruction by means of interaction

PCPs can be enhaced by means of dynamic queries in the form of axis filtering
[2][7]. The range of an attribute can be specified by moving the handles at the top
and bottom of the axis range sliders. To prevent users from losing global context
during dynamic filtering, all the polylines are maintained on the background.
Users can see the position of a polyline. Figure 2 shows a reconstruction already
computed. After filtering the sites (the current ranges are shown between the
handles) that were too dissimilar (kept in soft blue on the background), the
expert decided to reconstruct the SSTs for sample 20. Note that now the yellow
segments of the polyline for that sample also occupy the environmental axis. As
expected, the values are an average of the values of the blue polylines. On the



Visual Knowledge Discovery in Paleoclimatology with Parallel Coordinates 371

left hand side, only the interesting site labels are highlited. In the snapshot, the
expert is comparing a site (thicker black polyline) with the reconstructed core
sample.

Also note that in figure 2, all axis have the same scale (a percentage, as op-
posed to figure 1) in order to compare the relative abundances of the species, and
help discover relationships between species and climatic features. Furthermore,
any axis can be dragged and dropped, so the order of the axis is changed. This
way the shape of the polyline also changes, helping to reveal hidden patterns
and making analysis easier.

On the contrary to other approaches such as [6], time is not represented on
an axis. In paleoclimatology time is most relevant, so the PCP is animated
in order to visualize the evolution of different species trough geological time,
and their relationships, both among themselves and between some species and
environmental variables.

Location plays a key role in paleoceanography analysis. One possibility is to
represent the latitude and/or longitude values for each database site. This can
be interesting in order to highlight how temperature varies with time for the
same latitude, for example. On the other hand, the benefits of using interactive
maps are well known.

A common coordination technique is brushing and linking [1], where users can
select objects in one view and the corresponding objects in all the other views
are also automatically selected. This technique is the natural approach for the
problem at hand. This way, all the benefits explained above can be put together
in order to provide the paleoceanographers with the best interactive visual tool
to discover knowledge and support decisions about climatic reconstructions.

Fig. 3. Multiple linked views in PaleoAnalogs

In figure 3 the brushing and multiple linked views approach can be seen. As in
[2], three modes of brushing and linking interaction that are coordinated among
all the views described in the previous sections are possible:

– probing: this mode is used to view more details about an object (e.g. site la-
bels and dissimilarity values) and to get an understanding of the relationships
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between thedifferentviews.Probing is a transient operation.Moving themouse
pointer over an object, highlights the object (e.g, a polyline) and as the mouse
pointer is moved away, the highlighting disappears.

– selecting: this mode is used to mark objects that are of short-term interest, in
order to further examine or perform operations on them (e.g see the values
on every axis of a selected polyline). Clicking on an object selects it and
marks it. If a selected object is filtered, then it becomes deselected.

– painting: this mode is used to mark objects that are of long-term interest, in
order to use them as references for comparisons (e.g compare two polylines
of two sites). Objects remain painted until they are reset explicitly.

3 Conclusions and Future Work

This work is an example of how interactive analysis can help knowledge discovery
in the paleoclimatology field. We have shown how a black-box machine learning
technique can be greatly improved so the reconstructions of paleoenvironmental
conditions can be more accurate. This is accomplished by fostering a user driven
reconstruction procedure where the expert get more insight from the data and
can decide on the validity of potentials reconstructions. Finally, we can add that
more complex interactive analysis can be designed that will help to gain a deeper
knowledge about the climatic evolution of a given area.

References

1. Richard A. Becker and William S. Cleveland. Brushing scatterplots. Technometrics,
29(2):127–142, 1987.

2. D. Brodbeck and L. Girardin. Design study: using multiple coordinated views to
analyze geo-referenced high-dimensional datasets. In Proceedings. of the Interna-
tional Conference on Coordinated and Multiple Views in Exploratory Visualization,
pages 104–111, 2003.

3. Alfred Inselberg. The plane with parallel coordinates. The Visual Computer, 1:69–
91, 1985.

4. Daniel A. Keim. Information visualization and visual data mining. IEEE Transac-
tions on Visualization and Computer Graphics, 8(1):1–8, 2002.

5. E.L. Koua and M.-J. Kraak. A usability framework for the design and evaluation of
an exploratory geovisualization environment. In Proceedings. Eighth International
Conference on Information Visualisation, pages 153–158, 2004.

6. A. C. Robinson, J. Chen, E. J. Meyer, and A. M. MacEachren. Combining usabil-
ity techniques to design geovisualization tools for epidemiology. Cartography and
Geographic Information Science,, 32:243–255, 2005.

7. Jinwook Seo and Ben Shneiderman. Interactively exploring hierarchical clustering
results. IEEE Computer, 35(7):80–86, 2002.



A Novel Framework for Discovering Robust
Cluster Results

Hye-Sung Yoon1, Sang-Ho Lee1, Sung-Bum Cho2, and Ju Han Kim2

1 Ewha Womans University, Department of Computer Science and Engineering,
Seoul 120-750, Korea

comet@ewhain.net, shlee@ewha.ac.kr
2 Seoul National University Biomedical Informatics (SNUBI), Seoul National

University College of Medicine, Seoul 110-799, Korea
csb1749@snu.ac.kr, juhan@snu.ac.kr

Abstract. We propose a novel method, called heterogeneous clustering
ensemble (HCE), to generate robust clustering results that combine mul-
tiple partitions (clusters) derived from various clustering algorithms. The
proposed method combines partitions of various clustering algorithms by
means of newly-proposed the selection and the crossover operation of the
genetic algorithm (GA) during the evolutionary process.

1 Introduction

Data mining techniques have been used extensively as approaches to uncover
interesting patterns within large databases. Of these, genomic researchers are
willing to apply clustering algorithms to gain a better genetic understanding
of and more biological information from bio-data, because there is insufficient
prior knowledge of most bio-data. However, no single algorithm has emerged
as the method of choice within the bio-data analysis community, because most
of the proposed clustering algorithms largely are heuristically motivated, and
the issues of determining the correct number of clusters and choosing a good
clustering algorithm are not yet rigorously resolved [6].

Recent research shows that combining clustering merits often yields better
results, and clustering ensemble techniques have been applied successfully to
increase classification accuracy and stability in data mining [1][3][4]. Still, it re-
mains difficult to say which clustering result is best, because the same algorithm
can lead to different results as a result of repetition and random initialization.
One of the major dilemmas associated with clustering ensembles is also how to
combine different clustering results. Therefore, a new mechanism to combine the
different numbers of cluster results is needed.

In this paper, we want to demonstrate a new heterogeneous clustering ensem-
ble (HCE) method, based on a genetic algorithm (GA) that combines clustering
results from diverse clustering algorithms, thereby resulting in clustering en-
semble improvement. We focus on optimizing the information provided by a
collection of different clustering results, by combining them into one final result,
using a variety of proposed methods.
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The paper is organized as follows. Section 2 explains the proposed hetero-
geneous clustering ensemble method based on genetic algorithm. Section 3 de-
scribes the experimental data and significant experimental results obtained by
using the newly-proposed method. Finally, Section 4 presents our conclusions.

2 Algorithm

This section explains our proposed heterogeneous clustering ensemble (HCE)
method, which functions via the modified application of basic GA operations.

2.1 Genetic Algorithm (GA) for the Better Selection Problem

The following modified genetic operators, Reproduction and Crossover, were
applied in this paper.

Reproduction. Once a suitable chromosome is chosen for analysis, it is nec-
essary to create an initial population to serve as the starting point for the GA.
We applied different types of clustering algorithms to a dataset and constructed
a paired non-empty subset with two clusters, among all clustering results of
clustering algorithms. For example, one clustering algorithm generates three
clusters (1, 2, 3) and the other also generates three clusters (A, B, C) using
different parameters. These six clusters are created as an initial population and
are comprised of 30 paired non-empty subsets (Figure 1). This natural repro-
duction process uses the fitness function as a unique way to determine whether
each chromosome will or will not survive. In this paper, we select a pair (subset)
with the largest number of highly-overlapped elements among all paired subsets,
which is the fitness function to select a pair for the next crossover operation.

For instance, suppose that bio-data with 10 elements, as shown in Figure 2,
generate an initial population through the reproduction operation. If two subsets
(1, 2) and (1, 3) are selected paired subsets from Figure 1, the first cluster (1,
2, 3) in {(1, 2, 3) (4, 5, 6) (7, 8, 9, 10)} is compared with the other clusters {(1,
2) (3, 4) (5, 6) (7, 8, 9, 10)}. That is, the first cluster (1, 2, 3) and the first cluster
(1, 2) from the other cluster results have 2 values to the highly-overlapped than
{(3, 4) (5, 6) (7, 8, 9, 10)} clusters, as shown in Figure 2. Moreover, the (4, 5,
6) cluster has a value of 2 to the highly-overlapped with the other cluster (5,
6) and the (7, 8, 9, 10) cluster has a representative value equal to 4, derived by
comparing it to the other cluster (7, 8, 9, 10) of {(1, 2) (3, 4) (5, 6) (7, 8, 9, 10)}.
This process adds the representative values of each cluster and selects a subset
for the crossover operation, by comparing all population pairs. As shown as (A)
and (B) in Figure 2, the subsets of (1, 2) and (1, 3) each have 17 and 15, and
finally, the (1, 2) subset was selected with greater selection probability.

Crossover. The selected subset produces offspring from two parents, such that
the offspring inherit as much meaningful parental information as possible. This
operator process is based on [2] where the methodological ideas can be found.
These procedures exchange the cluster traits from different cluster results and
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Fig. 1. Initial generation of the population

Elements 10 : 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
(A) Subset (1, 2)
[ {(1, 2, 3) (4, 5, 6) (7, 8, 9, 10)} , {(1, 2) (3, 4) (5, 6) (7, 8, 9,10)} ]
⇒ [ {(2, 2, 4) , (2, 1, 2, 4)} ] ⇒ [ 8 , 9 ] ⇒ 17
(B) Subset (1, 3)
[ {(1, 2, 3) (4, 5, 6) (7, 8, 9, 10)} , {(1, 2) (3, 6) (4, 5) (7, 8) (9, 10)} ]
⇒ [ {(2, 2, 2) , (2, 1, 2, 2, 2)} ] ⇒ [ 6 , 9 ] ⇒ 15

Fig. 2. Selection method for the evolutionary reproduction process

elements with highly-overlapped and meaningful information being inherited by
the offspring, until finally we achieve an optimal final cluster result.

2.2 Heterogeneous Clustering Ensemble (HCE)

Our proposed HCE method based on the GA operation is as follows.

Algorithm. Heterogeneous Clustering Ensemble (HCE)

Input :

(1) The data set of N data points D = X1, X2,.., XN

(2) A set of different clustering algorithms, Ki

(3) The different clustering results, Cj

(4) The clustering result is S= {Sk1cj , Sk2cj ,....., Skicj}
- Skicj are different numbers of clustering results, Cj , of the ith algorithm

Output : The optimal cluster results on the dataset D

1. Run clustering algorithms Ki on D
2. Construct a paired non-empty subset, SM (g), from the cluster results, S
3. Iterate n until convergence :

3.1 Compute the fitness function F (t) and select two parents from SM (g)

3.2 Crossover two parents
3.3 Replace SM (g) parent subsets by newly-created offspring
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In the present experiment, we aim to identify associations between patients.
Therefore, the input data of our algorithm is executed to a vector for each
gene, based on patients (samples). The end result demonstrates similar patient
clusters. The first stage presented in our algorithm applies different clustering
algorithms to the input data. From that result, we construct, SM (g), a paired
subset with only two elements from the cluster results, S, of different cluster-
ing algorithms. The third stage is the GA application stage within the HCE
algorithm. We select two parents as a couple, with the largest number of highly-
overlapped elements to fitness function F (t) for crossover manipulation within
the population SM (g).

3 Application

This section explains the experimental data and our experimental results.

3.1 The Datasets

We used the published CAMDA 2006 conference dataset. This dataset contains
microarray, proteomics, single nucleotide polymorphisms (SNPs), and clinical
data for chronic fatigue syndrome (CFS) [5]. In our experiments, both microarray
and clinical, were used for application and verification [2].

3.2 Experimental Results

We applied the AVADIS analysis tool to generate cluster results from different
clustering algorithms. We also compared the results that were generated us-
ing AVADIS to those generated by our proposed method [2]. Table 1 lists the
comparisons between the four clusters created by our method, and the four clus-
ters of three different clustering algorithms created by the parameter change.
The applied different clustering algorithms - KM, HC, PCA and HCE - indi-
cate k -Means, Hierarchical Clustering, Principal Component Analysis, and our
proposed method, respectively.

For validity testing, we used the two categories of clinical datasets: clinical
assessment data to determine whether CFS is a single or heterogeneous illness;
and actual classified clinical data about the symptomatic groups. Thereafter, we
compared the final four clusters that resulted by means of our proposed method
with the four cluster results derived using the other clustering algorithms. As
shown Table 1, we chose a representative symptomatic group from every clus-
ter results of the two categories data. The most similar representative values
between the two categories are written in bold typeface. As a result, we found
that our HCE method mostly agrees with the clusters classified by the two cat-
egories of clinical data. Here, L/M and M/W are said to cluster in the same
ratio as the number of patients classified symptomatically as least/moderate
and moderate/worst.
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Table 1. Cluster results comparison of three clustering algorithms and the HCE
method

Algorithms KM HC PCA HCE
Cluster results # 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Category 1 L M L L/M L/M L M L M L M M L M M L
Category 2 W W W L L L W W M W W M L M L/M L

4 Conclusions

Experimental results using a real dataset prove that our method can search effec-
tively for possible solutions and improve the effectiveness of clusters. Combining
different clustering algorithms by considering bio-data characteristics and anal-
ysis of cluster results, also can overcome the instability inherent in clustering
algorithm problems. And our proposed HCE method improves its performance
as the number of iterations increase. Moreover, we need not remove elements
for preprocessing, nor fix the number of clustering during the first application
step, as required by existing clustering algorithms, because the GA is rapidly
executed. Therefore, it can extract more reliable results than other clustering
algorithms.
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Abstract. Gene selection is a common task in microarray data classification. The 
most commonly used gene selection approaches are based on gene ranking, in 
which each gene is evaluated individually and assigned a discriminative score 
reflecting its correlation with the class according to certain criteria, genes are 
then ranked by their scores and top ranked ones are selected. Various 
discriminative scores have been proposed, including t-test, S2N,RelifF, 
Symmetrical Uncertainty and -statistic. Among these methods, some require 
abundant data and require the data follow certain distribution, some require 
discrete data value. In this work, we propose a gene ranking method based on 
Grey Relational Analysis (GRA) in grey system theory, which requires less data, 
does not rely on data distribution and is more applicable to numerical data value. 
We experimentally compare our GRA method with several traditional methods, 
including Symmetrical Uncertainty, -statistic and ReliefF. The results show 
that the performance of our method is comparable with other methods, especially 
it is much faster than other methods. 

Keywords: gene selection, gene ranking, grey relational analysis. 

1   Introduction 

Recent advanced technologies in DNA microarray analysis are intensively applied in 
disease classification, especially for cancer classification. Different classification 
approaches have been used to analyze the microarray data [1],[2],[3]. However, 
classification based on microarray data is very different from previous classification 
problems in that the number of features (typically tens of thousands) greatly exceeds 
the number of instances (typically less than one hundred). It is thus important to first 
apply feature selection methods prior to classification. It has been shown that selecting 
a small set of informative genes can lead to improved classification accuracy [1]. The 
most commonly used gene selection approaches are based on gene ranking, in which 
each gene is evaluated individually and assigned a discriminative score reflecting its 
correlation with the class according to certain criteria, genes are then ranked by their 
scores and the top ranked ones are selected. Various discriminative scores have been 
proposed, including t-test [4], S2N ratio [2], ReliefF[5], symmetrical uncertainty[6] 
and etc. These methods are widely used in microarray data analysis and proved to be 
effective and efficient. 
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However, some (such as t-test) of these methods are based on statistics, which 
requires plenty of data and requires the data follow certain distribution, some (such as 
symmetrical uncertainty) require discrete data value. Unfortunately, these requirements 
are apparently not satisfied by microarray data, in which the number of tissue samples 
is very limited, and the data value is numerical. Here we propose a method based on 
Grey Relational Analysis (GRA) from grey system theory [7], which requires less data, 
does not rely on data distribution and is more applicable to numerical data value.  

The remainder of this paper is organized as follows. In section 2, we introduce the 
basic knowledge of GRA. In section 3, we describe our GR-GRA method. Section 4 
contains the experimental evaluation. Section 5 concludes this work. 

2   Grey Relational Analysis  

Grey system theory was put forward by Deng [7] in 1982. It is specially designed for 
handling situations in which only limited data are available and has been becoming 
very popular in many areas such as image coding, pattern recognition, and etc.[8],[9]. 
GRA is one of the most important parts of grey system theory. GRA can measure the 
mutual relationships among factors of grey system. It is based on the level of similarity 
and variability among all factors to establish their relation. As compared to traditional 
methods, there are three advantages in GRA: (1) Large amount of data sample is not 
needed; (2) No specific statistical data distribution is required; and (3)easy construction 
and strong discriminable ability are the unique merit of GRA. For computation of 
GRA, three concepts (grey relational coefficient, grey relational grade and grey 
relational ordering) are vital. They are described as follows.  

Grey Relational Coefficient 
Let X={Xi | i I} be a space sequence where I={1,2,…,n}. Xi is a factor of the system, 
and its value at the k-th item in the sequence is xi (k),k=1,2,…,m. If we denote the 
reference sequence X0 by (X0 (1), X0 (2),…, X0 (m) ), the compared sequence Xi by (Xi 

(1), Xi (2),…, Xi (m) ), then the grey relational coefficient between X0 and Xi at the 
kth-item is defined to be: 

max

maxmin
,0 )(

)(
Δ+Δ

Δ+Δ=
β

βγ
k

k
i

i  (1) 

Where i(k)=| X0 (k) Xi (k)| is the absolute difference of the two comparing sequences 

X0 and Xi. )(maxmaxmax ki
kIi

Δ=Δ
∈

and )(minminmin ki
kIi

Δ=Δ
∈

 are respectively 

the maximum and minimum values of the absolute differences of all comparing 
sequences, and [0,1] is a distinguishing coefficient, usually let it be 0.5,  the purpose 
of which is to weaken the effect of max when it gets too big, and enlarges the 

difference significance of the relational coefficient.  )(,0 kiγ reflects the degree of 

closeness between the two comparing sequences at k. At min, 1)(,0 =kiγ , that is, the 
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relational coefficient attains its largest value. While at max , )(,0 kiγ attains the 

smallest value. Hence iki ∀≤< ,1)(0 ,0γ  

Grey Relational Grade 
The relational grade of two comparing sequence can be quantified by the mean value of 
their grey relational coefficients: 

=

=
m

k
ii k

m 1
,0,0 )(

1 γγ  (2) 

Here, i,0γ is designated as the grey relational grade between X0and Xi 

Grey Relational Ordering 
In relational analysis, the practical meaning of the numerical values of grey relational 
grades between elements is not absolutely important, while the grey relational ordering 

between them yields more subtle information. If ji ,0,0 γγ > , we say Xi to X0 is better 

than Xj to X0. If ji ,0,0 γγ < , we say Xi to X0 is worse than Xj to X0  If ji ,0,0 γγ = , we 

say Xi to X0 is worth equally this Xj to X0  

3   Gene Ranking Using Grey Relational Analysis 

A microarray data set can be represented by a numerical-valued expression matrix 
, where wij is the measured expression level of gene i in sample 

j . Each row corresponds to one particular gene and each column to a sample. For 
classification of microarray data, each sample has a class label. Let C=(c1,…,cm) denote 
the class, we look C as the reference sequence, gene gi(1 i n)as the compared 
sequence. Then the discriminative score of a gene gi is no other than the grey relational 
grade between gi and C, and it can be computed by formula 1and 2. By the principle of 
Grey Relational Ordering, a gene gi is better than gj if and only if the grey relational 
grade between gi and C is larger than that of gj. 

GRA requires the value for all gene expression sequences be non-dimension and 
equal-scale. Therefore, it is indispensable to preprocess the data before grey relational 
analysis can be performed. We here use mean value processing method from grey 
system theory: namely, we first compute the mean values of all the primitive gene 
expression sequences g1,…,gn. Then we use these mean values to divide values of the 
corresponding sequences to obtain a collection of new sequences. 

Based on the methodology presented before, we develop an algorithm, named 
GR-GRA (Gene Ranking using Grey Relational Analysis). It can be described as 
follows:(1)Perform data preprocessing using mean value processing method.(2)Compute 
the grey relational grade of each gene with respect to the class attribute.(3)Order the 
genes in descending grey relational grade value. And select top k genes as the optimal 
gene subset. The value of k is predefined by the user. 

M={wij | 1 i n,1 j m}
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4   Experiments and Results 

In this section, we empirically evaluate the efficiency and effectiveness of our method 
on gene expression microarray data. We choose three gene ranking methods (ReliefF, 

2-statistic and Symmetrical Uncertainty) in comparison with our GR-GRA. In 
addition, we also select two well-known classifiers, namely the decision tree learner 
C4.5 and the simple Bayesian classifier naïvebayes to demonstrate the advantages and 
disadvantages of different gene ranking methods.  

                

Fig. 1. Comparison of classification accuracy using different methods 

Table 1. Comparison of average running time using different methods 

GRA SymmetricalUnc ReliefF ChiSquared  
C4.5 bayes C4.5 bayes C4.5 bayes C4.5 bayes 

DLBCL-NIH 0.74s 0.63s 2.64s 2.46s 40.34s 41.01s 2.89s 2.55s 
ALL-AML 0.48s 0.22s 0.84s 0.86s 3.36s 3.30s 0.95s 0.90s 
MLL 0.54s 0.53s 2.59s 2.55s 12.67s 12.70s 2.68s 2.64s 

Our experiments are conducted using Weka’s implementation of all these existing 
algorithms and GR-GRA is also implemented in Weka environment [11]. In our 
experiments, we used the following three published data sets: MLL_leukemia [12] 
(12582 genes, 72 samples in three classes), DLBCL-NIH [13] (7399 genes, 240samples 
in two classes) and ALL-AML_leukemia [2] (7129 genes, 72 samples in two classes).  

For each data set, we compare the classification accuracy on testing data set and the 
average run time of GR-GRA with other gene ranking methods, including Symmetrical 
Uncertainty, 2-statistic and ReliefF, when the top 10,20, …,150 genes are selected. 
Figure 1 shows the classification accuracy of different methods, and Table 1 records the 
average running time of each method. It can be seen from Table 1 that GR-GRA is 
much faster than other methods. And Figure 1 tells us that the classification accuracy 
using GR-GRA is comparable with other methods.  
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5   Conclusions and Future Work 

In this work, we propose a new gene ranking method based on GRA. Our method is 
simple and fast, requires less data, does not rely on data distribution and is more 
applicable to microarray data. We have experimentally compared our proposed method 
with other three methods, and the results suggest that GR-GRA is much faster than 
others and the accuracy of GR-GRA is comparable with other methods.  

As a gene ranking method, GR-GRA does not take into account the interaction 
between genes. We are studying the redundancy among genes and trying to reduce it 
using GRA. In the near future, we will present an improved GR-GRA method, which 
will limit redundancy in resulting gene set. 
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Ramos-Jiménez, Gonzalo 358
Rasinen, Antti 209
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