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Abstract. In this paper, we propose a gene extraction method by us-
ing two standard feature extraction methods, namely the T-test method
and kernel partial least squares (KPLS), in tandem. First, a preprocess-
ing step based on the T-test method is used to filter irrelevant and noisy
genes. KPLS is then used to extract features with high information con-
tent. Finally, the extracted features are fed into a classifier. Experiments
are performed on three benchmark datasets: breast cancer, ALL/AML
leukemia and colon cancer. While using either the T-test method or
KPLS does not yield satisfactory results, experimental results demon-
strate that using these two together can significantly boost classification
accuracy, and this simple combination can obtain state-of-the-art per-
formance on all three datasets.

1 Introduction

Gene expression studies by DNA microarrays provide unprecedented chances be-
cause researchers can measure the expression level of tens of thousands of genes
simultaneously. Using this microarray technology, a comprehensive understand-
ing of exactly which genes are being expressed in a specific tissue under various
conditions can now be obtained [3].

However, since the gene dataset usually includes only a few samples but with
thousands or even tens of thousands of genes, such a limited availability of
high-dimensional samples is particularly problematic for training most classifiers.
As such, oftentimes, dimensionality reduction has to be employed. Ideally, a
good dimensionality reduction method should eliminate genes that are irrelevant,
redundant, or noisy for classification, while at the same time retain all the highly
discriminative genes [11].

In general, there are three approaches to gene (feature) extraction, namely,
the filter, wrapper and embedded approaches. In the filter approach, genes are
selected according to the intrinsic characteristics. It works as a preprocessing step
without the incorporation of any learning algorithm. Examples include the near-
est shrunken centroid method, TNoM-score based method and the T-statistics
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method [8]. In the wrapper approach, a learning algorithm is used to score the
feature subsets based on the resultant predictive power, and an optimal feature
subset is searched for a specific classifier [4]. Examples include recursive feature
elimination, and genetic algorithm-based algorithms.

In this paper, we propose a new gene extraction method based on the filter ap-
proach. First, genes are preprocessed by the T-test method to filter irrelevant and
noisy genes. Then, kernel partial least squares (KPLS) is used to extract features
with high information content and discriminative power. The rest of this paper is
organized as follows. In Section 2, we first review the T-test method and KPLS.
The new gene extraction method is presented in Section 3. Section 4 then presents
the experimental results, which is followed by some concluding remarks.

2 Review

In the following, we suppose that a microarray dataset containing n samples is
given, with each sample x represented by the expression levels of m genes.

2.1 T-Test Method

The method is based on the t-statistics [7]. Denote the two classes as positive
(+) class and negative (−) class. For each feature xj , we compute the mean μ+

j

(respectively μ−
j ) and standard deviation δ+

j (respectively δ−j ) for the + class
(respectively, − class) samples. Then a score T (xj) can be obtained as:

T (xj) =
|μ+

j − μ−
j |√

(δ+
j )2

n+
+

(δ−
j )2

n−

,

where n+ and n− are the numbers of samples in the positive and negative classes
respectively.

2.2 Kernel Partial Least Squares (KPLS)

Given a set of input samples {xi}n
i=1 (where each xi ∈ R

m) and the correspond-
ing set of outputs {yi}n

i=1 (where yi ∈ R). Here, only one-dimensional output is
needed because only two-class classification is considered. With the use of a kernel,
a nonlinear transformation of the input samples {xi}n

i=1 from the original input
space into a feature space F is obtained, i.e. mapping φ : xi ∈ R

m → φ(xi) ∈ F .
The aim of KPLS is then to construct a linear PLS model in this kernel-induced
feature space F . Effectively, a nonlinear kernel PLS in the original input space is
obtained and the mutual orthogonality of the score vectors can be retained.

Let Φ be the n × m′ matrix of input samples in the feature space F , and its
ith row be the vector φ(xi)T . Let m′ be the dimensionality of φ(xi), which can
be infinite. Denote φ′ the n×m′ deflated dataset and Y ′ the n×1 deflated class
label. Then the rule of deflation is
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φ′ = φ − t(tT φ), (1)
Y ′ = Y − t(tT Y ).

Here, t is the score vector (component) which is obtained in the following way.
Let w and c be the weight vectors. The process starts with random initialization
of the Y-score u and then iterates the following steps until convergence:

1: w = XT u/(uT u);
2: ‖w‖ → 1;
3: t = Xw;
4: c = Y T t/tT t;
5: u = Y c/(cT c);
6: Repeat steps 1.-5.

The process is iterated for Fac times. Subsequently, the deflated dataset can be
obtained from the original dataset and the PLS component, while the deflated
class label be obtained from the original class labels and the PLS component.

Denote the sequence of t’s and u’s obtained n × 1 vectors t1, t2, . . . , tFac

and u1, u2, . . . , uFac, respectively. Moreover, let T = [t1, t2, . . . , tFac] and U =
[u1, u2, . . . , uFac]. The “kernel trick” can then be utilized instead of explicitly
mapping the input data, and results in: K = ΦΦT , where K stands for the n×n
kernel matrix: K(i, j) = k(xi, xj), where k is the kernel function. K can now be
directly used in the deflation instead of φ, as

K ′ = (In − ttT )K(In − ttT ). (2)

Here, K ′ is the deflated kernel matrix and In is n-dimensional identity matrix.
Now Eq.(2) takes the place of Eq.(1). So deflated kernel matrix is obtained by the
original kernel matrix and the PLS component. In kernel PLS, the assumption
that the variables of X have zero mean in linear PLS should also hold. The
procedure must be applied to centralize the mapped data in the feature space
F as:

K = (In − 1
n

1n1T
n )K(In − 1

n
1n1T

n ).

Here, 1n is the n × 1 vector with all elements equal to one. Given a set of test
samples {zi}n

i=1 (where zi ∈ R
m), its projection into the feature space is

Dp = KtU(T T KU)−1,

where Dp = [d1, d2, . . . , dni ]T is a nt × p matrix, the columns of Dp are the p
KPLS components and the rows of Dp are the nt test samples in the reduced-
dimensional space. Kt is the nt×n kernel matrix defined on the test set such that
Kt(i, j) = k(zi, xj). T T KU is an upper triangular matrix and thus invertible.
The centralized test set kernel Gram matrix Kt can be calculated by [10,9]

Kt = (Kt − 1
n

1n1T
n )K(In − 1

n
1n1T

n ).
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3 Gene Extraction Using T-Test and KPLS

While one can simply use the T-test method or KPLS described in Section 2
for gene extraction, neither of them yields satisfactory performance in practice1.
In this paper, we propose using the T-test and KPLS in tandem in performing
gene extraction. Its key steps are:

1: (Preprocessing using T-test): Since the samples are divided into two classes,
one can compute the score for each gene by using the T-statistics. Those
genes with scores greater than a predefined threshold T are considered as
discriminatory and are selected. On the other hand, those genes whose scores
are smaller than T are considered as irrelevant/noisy and are thus eliminated.

2: (Feature extraction using KPLS): The features extracted in the first step are
further filtered by using KPLS.

3: (Training and Classification): Using the features extracted, a new training
set is formed which is then used to train a classifier. The trained classifier
can then be used for predictions on the test set.

A schematic diagram of the whole process is shown in Figure 1.

Fig. 1. The combined process of gene extraction and classification

4 Experiments

4.1 Setup

In this section, we evaluate the performance of the proposed gene selection
method on three benchmark datasets:

1. Breast cancer dataset: It contains 7,129 genes and 38 samples. 18 of these
samples are ER+ (estrogen receptor) while the remaining 20 are ER− [12].

1 This will be experimentally demonstrated on several benchmark datasets in Section 4.
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Table 1. Parameter used in the classifiers

breast cancer leukemia colon cancer
K in K-NN 3 13 14

number of hidden units in NN 3 3 3
soft-margin parameter (C) in SVM 1 10 100

Table 2. Testing accuracies (%) when either the T-test or KPLS is used

breast cancer leukemia colon cancer
T-test only T = 1000 86.8 97.2 82.3

T = 2200 76.3 93.1 79.0
T = 2500 65.8 95.8 82.3

KPLS only γ = 2 89.5 93.1 88.7
γ = 5 89.5 93.1 85.5

Table 3. Testing accuracy (%) on the breast cancer dataset

T γ Fac K-NN NN SVM
500 100 10 94.7 97.4 97.4

15 94.7 97.4 97.4
20 76.3 97.4 97.4

200 10 94.7 100.0 100.0
15 94.7 100.0 100.0
20 84.2 100.0 100.0

300 10 94.7 100.0 100.0
15 92.1 100.0 100.0
20 86.8 100.0 100.0

1000 100 10 92.1 100.0 100.0
15 89.5 100.0 100.0
20 94.7 100.0 100.0

200 10 94.7 100.0 100.0
15 97.4 100.0 100.0
20 97.4 100.0 100.0

300 10 92.1 100.0 100.0
15 92.1 100.0 100.0
20 97.4 100.0 100.0

1500 100 10 81.6 86.8 86.8
15 84.2 86.8 84.2
20 81.6 89.4 86.8

200 10 81.6 84.2 84.2
15 81.6 86.8 81.6
20 84.2 86.8 84.2

300 10 81.6 81.6 84.2
15 81.6 81.6 84.2
20 81.6 84.2 84.2
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Table 4. Testing accuracy (%) on the leukemia dataset

T γ Fac K-NN NN SVM
2000 100 10 97.2 98.6 98.6

15 95.8 98.6 98.6
20 97.2 98.6 98.6

200 10 97.2 98.6 98.6
15 98.6 98.6 98.6
20 95.8 98.6 98.6

300 10 97.2 98.6 98.6
15 98.6 98.6 98.6
20 98.6 98.6 98.6

2500 100 10 94.5 98.6 98.6
15 95.8 98.6 98.6
20 91.7 98.6 98.6

200 10 94.4 100.0 100.0
15 97.2 100.0 100.0
20 83.3 100.0 100.0

300 10 94.4 100.0 100.0
15 94.4 100.0 100.0
20 83.3 100.0 100.0

3000 100 10 95.8 100.0 100.0
15 90.3 100.0 100.0
20 86.1 100.0 100.0

200 10 95.8 100.0 100.0
15 90.3 100.0 100.0
20 79.2 100.0 100.0

300 10 95.8 98.6 98.6
15 90.3 98.6 98.6
20 76.4 98.6 98.6

2. Leukemia dataset: It contains 7,129 genes and 72 samples. 47 of these sam-
ples are of Acute Myeloid Leukemia (AML) and the remaining 25 are of
Acute Lymphoblastic Leukemia (ALL) [5].

3. Colon cancer dataset: It contains 2,000 genes and 62 samples. 22 of these
samples are of normal colon tissues and the remaining 40 are of tumor
tissues [1].

Using the genes selected, the following classifiers are constructed and compared
in the experiments:

1. K-nearest neighbor classifier (k-NN).
2. Feedforward neural network (NN) with a single layer of hidden units. Here,

we use the logistic function for the hidden units and the linear function for the
output units. Back-propagation with adaptive learning rate and momentum
is used for training.

3. Support vector machine (SVM). In the experiments, the linear kernel is
always used.
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Table 5. Testing accuracy (%) on the colon cancer dataset

T γ Fac K-NN NN SVM
1700 100 2 87.1 88.7 90.3

5 88.7 88.7 88.7
10 87.1 88.7 88.7

200 2 87.1 88.7 90.3
5 88.7 88.7 88.7
10 87.1 88.7 88.7

300 2 87.1 90.3 90.3
5 88.7 82.3 90.3
10 83.9 90.3 90.3

2200 100 2 87.1 91.9 90.3
5 91.9 87.1 90.3
10 90.3 91.9 91.9

200 2 87.1 88.7 90.3
5 91.9 87.1 90.3
10 90.3 90.3 90.3

300 2 87.1 90.3 90.3
5 91.9 87.1 90.3
10 87.1 90.3 90.3

2500 100 2 88.7 88.7 88.7
5 87.1 79.0 87.1
10 82.3 82.3 85.5

200 2 88.7 87.1 88.7
5 87.1 85.5 87.1
10 80.7 83.9 80.7

300 2 88.7 90.3 88.7
5 87.1 83.9 87.1
10 82.3 83.9 85.5

Each of these classifiers involves some parameters. The parameter settings used
on the different datasets are shown in Table 1. Because of the small training set
size, leave-one-out (LOO) cross validation is used to obtain the testing accuracy.
Both gene selection and classification are put together in each LOO iteration,
i.e., they are trained on the training subset and then the performance of the
classifier with the selected features is assessed with the left out examples.

4.2 Results

There are three adjustable parameters in the proposed method:

1. The threshold T associated with the T -test method;
2. The width parameter γ in the Gaussian kernel

k(x, y) = exp(−‖x − y‖2/γ),

used in KPLS;
3. The number (Fac) of score vectors used in KPLS.
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Table 6. Testing accuracies (%) obtained by the various methods as reported in the
literature

classifier breast cancer leukemia colon cancer
Adaboost (decision stumps) [2] - 95.8 72.6

SVM (quadratic kernel) [2] - 95.8 74.2
SVM (linear kernel) [2] 97.4 94.4 77.4
RVM (linear kernel) [6] 94.7 94.4 80.6

RVM (no kernel) [6] 89.5 97.2 88.7
logistic regression (no kernel) [6] - 97.2 71.0

sparse probit regression - 95.8 84.6
(quadratic kernel) [6]

sparse probit regression 97.4 97.2 91.9
(linear kernel) [6]

sparse probit regression 84.2 97.2 85.5
(no kernel) [6]

JCFO (quadratic kernel) [6] - 98.6 88.7
JCFO (linear kernel) [6] 97.4 100.0 96.8

proposed method 100.0 100.0 91.9

As a baseline, we first study the individual performance of using either the
T-test method and KPLS for gene extraction. Here, only the SVM is used as the
classifier. As can be seen from Table 2, the accuracy is not high. Moreover, the
performance is not stable when different parameter settings are used.

We now study the performance of the proposed method that uses both the
T-test method and KPLS in tandem. Testing accuracies, at different parameter
settings, on the three datasets are shown in Tables 3, 4 and 5, respectively. As
can be seen, the proposed method can reach the best classification performance
of 100% on both the breast cancer and leukemia datasets. On the colon cancer
dataset, it can also reach 91.9%.

Besides, on comparing the three classifiers used, we can conclude that the
neural network can attain the same performance as the SVM. However, its train-
ing time is observed to be much longer than that of the SVM. On the other hand,
the K-NN classifier does not perform as well in our experiments.

We now compare the performance of the proposed method with those of the
other methods as reported in the literature. Note that all these methods are
evaluated using leave-one-out cross-validation and so their classification accura-
cies can be directly compared. As can be seen in Table 6, the proposed method,
which attains the best classification accuracy (of 100%) on both the breast can-
cer and leukemia datasets, outperforms most of the methods. Note that the Joint
Classifier and Feature Optimization (JCFO) method [6] (using the linear ker-
nel) can also attain 100% on the Leukemia dataset. However, JCFO relies on
the Expectation-Maximization (EM) algorithm [6] and is much slower than the
proposed method.
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5 Conclusions

In this paper, we propose a new gene extraction scheme based on the T-test
method and KPLS. Experiments are performed on the breast cancer, leukemia
and colon cancer datasets. While the use of either the T-test method or KPLS for
gene extraction does not yield satisfactory results, the proposed method, which
uses both the T-test method and KPLS in tandem, shows superior classification
performance on all three datasets. The proposed gene extraction method thus
proves to be a reliable gene extraction method.
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