The Repository Method for Chance Discovery in
Financial Forecasting

Alma Lilia Garcia-Almanza and Edward P.K. Tsang

Department of Computer Science
University of Essex
Wivenhoe Park, Colchester, CO4 35Q, UK

algarc@essex.ac.uk, edward@essex.ac.uk

Abstract. The aim of this work is to forecast future opportunities in
financial stock markets, in particular, we focus our attention on situ-
ations where positive instances are rare, which falls into the domain
of Chance Discovery. Machine learning classifiers extend the past ex-
periences into the future. However the imbalance between positive and
negative cases poses a serious challenge to machine learning techniques.
Because it favours negative classifications, which has a high chance of
being correct due to the nature of the data. Genetic Algorithms have
the ability to create multiple solutions for a single problem. To exploit
this feature we propose to analyse the decision trees created by Genetic
Programming. The objective is to extract and collect different rules that
classify the positive cases. It lets model the rare instances in different
ways, increasing the possibility of identifying similar cases in the future.
To illustrate our approach, it was applied to predict investment oppor-
tunities with very high returns. From experiment results we showed that
the Repository Method can consistently improve both the recall and the
precision.

1 Introduction

Financial forecasting is one of the important areas in computational finance [IJ.
Based on Genetic Programming (GP) [2] and aided by constraints [3], EDDIE is a
machine learning tool for financial forecasting [4/I]. However, in some situations,
the number of profitable investment opportunities is extremely small, this occurs,
for example, in finding arbitrage opportunities [5]. The interest in finding rare
opportunities motivates our research in chance discovery [6/7].

Machine learning classifiers, like other forecasting techniques, extend the past
experiences into the future. However, the imbalance between positive and nega-
tive cases poses a serious challenge to machine learning. Specifically GP, which
is a evolutionary technique, has limitations to deal with imbalanced data sets.
Because it favours negative classifications, which has a high chance of being
correct due to the nature of the data. In imbalanced data sets the classifier per-
formance must not be measured only by the accumc [89]. A common measure

1 Accuracy is the proportion of the total number of predictions that were correctly
predicted.
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for a classifier performance, in imbalanced classes, is the geometric mean of the
product of precision] and recallﬁ[9].

The objective of the Repository Method (RM) is to increase the recall in the
classification without sacrificing the precision (i.e. without substantially increase
the total number of false positives). Genetic algorithms are able to produce mul-
tiple solutions for a single problem. However, the standard procedure is to choose
only the best individual of the evolution as the optimal solution of the problem
and discard the rest of the population. A GP process spends a lot of computa-
tional resources evolving entire populations for many generations. For this reason
we presume that the remaining individuals could contain useful information that
is not necessarily considered in the best individual. We propose to analyse the
decision trees in a wider part of the population and in different stages of the
evolutionary process. The idea behind this approach is to collect different rules
that model the rare cases in diverse ways. The over-learning produced by this
method attempts to compensate the lack of positive cases in the data set. This
work is illustrated with a data set composed by closing prices from the London
Financial Market.

The remainder of this paper is organized as follows: Section 2 contains an
overview of the problem that illustrates our method; Section 3 presents our
approach, while Section 4 describes the experiments to test our method. Section
5 presents the experiment results. Finally, Section 6 summaries the conclusions.

2 Problem Description

To illustrate our method, it was applied to a problem for discovering classification
rules in a financial stock data set. The goal is to create a classifier to predict
future movements in the stock price. This problem has been addressed previously
by Tsang et al. [L0M5]. Every case in the dataset is composed by a signal and a
set of attributes or independent variables. The signal indicates the opportunities
for buying or not buying and selling or not selling. The signal is calculated
looking ahead in a future horizon of n units of time, trying to detect an increase
or decrease of at least 7%. The independent variables are composed by financial
indicators derived from financial technical analysis. Technical analysis is used in
financial markets to analyse the price behaviour of stocks. This is mainly based
on historical prices and volume trends [T1].

3 Repository Method

The objective of this approach is to compile different rules that model the pos-
itive cases in the training data set. Since the number of positive examples is
very small, it is important to gather all available information about them. RM
analyses a wider part of the population to collect useful rules. This analysis is

2 Precision is the proportion of the predicted positive cases that were correct.
3 Recall is the proportion of positive cases that were correctly identified.
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Table 1. Discriminator Grammar

G — <Root>

<Root> — 7If-then-else” ,< Conjunction>|<Condition>,” Class” ,”No Class”

<Conditional> — <Operation>, <Variable>, <Threshold> | <Variable>

<Conjunction> — "and”|”or” ,< Conjunction>|<Conditional >,
<Conjunction>|<Conditional >

<Operation> —7<” 7>7

<Variable> — Variable; | Variablez | ... Variable,

<Threshold> — Real number

extended to different stages of the evolutionary process. The selection is based on
the performance and novelty of the rule. Decision tree analysis and rule collection
has been previously addressed by Quinlan [12].

RM involves the following steps: 1) Rule extraction 2) Rule simplification 3)
New rule detection. The above procedures will be explained in the following
sections.

3.1 Rule Extraction

Rule extraction involves the analysis of decision trees in order to delimit their
rules. For this reason decision trees are generated and evolved using Discrimina-
tor Grammar (DG), see Table [l This grammalﬁ produces trees that classify or
not a single class, Figure [lillustrates a decision tree that was created using DG.

To extract the tree rules, let T be a tree with syntax DG, it means that T
is composed by rules and it can be expressed as the union of its rules such as
T = (R1UR2U--- Rp) where R; is a rule and n is the total number of rules in T.
A rule Ry is a minimum set of conditions that satisfy the tree T, to satisfy Ry
every condition in the rule has to be satisfied. Rule extraction is concerned with
the discovery of all minimal sets of conditions that satisfy T ( see Figure [II).
Once a rule Ry € T has been extracted this is individually evaluated against the
training data. If the precision of Ry achieves a predefined Precision Threshold
(PT), then Ry, is considered for the next step (rule simplification), otherwise Ry,
is discarded.

3.2 Rule Simplification

The procedure to identify new rules involves the comparison between Ry and the
rules in repository. However noisy and redundant conditions are an impediment
to make an effective rule comparison. For this reason rule simplification is an
essential part of RM.

Rule simplification is a hard task, specially in latest stages of the evolution-
ary process, due to decision trees generated by GP tend to grow and accumulate

4 The term grammar refers to a representation concerned with the syntactic compo-
nents and the rules that specify it [I3].
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Rules

Ry = '{an}
Ry = 42,1014}
Ry = {21017}

Fig. 1. The figure shows a decision tree generated by DG and its rules. Every rule is
composed by a set of conditions that are represented by the number of the conditional
node (i.e. node with syntax <Conditional> in DG).

introns [TAT5IT6IT7]. To simplify rules we have defined two types of conditions:
hard conditions and flexible conditions. A hard condition is a comparison of two
variables (e.g. vary < varg). A flexible condition is the equation between a vari-
able and a threshold (e.g. var; < .8). When two flexible conditions have the same
variable and operator they are defined as similar conditions (e.g. vary < 3 and
vary < 2 are similar conditions). Conditions were divided, in hard and flexible,
because the conditions that compare thresholds could be difficult to differentiate
(e.g. vary < .08998 and var; < .08991). In addition similar conditions can be
simplified (e.g. var; < 5 and var; < 10 can be replaced by var; < 5). Rule
simplification details were omitted in this paper due to lack of space. However,
a detailed explanation is available in [18].

To simplify rules, the redundant and noisy conditions have to be removed and
flexible conditions have to be simplified. Let Ry = {c1,ca...cn} be the set of
conditions in Ry.

— If ¢1,¢c0 € Ry are hard conditions and ¢; = ¢o then Rp= Ry — co

— If ¢1, o € Ry, are flexible conditions and ¢; and ¢y are similar conditions then
c¢1 and ¢y are simplified using the simplification table in [I8]. (e.g. conditions
vary < 12 and var; < 10 are similar and they can be replaced by var; < 10)

— If ¢; € Ry and Per formance(Ry) = Per formance(Ri—c¢;) then Ry= Ry —c;

3.3 New Rule Detection

Once the rule R has been simplified, we are able to determine if Ry is differ-
ent from the rules in the repository. Let Rep = {R;} be the set of rules in the
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repository. Let R; be a hard rule if R; is comprised exclusively of hard condi-
tions. Let R; be a flexible rule if it has at least one flexible condition. Ry and
R; are similar rules if they have the same hard conditions and similar flexible
conditions. The following procedure determines if Ry, is added or not to the rule
repository.

— If Ry is a hard rule and Ry ¢ Rep then Rep = Rep U Ry,

— If Ry is a flexible rule and 3 R; € Rep such as Ry and R; are similar rules
and Fitness(Ry) > Fitness(R;) then Rep = (Rep — R;) U Ry,

— If Ry is a flexible rule and there is not a R; € Rep such as Ry and R; are
similar rules then Rep = RepU R,

4 Experiments Description

To test our approach a series of experiments was conducted. The performance
was measured in terms of the recall, precision and accuracy. A population of
1,000 individuals was evolved using a standard GP. Every ten generations the
entire population was saved, let’s call them Pyg, P, ..., Piog. Subsequently RM
analysed these populations and compiled the useful rules. RM accumulated all
the useful rules during the entire process. The experiment was tested using dif-
ferent values for the precision threshold (PT = 60%, 70%, 80%). This process
was repeated twenty times, the results of the experiment were grouped and aver-
aged by generation and PT. Table [ presents the GP parameters used to evolve
the populations.

4.1 Training Data Description

The data sets to train and test the GP in the experiment came from the London
stock market. Every data set contains 890 records each from Barclays stock (from
March, 1998 to January, 2005). The attributes of each record are composed by
indicators derived from financial technical analysis; these were calculated on the

Table 2. Summary of Parameters

Parameter Value

Population size 1,000

Initialization method Growth
Generations 100

Crossover Rate 0.8

Mutation Rate 0.05

Selection Tournament (size 2)
Elitism Size 1

Control bloat growing Tarpeian method, 50% of trees whose largest branch exceed
6 nodes are penalized with 20% of the fitness for each node
that surpassed the largest branch allowed.

Fitness Function Vv Recall - Precision
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basis of the daily closing pric, volume and some financial indices as the FTSHI.
We looked for selling opportunities of 15% in ten days. The number of positives
cases is 39 in the training data set and 23 in the testing. The opportunities are
naturally grouped in clusters, close to the peak to predict.

5 Main Results

This section documents the results obtained by applying RM to the set of pop-
ulations described in the previous section. All figures and tables given in this
section denote averaged results from series of twenty test runs. All the results
were obtained using the testing data set. Table shows the recall, precision
and accuracy of the best individual (according to the fitness function defined in
Table ) in each generation. The same measures (recall, precision and accuracy)
were reported for RM using PT =60%,70%,80%.

Table 3. Recall, Precision and Accuracy of a standard GP and RM using PT = 60%,
70%, 80%. Averaged results from series of twenty runs.

RECALL PRECISION ACCURACY
Gen GP Repository method GP Repository method GP Repository method
PT=60% 70% 80% PT=60% 70% 80% PT=60% 70% 80%

10 1% 1% 0% 0% 1% 1% 0% 0% 97% 97% 97% 97%
20 0% 1% 3% 2% 0% 2% 2% 1% 97% 95% 95% 96%
30 13% 11% 6% 3% 2% 5% 3% 2% 90% 93% 93% 95%
40 10% 21% 16% 10% 4% 6% 5% 5% 92% 91% 91% 93%
50 13% 30% 21% 12% 6% % 6% 5% 93% 89% 90% 92%
60 8% 39% 28% 19% 7% 9% 8% % 94% 88% 89% 91%
70 16% 44% 35% 23% 5% 9% 8% 7% 88% 87% 88% 90%
80 10% 44% 39% 29% 4% 9% 8% 8% 93% 87% 87% 89%
92 6% 46% 40% 32% 6% 9% 8% 8% 94% 86% 87% 88%
100 21% 47% 43% 34% 3% 9% 9% 8% 82% 85% 86% 87%

From Table [l it can be seen that GP recall fluctuates from generation to
generation. It is because a single individual only can hold a small set of rules.
Thus when the best individual is tested with a different data set it is unable
to have a consistent behavior. In contrast the recall obtained by RM increases
consistently with the generations. Table [3shows that, except for earliest gener-
ations, RM can obtain better recall than the best GP tree. The low performance
in earliest generations is probably due to the fact that most of the trees were not
too far from being random. However when the evolutionary process advances,
it tends to generate more and better rules, in consequence RM performance

5 The settled price at which a traded instrument is last traded at on a particular
trading day.

5 An index of 100 large capitalization companies stock on the London Stock Exchange,
also known as ”Footsie.
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improves. As can be seen in Table [l precision obtained by RM shows a high
level of consistency. In the other hand the precision of the best individual fluc-
tuates, due to the same reasons given for recall fluctuation.

The improvement in recall and precision is paid, in some cases, by decrease in
accuracy, as it can be seen in generation 90. This is due to the evolution pressure
discourages positive classifications in GP, since they have a small chance of being
correct (a standard feature in chance discovery). Experiments show that RM is
able to pick out rules that together classify more positive cases. In addition,
most of the extra positive classifications were correctly made. This is reflected
in both increase in recall and precision. But, since more errors were made (not
as much, in proportion, as the correct classifications), the overall accuracy has
been decreased. Given that our goal is to improve recall and precision, this is an

acceptable price to pay.
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Fig. 2. RM improvement, (a) Recall improvement (b) Precision improvement

6 Conclusions

The objective of RM is to mine the knowledge acquired by the evolutionary
process to compile more features from the training data. RM compiles rules from
different individuals and stages of the evolutionary process. Our experimental
results showed that by combining rules from different trees, we can classify more
positive cases. RM outperformed the best tree generated by GP, improving the
precision and recall. Our approach is a general method, and therefore, results
should not be limited to financial forecasting. It should be useful for classification
problems where chances are rare, i.e. the data set is imbalanced. Therefore, the
Repository Method is a promising general tool for chance discovery.
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