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Abstract. This paper proposes a multi-feature constrained method (MFC) to
acquire co-referent relations from large-scale Chinese corpora. The MFC has two
phases: candidate relations extraction and verification. The extraction phase uses
distribution distance, pattern homogeneity and coordination distribution features
of co-referent target words to extract candidate relations from Chinese corpora.
In the verification phase, we define an ontology for co-referent token words, and
build a relation graph for all candidate relations. Both the ontology and the graph
are integrated to generate individual, joint and reinforced strategies to verify
candidate relations. Comprehensive experiments have shown that the MFC is
practical, and can also be extended to acquire other types of relations.

1 Introduction

In the field of knowledge acquisition from text (KAT), relation acquisition mainly
focuses on hyponymy and meronymy. Hearst [1] used lexicon-syntactic patterns to
acquire hyponymy from corpora. Cederberg et al. [2] applied latent semantic analysis
and coordination patterns to simultaneously increase precision and recall rates of
hyponymy acquisition. Girju et al. [3] defined three patterns Y verb(has) X, Y’s X and X
of Y to acquire meronymy. Berland et al. [4] used statistical method to acquire
meronymic relations from large-scale corpora.

Different from the above works, Maedche et al. [5] acquired non-category relations
from domain text using association rule algorithm. Lin et al. [6] computed contextual
similarity to find similar words from corpora on the basis of dependency tuples.

Co-referent relations are particular relations between words, and they relate two or
more words that have identical meanings and designate the same entity in the real
world. Based on co-referent relations’ semantics and distributions in corpora, this paper
proposes a multi-feature constrained method (MFC) to acquire co-referent relations
from large-scale Chinese corpora. To our knowledge, there has been little work on the
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co-referent relation acquisition so far. The acquisition is divided into two phases:
candidate relations extraction and verification. The applied features include distributive
features, semantic features and structural features. The distributive features refer that
which position’s words in a sentence can constitute a co-referent relation. The semantic
features refer to the relations themselves’ meaning. The structural features refer to the
composition structure while all co-referent relations are linked together.

The rest of this paper is organized as follows. Section 2 and 3 introduce the
extraction and verification of the co-referent relations, respectively. The experiments
are presented in section 4. Section 5 concludes the paper.

2 A Hybrid Method for Extracting Co-referent Relations

In Chinese, co-referent relations may have a number of token words, e.g. fiij FK
(Abbreviation), 4=F% (Full-Name), MF{ (Other-Name), {AFK (Colloquialism), *%44
(Academic-Name), and 73 4 #i (English-Name). They are called co-referent token
words. A token word represents a type of co-referent relation.

Definition 1: Given a word set W={wy, ..., w, }, for any w;, w;€ W (I<i, j<n), if w; and
w; nominate an identical entity, then w; and w; satisfy a co-referent relation.

Definition 2: Given a word set W={w,, ..., w,} and a co-referent token word set
R={ Ry, ..., R}, for any w;, w;EW (I<i, j<n), there exists R E R (I<k<m), if
they satisfy a co-referent relation whose token is A%, then they are represented as

R(w;, wj), among which A is a token word, and w; and w; are called target words (see
Fig.2).

To extract candidate co-referent relations from the corpora, we introduce word
distribution distance as a fundamental measure, and word pattern homogeneity and
coordinate distribution as its supplements.

2.1 Word Distribution Distance

Word distribution distance is based on a hypothesis that co-referent relations often
occur in the local sentence, centered by token words, not spread the whole sentence.

Given a sentence Si=w, ...w; ...w; (RT)w;"...w;"...w,," in the co-referent corpora,
where RT is a token word, w;” is the i" target word in the left context of RT (from right to
left), and w;" is the j™ target word in the right context of RT (from left to right). For w;
and wf, their relative positions to RT in S are denoted as pos(w;, RT)=i and pos(wf,
RT)=j, respectively. And their relative distances to RT in S; are formulated in equation
(1) and (2). Len(x) represents the length of string x (Note: A Chinese character is 2
long.). For a word w, its distribution distance Ddis(w, RT) in the corpora is defined in
equation (3).

dis (w;” ,RT ) = ZI:Len (wi ™) . (D
k=1
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J
dis(w;",RT ) =Y Len (w;") . (2)
k=1
Ddis(w,RT) =YY P(pos(w,RT) = p)x P(dis(w,RT)=d)xd . 3)
pd

In equation (3),
N (pos(w,RT) = p)

P(pos(w,RT) = p)=

S N(pos(w,RT)=k) “)
k
. . NWis(w,RT)=d)
Pldisw RT) =) =<y o RTY = 1) )

l

P(pos(w, RT)=p) is the probability of that the relative position of w is p. P(dis(w,
RT)=d) is the probability of that the relative distance of w is d. N(pos(w, RT)=p) is the
occurrence number of w at the relative position p. N(dis(w, RT)=d) is the occurrence
number of w whose relative distance is d.

Some explanation is needed for equation (3). Even though w occurs at the same
position in different sentences, the relative distance is possibly different in them.
Therefore, its contribution to the distribution distance is different. Even though the
relative distance of w is the same, it possibly occurs at different positions. Thus, the
relative position’s contribution to the distribution distance is different. Based on these
considerations, we use the probabilities of the relative position and distance as the
weight to reveal their contributions to the distribution distance.

In a sentence, a target word w is possibly before or after a token word RT. So w has
two distribution distances: forward distribution distance and backward distribution
distance. If the following three conditions are simultaneously satisfied, w; and w;" can

form a candidate co-referent relation A (w;, w_f):

e Ddis(w;, RT)<-d",
e Ddis(w;", RT)<+d',
o Ddis(w;, RT)*Ddis(w;", RT)<d, ;

where -d' is the threshold of the backward distribution distance, +d" is the threshold of
the forward distribution distance, d, is the threshold of the sum of two distances.

2.2 Pattern Homogeneity of Target Words

Word patterns are classified into composition patterns and context patterns. In the
MEFC, a composition pattern refers to the POS (part of speech) pattern of a target word,
and the context pattern refers to paired symbols surrounding a target word, such as
quotation marks and book marks (e.g. { and ) used in Chinese).The word pattern
homogeneity means that two target words have the same pattern, i.e. composition or
context pattern. For any two target words separated by token words in a sentence,

(1) If they have the same affix (prefix or suffix), or the same POS in the head or tail,
then their composition patterns are homogeneous, and they can form a candidate
co-referent relation.
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For example, in the sentence FEAR K LB IR U1 & T30, NAREEIRAR (Cystic
lymphangioma, also called hygroma, often occurs in the neck), FEXR B I (cystic
lymphangioma) and F&1K 7K & (hygroma) have the same prefix (ie. %K) and
suffix(i.e. J#), so they can form a candidate relation X FR(EEIRIK 898, FRARIKIE),
i.e. Other-Name (cystic lymphangioma, hygroma).

(2) If they have identical paired symbols, then their context patterns are
homogeneous, and they can form a candidate co-referent relation.

For example, in the sentence WEETF B IR EIRIEIR” (Mad sheep disease has a
colloguialism sheep scrapies.), JA.2E % (mad sheep disease) and =E & FE Jpi (sheep
scrapies) have the same context pattern that are both enclosed by double quotation

marks. Thus, they can form a candidate relation 1&FK(CIEN, FEREEEN), ie.
colloquialism (mad sheep disease, sheep scrapies).

2.3 Target Words Coordination

Given a word set W, for any w;, w; € W, if they satisfy the following constraints:

e Occurring in the same sentence Sy;
e Being separated by what words, such as “. ” (a coordinate sign in Chinese), “
FI (and)” and “Y5 (and)”, can express a coordinate relation;

Then words in W are considered to have coordinate relation. Based on it, we propose a
coordinate distribution strategy to generate more candidate relations.

Given a word w and a coordinate set W, if there exist w; € W such that & (w, w;)
holds, then for any other word w; € W, A (w, w;) also holds.

For example, in the sentence AYF, M EYE. Mt. BHE. BRI (Moon
cake is also called palace cake, small cake, moon paste, and Mid-Autumn cake), =40
(palace cake), "NPt(small cake), 5 (moon paste) and [ Y (Mid-Autumn cake) are
coordinate in the sentence. If a candidate relation X FR(HBUf, B (i.e. Other-Name
(moon cake, palace cake))is known in advance, the MFC can generate other three
candidates, that is

NHR(ABE, ZNIP), i.e. Other-Name (moon cake, small cake)
NHRADE, AR, i.e. Other-Name (moon cake, moon paste)
YOI, R, i.e. Other-Name (moon cake, Mid-Autumn cake)

3 Co-referent Relations Verification

Errors may exist in the candidate relations set. The MFC must verify the candidate set to
remove incorrect ones. To do this, we define a co-referent relation ontology and graph
that the former reflects the semantic features, and the latter reflects the structural features.
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3.1 The Ontology of Co-referent Relations

The co-referent relation ontology defines co-referent token words and their
interrelations, and constraint axioms derived from them. This section mainly discusses
the constraint axioms that are very important to the verification.

I. Word’s Length Inequality Axioms
(A) Vw, w,EW, AR, E R, R (w;, w)— Len(w)>Len(w;) \V Len(w;)<Len(w);

For example, Abbreviation(w;, w)—Len(w;)>Len(w;) and Full-Name(w;, w;)
—Len(w;) <Len(w)).

I1. Language Distribution Axioms
(B) Vw;, w,EW, AR, € R, K ,(w;, w)—ContainLang(w;, LANGTOKEN)V

ContainLang(w;,, LANGTOKEN);

ContainLang(w;, LANGTOKEN) means that the word w; must contain a certain
language. LANGTOKEN is a system-defined token. For example ENG refers to
English, and CHN refers to Chinese. For example, Is-Chinese-Name (w;, w;) —
ContainLang (w;, ENG).

III. Word’s Extended Inclusion Axioms
(C)AR, € R, Yw;, w,EW, R (w;, w))/\ ExtInclude(w;, w)— R, is an Abbreviation
relation;
(D)IR, € R, Yw;, w,EW, R, (w;, w) /\ ExtInclude(w;, w)— R, is a Full-Name
relation;
(C) is a sufficiency axiom of the Abbreviation relation, and (D) is sufficiency axiom
of the Full-Name relation. Extlnclude(x, y) is an extended inclusion relation, which
represents the constitutions of y are from x.

IV. Co-referent Relation’s Divergence and Convergence Axioms

The co-referent relation has two prominent features: pointing-from and pointing-to
whose meaning are, for a co-referent relation A ,(w;, w)), that &, points from w; and
points to w;.

Definition 3: Given a target word w and a word set W’={w’}, ..., w’,}cW, for any w’;
€ W’ (1<j<k) such that Z&,(w, w’)) holds, however, for any w’ € VAW” that Z&,(w, w")
does not hold anymore, then the pointing-from degree of A&, on w is k, denoted as
PO(R,, w)=k.

Definition 4: Given a target word w and a word set W={w',, ..., w)}cW, for any wij
€ W' (I<j<h) such that &, (w';, w) holds, however, for any w € WAW that R"q(w'”, w)
does not hold anymore, then the pointing-to degree of &, onw is h, denoted as P z,
w)=h.

Definition 5: Given a word set Wo={w’}, ..., w’,}cW, for any w’E W (I1<j<k), there
exists a word wy€ W such that Z&,(w’;, w,) holds, but there is no any word w,& VAW’
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such that Z,(w,, wy holds, then WY is called the pointing-from set of A, which means
A, points from any word of we.

Definition 6: Given a word set W'={w’j, e Wih}CW, for all wijE w! (I1<j<h), there
exists wy€ W such that Z&,(wy, w') holds, but there is no any word w, & WAW' such that
R (wy, w,) holds, then W is called the pointing-to set of &, which means 2, points to
any word of W'.

Given a co-referent relation R, and its pointing-from set Wo={w’, ..., w% } and
pointing-to set W={w';, ..., W'},
(E) The divergence degree of &, is Div(R® )= Max p¢ (R, w?) , which

wiew

means the maximum pointing-from degree of A, on the set we.

(F) The convergence degree of &, is Cov(R )= Max PI(R®,, WS') , which
wieW

means the maximum pointing-to degree of &, on the set W

V. Co-referent Token Words’ Relation Axioms
Given two token words &, A, & A, for any target word w;, w,& W,

If &,(w;, w)) = R, (w;, w)) and &, (w;, w)) = & ,(w;, w)) hold, then &, and &, are
semantically equivalent, denoted as & =2,

If Z,(w;, wp) = A ,(w;, w) holds, but & (w;, w)— A& ,(w;, w;) does not hold, then
R, is contained by &, denoted as & ,= A,.

If &,(w;, w)) = R, (w;, w;) and A, (w;, w;) = A, (w;, w;) hold, then A, and &, are
semantically reversible, denoted as R‘},E'l z,.
(G)3IAR, R,eR, RER;Vw, w,EW, K (w;, w) <> R ,(w;, w));
H3IR, R,eR, R=>R,;Vw, w,€W, R, (w;, w;)) = K, (w;, w));
(IR, R, XA, R‘},E'l R Vw, w,EW, K (wi, w) < Ry (w), wy).

(G) is a semantic equivalence axiom, (H) is a semantic implication axiom, and (1) is
a semantic reverse axiom.

3.2 The Co-referent Relation Graph

If a target word is deemed as a vertex, and a co-referent relation as a directed edge,
where a token word is a label of the directed edge, all candidate co-referent relation can
be organized into a directed graph by their inter-links that is called co-referent relation
graph.

Definition 7: Given a node set V={vy, ..., vp}, v, v €E V(I<i, j<n), if <v;, v>#<v), vi>,
then <v;, vj> is called a ordered node tuple, abbreviated as ordered tuple.

Definition 8: A semantic association graph is a 4-tuple SAG=(V, &, E, f ), where

- V={v;, ..., v,} is a set of target words;
- R={AR, ..., R} is a set of token words;
— E={ey, ..., e,} is a set of ordered relations;
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— fis a mapping from E to the set of triples composed of the ordered tuples on V and
o

Formally, for any directed edge e, € E (I/<k<m), there always exist two nodes v;,
v,€V (I<i, j<n) and a relation token word &€ A’ (I1<h<t) such that flep)=<v;, v;,
ZA’>holds. That is, ¢, is a directed edge, labeled as A, which points from v; to v;. v; is
the beginning-node of e, and v; is the ending-node of e;. According to e;’s direction, v;
is the forward adjacency-node of v;. Reversely, v; is the backward adjacency-node of v;.

Definition 9: Given a semantic association graph SAG=(V, &, E, f), there exists vE V,
the number of edges whose ending-node is v is v’s in-degree, and the number of edges
whose beginning-node is v is v’s out-degree.

Definition 10: Given a semantic association graph SAG=(V, &, E, f), for any A, € A’
(I<h<t), if &, is a co-referent token word, then the SAG is called a co-referent relation
graph, denoted by CRG=(V, &, E, f), as illustrated in Fig.1.

v, v,
e
g\
e egi s
€5 I ety oy fs
Ve Vg
V3
v, Bi#5% [new economy] vg: WK [influenza]
v, HIEHF [knowledge economy] ve: WA PR S [grippe] v,: JEHR [longan]
vy {7 LZ8 5% [information economy] r,: 22K [Full-Name] vg: £ [longan fruits]
vy PERZ 5T [internet economy] ry: SZAIFK [Is-Abbreviation] rs: A% [Colloquialism]
r;: X [Other-Name] r,: [ #X [Abbreviation] g XM [Also-Called]

Fig. 1. A sample of co-referent relation graph

Definition 11: Given a co-referent relation graph CRG=(V, &, E, f), there exist a node
vEYV and a edge set E'CE, for any edge exEE", e, has the same token word R (R

ER),

If v is ¢’s beginning node, then v’s out-degree on A is called homogeneous
out-degree, denoted as OutDegree” (v, ]Zj-):lEhI, and ¢;’s ending node constitutes v’s
homogeneously forward adjacency-node set, denoted as AdV" (v, R)).

If v is ¢,’s ending node, then v’s in-degree on A is called homogeneous in-degree,
denoted as InDegree”(v, R‘_’,»)zlEh I, and es beginning node constitutes v’s
homogeneously backward adjacency-node set, denoted as AdVN'H(v,R"J-).

In Fig.1, for the node v; and the label r;, OMIDegreeH(VI, r)=3, AdvV*i(v,, rn={vz,
v3, v4}. For the node v, and the label r;, InDegreeH(v4, r)=2, AdVN'H(v4, rp={v; v3}.
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3.3 Verification Strategies of Co-referent Relations

The basic verification idea is that the MFC constructs a co-referent relation graph after
inputting all candidate relations, and then applies a series of axioms defined by the
co-referent ontology to verify them. The graph is regulated continually till its structure
does not change anymore. Finally correct candidates are outputted.

The first three types of axioms in the co-referent ontology are independent
verification strategies which can verify a single candidate relation. The other two types
are joint verification strategies that can only be used with the co-referent relation graph,
and they can verify multiple candidates simultaneously.

Given a co-referent relation graph CRG=(V, &, E, ):

There exist w&V and A;< A such that w’s homogeneous out-degree on Z; is
OutDegree(w, &), and R’s divergence degree is Div( &), or w’s homogeneous
in-degree on & is InDegree”(w, &), and &s convergence degree is Cov( &),

1. If there is 0utDegreeH(w,R"j) > Div(R)), then A& (w, w;) does not hold for all w;&
AdVTH (w, &),

2. If there is InDegree™ (w, R > Cov(A), then &j(w;, w) does not hold for all w;E
AdVN i (w, RY).
There exist ey, ¢, SE and &,, /&, € A& such that fle,)=<w;, w;, &,> and fle;)=<w;,

w;, &> hold,

3. If there is &&,=R, or &X,= R, then & ,(w; w;) and A, (w;, w;) hold, otherwise,
R (wi, w) and &, (w;, w)) do not hold.
There exist e,, ¢, EE and &, &, € & such that fle,)=<w;, w;, Z&,> and fle,)=<wj,

w;, &> hold,

4. If there is R",,E'lﬁ'q, then A ,(w;, w;)) and A ,(w;, w;) hold, otherwise, & ,(w;, w))
and & ,(w;, w;) do not hold.

In Fig.1, token words r, and r; have ry)=r;, so ry(vs, vs) and r;(vs, vs) are both correct.
Because token words rs and rg have rs=rg, rs(v,, vg) and rs(v7, vg) are also correct. Both
r3(vs, v¢) and ry(vg, vs) are correct because of r35'1r4.

Except for the above verification strategies, the MFC can verify undecided relations
using some already verified ones. This is called reinforced verification.

4 Experimental Analysis

From the Chinese open corpora of 2.6G bytes, we use the predefined co-referent
relation patterns (represented by regular expressions composed of token words and
target words) to get the co-referent corpora (not limit domain, theme and style) of
18.4M bytes. Using the MFC method, we acquire more than 60 types of co-referent
relations from it. In Fig.2, the left is a group of sentences matched with patterns, and the
right is a group of acquired relations from these sentences.
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In the extraction phase, we get 66293 pieces of candidate relations, among which the
distribution distance gets less than 3/4 of candidates, and the other two strategies get
more than //4 as its supplements that increase the recall rate of extraction (see Table 1).

The verification orderly executes preprocessing, individual, joint and reinforced
verification. Different strategies have different verification capabilities (see Table 2).

T 7 B T AR R A S > 1
[y GO S

(The people in south China have habit of eating fish-head for long
history. They often eat big-head carp (also called spotted silver carp,
colloquialism is fat-head fish))

MHANE RN (L

Xea) y77i% (ffiFRPDT  photodynamic therapy )
(photodynamic therapy (abbreviated as PDT))

BEFFEMB M EOEPRE L E (SARS
)

Bl 4 g 284 iy

(Scientists said Severe Acute Respiratory Syndrome (SARS, that is -

Atypical P ia ))

LATH W AR R ZAMG (RFFPVC)

PVQC))

(At present Polyvinyl Chloride in Chinese market (colloquialism is | "

T AR 4S8 KRR B Hp4x (National Venture Capital Association
fAIFRNVCA)

(However, according to National Venture Capital Association
(abbreviated as NVCA))

T T LK) SRR T 2 AR B MR [N R

insomnia.)

(The so-called insomnia is in fact the abbreviation of Non-organic | w

PRI RIZEA LTI IR A 4 A RE A
(Xiaolingtong’s academic name is wireless city-phone, and is an
extension of fixed phone business.)

o—=>

WM (t, {Ei%4) ie. Also-Called (big-head carp, spotted silver

carp)
1A FR(EH A, &) ie. Colloquialism (big-head carp, fat-head fish)

fRiBROGE) )97 %, PDT) ie. Abbreviation (photodynamic therapy,
PDT)

i 32 FROGB) J1I7 %, photodynamic therapy) i.e. English-Name()l;
511397 %, photodynamic therapy)

JE A BRGE T NTHR IS 2535 1L, SARS) i.e. English-Name (T
SUPENTHRIE £, SARS)

SCRRQH NP TE 3T, AR ALl %) ie. Other-Name (Severe
Acute Respiratory Syndrome, Atypical Pneumonia )

{BFRCE S LM, PVC) i.e. Colloquialism (Polyvinyl Chloride, PVC)

B UTRCEE ML % 1p 4, National Venture Capital Association)
ie. English-Name (3% /XM #¥1)%, National Venture Capital
Association)

IR (2 M KB % th &, NVCA) ie. Abbreviation (National
Venture Capital Association, NVCA)

FIRR(Felints, AF 2% Welk <iitai’) ie. Abbreviation (insomnia, Non-
organic insomnia)

VB (NRIE, £ M iF) ie. Academic-Name (Xiaolingtong,
wireless city-phone)

name of hygroma.)

(Cystic lymphangioma often occurs in the neck, which has a other- |"

XS T8 T
(Antithetical couplet’s other-name is pillar couplet, gatepost
couplet, or couplet.)

|

s N G v £ B VA B R i T ST . " R

(Xi’an was called Chang’an in ancient times, which had been the | w=——=> EH(IE, [4) Le. Ancient-Name (Xi’an, Chang’an)

capital of twelve dynasties.)

BRI BTN R T BN R SRR (BRI B TR, FIR/KE) ie Other-Name (Cystic
e

lymphangioma, hygroma)

SURRORHK, HEHK) ie. Other-Name (antithetical couplet, pillar couplet)
SUFROFE, [THX) ie. Other-Name (antithetical couplet, gatepost
couplet)

SUFROOHE, %F T) i.e. Other-Name (antithetical couplet, couplet)

Fig. 2. Some examples of co-referent sentences and relations

Table 1. Performance of extraction strategies

Extraction Strategy Number of Relations  Ratio (%)
distribution distance 48723 73.5%
pattern homogeneity 4312 6.5%
coordinate distribution 13258 20.0%
total 66293 100%

Table 2. Performance of verification strategies

Verification Strategy Number of Relations  R-R (%) F-R (%)
pre-processing 66293 87.93% 12.07%
individual verification 58293 88.20% 11.80%
joint verification 51414 65.16% 34.84%
reinforced verification 33501 92.24% 7.76%
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The retained-ratio (R-R) is the ratio of retained relations after verifying. The
filtered-ratio (F-R) is the ratio of filtered relations after verifying.

Table 3 lists different verification strategies’ precision and recall rate on the
acquisition. The benchmark is 66293 candidate relations. Finally, the precision rate (P)
reaches 82.43%, and the recall rate (R) reaches 92.03%, and the error verification
(correct relations but filtered) have 2206 pieces.

Table 3. Precision and recall rates of verification strategies

Verification Strategy P (%) R (%) Verification Errors
pre-processing 46.70% 98.35% 457
individual verification 51.62% 95.88% 682
joint verification 76.27% 92.32% 987
reinforced verification 82.43% 92.03% 80

5 Conclusions

This paper proposes a multi-feature constrained method (MFC) for acquiring
co-referent relations from large-scale Chinese corpora. It also provides some valuable
guidance for other types of relation acquisitions. Such guidance is that it should use
relations’ features as many as possible, which include target words’ distributive
features and token words’ semantic features, and structural features of all candidate
relations. However, the acquisition by the MFC is restricted to the patterns. In the
future, we will apply a pattern leaning method so that the relation and pattern
acquisition would be integrated into one process to acquire more co-referent relations.
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