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Abstract. Bayesian technique is a popular tool for object detection due to its 
high efficiency. As it compares pixel by pixel, it takes a lot of execution time. 
This paper addresses a novel framework for head detection with minimum time 
and high accuracy. To detect head from motion pictures, motion segmentation 
algorithm is employed. The novelty of this paper carried out with the following 
steps: frame differencing, preprocessing, detecting edge lines and restoration, 
finding the head area and cutting the head candidate. Moreover, nested K-
means algorithm is adopted to find head location and statistical modeling is 
employed to determine face or non-face class, while Bayesian Discriminating 
Features (BDF) method is employed to verify the faces. Finally, the proposed 
system is carried out with a lot of experiments and a recognizable success is 
notified.  

1   Introduction 

Many visual surveillance systems have adopted camera capture system to detect a lot 
of typical objects or analyze their motion and patterns. As huge size images, we need 
only objects active candidate regions. Because, the big sized images take long time to 
calculate and detect.  Therefore, it is the key to find segmentation domains for using 
real time applications. Because of them, many systems adopt head detection and 
tracking methods [1][2][3][4][9][10][11]. And they adopt color – based methods to 
find head regions. [1][3][4][9] However many people have different face color and 
illumination in various environment. Therefore many systems do not define all face 
color values. They have solved the restricted condition. And they select the shape 
modeling like as ellipse. [12][14] But, these applications have disadvantage to solve 
noise effect. When the original image contains noise, the ellipse model turns to huge 
space region and image distortion. For overcoming this defect, some methods have 
used motion segmentation algorithm [7]. Motion segmentation in visual surveillance 
system falls into three divisions: environmental map, frame differencing and optical 
flow. 

The algorithms using environmental map are very universal. First, they make 
statistical background. Then, they perform subtraction of current image frame from 
environment map [9][10]. This method is simple and gives good result in restricted 
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environment. But it is very weak when the light circumstance is changed like as the 
direct rays of the sun. So, the first consideration in this case is   to make accurate 
environment, which seems    difficult to achieve. 

Frame differencing approach adopts difference between two or three frames in 
image sequence. However, an improved performance is achieved by three frame 
differencing. Frame differencing is very robust method to continuing environmental 
changes [11]. Because of the differencing result, it is fragile to restore the original 
edges and to extract the active region. Therefore, the advantages of them are based on 
making activate candidate regions.  

Optical flow selects flow vectors of moving objects in an image sequence. The 
results apply for gait and activity analysis [12]. But they have defects in complex and 
sensitive noise effects and do not perform in real time video.        

Because of unrestricted surrounding changes in real time, frame-differencing 
method is used to improve accuracy and to minimize multi-resolution search. So the 
aim of this paper is to achieve high head detection rate employing minimum multi 
resolution searches and to reduce overall computational time. Edge detection and 
restoration challenge is prevailed over by using image evaluation, preprocessing and 
edge restoration. Then, active head regions are trimmed resulting in reduced search 
spaces in shorter time for using real time system. Head detection is employed on a 
predefined threshold value between the people and camera using interpolation 
method. Moreover, only head detection has been taken into account for this research. 
So we perform head detection using two clusters K-means algorithm followed by 
head and body histogram analysis. To detect heads of people, we adopt 13 frames per 
second frame rate for single person in indoor scene. The camera is fixed 1.6 meter 
above the ground. The people can move over 25 square meters area in front of camera 
with their face pointing towards it. Our approaches are divided into several steps. 
Section 2 presents system architecture. Section 3 deals with image evaluation, image 
preprocessing, edge detection and restoration. Section 4 presents head detection and 
face detection using Bayesian method. Section 5 brings up experiments. Finally, 
sections 6 describe the conclusion and future extensions. 

2   Real Time Head Detection System Architecture 

Our purposed system architecture is shown in Fig. 1. Input images are of 320 × 240 
sizes. Then the difference between the current image (N) frame and previous frame 
(N-1) is calculated and evaluated. The difference is then compared with certain 
threshold. The system proceeds towards edge detection only when the difference is 
significant enough to find the body segment. But when the result is not changed i.e. 
difference is less than the threshold value (person is not moving), current frame (N) is 
compared with the second previous (N-2) and difference is evaluated. Therefore the 
maximum difference is measured between two frames by comparing three image 
frames. If again the difference is not significant then previously segmented head part   
is used for face detection. Otherwise, other steps proceeded out which results in new 
head segmentation. The steps include edge detection or restoration. Here accurate 
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Fig. 1. Architecture of the proposed methodology 

edge line across the body is found by performing gradient operators and interpolation, 
detail of which is discussed in section 3. Next, the projection of horizontal distance 
between the edges is calculated for each row. Local minima and maxima point is 
calculated on the projection vector to find the head and body location respectively. To 
overcome the error due to noise, the projection vector is clustered around the two 
regions (one for head and one for body) using K-means algorithm. After the head 
detection region is extracted from the image, Bayesian Discriminating feature method 
is used to search the target’s face in the region to verify.       

3   Movement Detection, Edge Detection and Restoration 

3.1   Movement Detection 

Our proposed method adopts image evaluation for movement detection, i.e. finding 
people that are moving or static. When the people get far from camera, human’s head 
is very small, for example 25 pixels × 25 pixels, this is why, people can move 25 
square meters within target tracking region. However, head size in end point varies on 
hairstyle, bald headed, man and woman, and other factors. Since we use Bayesian 
discrimination method for face detection and it uses minimum 16×16 pixel window 
for statistical analysis. Threshold is calculated assuming that the person should at least 
move his head for the noticeable change in the successive image frames. The 
borderline of 16×16 window contains 16×4 pixels and the approach finds the accurate 
human edges. Therefore the threshold is found to be ∆Thrtotal   = 16×3 (i.e. discarding 
the lower edge of window). 
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    Comp(x, y) is the threshold operator and it sets only two extreme gray color values 
255 or 0. FN(x, y) is the image sequence indicating the Nth intensity value of (x, y). 
These values are resolved into white and black for finding edge line. However when 
∆Sumchange value is less than ∆Thrtotal current frame is regarded as static. In this case 
the previous nearest head segmentation image is used as active region.  

3.2   Edge Restoration  

Edge is an important issue to detect a particular shape of an object. Human is 
symmetric shaped especially for frontal view. As frame differencing creates a lot of 
noise and there is no predefined way to detect noise. To overcome this, edge 
restoration is employed. 
  After preprocessing and evaluation, the image edge is searched for the left and right 
row point to find the first edge pixel .The column points for left and right edge is 
stored as Leftfirst(x,y) and Rightfirst(x,y) respectively. Some successive points for both 
columns are considered determining the presence or absence of noise. Noise is 
detected in two ways: distance and median. For distance method, if there is abrupt 
change between successive points, noise is detected; otherwise, noise free as shown in 
equation (2). For median method, the center point between left and right position is 
determined. If this center point much differs from threshold, we consider this as noise 
as shown in equation (3). If noise is detected noise-removing technique is applied. 
Fig2. Shows edge restoration. 
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Fig. 2. Original images (left), Differencing images and preprocessed images (center),          
Edge restoration images (right)  

4   Head Region Segmentation Using Nested K-Means Algorithm 

To reduce the search space for face detection, first active region of head is detected by 
the method of head segmentation using vertical projection of edge contours and K-
means algorithm.  

Here edge contours of the person are extracted by the method described in section 3.2. 
Then Body width set projection of the edge contours is calculated. Then local minima 
and maxima are calculated on the projection vector in order to find the expected 
location of head and body respectively. 

(y) Dev -(y) Dev )RP(x leftrighti =  (4) 

The first and second derivative of projection vector is calculated to find local minima 
and maxima. The definitions about second derivative [5] states that; “If the first 
derivative RP'(xi) is positive (+), then the function RP(xi) is increasing (↑) and RP'(xi) 
is negative (-), then the function RP(xi) is decreasing (↓). Also, If the second 
derivative RP'' (xi) is positive (+), then the function RP (xi) is concave up (∪) and 
RP'' (xi) is negative (-), then the function RP (xi) is concave down (∩).” It is assumed 
that y=RP(x) is a twice-differentiable function with RP'' (c) =0.  
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Therefore if RP'' (d) <0, then RP (xi) has a relative maximum value at x=d. It 
means that body center (Maxd(y)) is in body cluster. In same ways, if RP'' (c) >0, then 
RP (xi) has a relative minimum value at x=c. So, it is near to head center (Minc(y)) 
and in head cluster, too. Maxd(y), Minc(y) points, that is the center of clusters is used 
to calculate the similarity:  
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Nested k-means algorithm is implemented for the purpose of head and body 
segmentation. Clustering is done in two direction of projection vector. At first local 
minima and maxima is found in the projection vector RP (x). The operator is defined 
in equation (4). Then the vector is clustered to search head and body location on the 
width value using initial centroid as calculated minima and maxima in (5). The 
distance between the head cluster’s center and body cluster’s center point is 
calculated for every entry in projection vector. If distance to the head cluster is greater 
than that of body cluster, then the point is shifted to body cluster. The first stage of 
clustering separates head and body parts but error due to noise still exists. That is 
there are some of the body parts, which are still mis-clustered as head part. To reduce 
this noise, second level of clustering is needed. Second level of clustering is done on x 
direction of RP(x), i.e. on the index value of the projection vector taking   centroid 
result of first level clustering as initial centroid. In the same way, the distance 
between the head cluster’s center and body cluster center’s point is calculated for 
every entry in projection vector. If distance to the head cluster is greater than that of 
body cluster, then the point is shifted to body cluster. So, in second stage of clustering 
any outline point (x, y) (related to body), which mis-clustered to head part, is 
corrected. It is found that this method increases the detection rate, because second 
level of clustering corrects most of the noise occurred in first level of clustering.  
Fig 4. shows the result of finding head  and body regions. The left image is the neck 
line and body line with the first k-means method using object widths. However, this 
image contains the noise effect. Because of the nearest Euclidean distance, the first k-
means method contains this area to head parts. But it must be a body part. According 
to my algorithm, the second k-means method eliminates the rectangle using Euclidean 
distance.  The right image is the grouping result about head and body parts using 
second k-means.   
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Fig. 3. First k-means method result (left) second k-means method result (right)  

5   Experiments  

Our proposed method is tested using two series of experiments; first face detection 
without Nested K-means, second is face detection with head segmentation with or 
without K means. A cheap LG USB camera is used as a video capturing device. The 
sequence frames of 320ⅹ240 pixels were acquired at 13 frames per second (fps) in 
2.0GHx Pentium 4 PC computer and stored at the temporary folder in hard disk. 
Database is separated into 3 groups A, B and C. Group A contains normal people 
without any spectacles glasses and disguise form. Group B group includes people 
wearing glass. The last group C contains the people having beard and wearing glass in 
changing illumination condition. One group consists of 5 people dataset, and each 
 

Table 1. Experiments about  face detection rate about head region segmentation methods 

 Experiment 
division 

Database 
A group 

Database 
B group 

Database 
C group 

Average 
total 

Database  
BDF 92.46% 93.48% 83.31% 89.7% 

Non-including 
Nested  

k-means head 
detection +BDF 

73.29% 68.79% 65.87% 69.32% 

Nested  
k-means head 

detection +BDF 

Face 
detection 

rate 

97.29% 97.34% 97.21% 97.28% 

Non-including 
Nested  

k-means head 
detection +BDF 

93.33% 92.14% 91.19% 92.22% 

Head seg +BDF 
(proposed 
method) 

Accurate 
Head 

Location 
rate 

98.07% 97.73% 99.23% 98.34% 



 Real Time Face Detection System Based Edge Restoration 1199 

00:00.0

07:12.0

14:24.0

21:36.0

28:48.0

36:00.0

43:12.0

50:24.0

Time

consumption

BDF

Non-

including

Nested  k-

mea ns+BDF

Nested k-

means head

detection

+BDF

 

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

Face detection

rate

BDF

Non-

including

Nested  k-

mea

ns+BDF

Nested k-

means

head

detection

+BDF

 

Fig. 4. Time consumption (left), Average face detection rate (right) 

person has twenty-second movie clips at 13 fps. So each group has 1300 image 
sequences. Table 1 shows the experimental results. After the head segmentation, the 
system finds Bayesian classifier to discriminate face and non-face part of image. 
FERET database is used to learn the face Bayesian face model where as no-face 
Bayesian model is generated from the CMU database set.    

Table 1 shows the face detection result for different scenario. Here it can see that 
face detection without segmentation gives high accuracy rate but it is time consuming. 
The third row of table 1 shows the result of our proposed method, which uses head 
segmentation and k-means for noise reduction. The result of our proposed method is 
found to be superior in terms of accuracy 97% and very fast in terms of speed. The 
experiment was conducted, but that time not using k-means for noise reduction. The 
recognition rate in this case is found to be very poor. Hence the credit of higher 
recognition rate goes to the error reduction technique employed by k-means 
algorithm. And Table 1 shows the result of experiment that shows the accuracy of the 
head location. Same database and experiments were conducted. The table suggest that 
our method is almost perfect to find the head location with the accuracy higher than 
97%. But, when we do not contain the nested K-means algorithm, the result is very 
low because our experiment in real-time visual surveillance system contains many 
noise effects like as changing illumination. 

Fig. 4 shows the variation of time consumption and accuracy rates across various 
methods. It   can be seen that the proposed method (Head segmentation +BDF [8]) 
method based face detection) have high detection rate with less response time. 
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6   Conclusion 

We have proposed real time head region detection based on difference of image 
frames from active camera. The main component of the system is the use of vertical 
projection of edge contours to find head location and Nested K-means algorithm for 
error minimization during differencing and threshold. Overall the system shows low 
computational cost and high detection rate, which suits for the real time system. 
Accurate head detection rate of about 97% is achieved while minimizing the 
computational cost and time.  

The future enhancement to the system can be to overcome the occlusion and to find 
automatic threshold   for frames evaluation using multiple cameras. 
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