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Preface

Asia Information Retrieval Symposium (AIRS) 2006 was the third AIRS confer-
ence in the series established in 2004. The first AIRS was held in Beijing, China,
and the 2nd AIRS was held in Cheju, Korea. The AIRS conference series traces
its roots to the successful Information Retrieval with Asian Languages (IRAL)
workshop series which started in 1996.

The AIRS series aims to bring together international researchers and devel-
opers to exchange new ideas and the latest results in information retrieval. The
scope of the conference encompassed the theory and practice of all aspects of
information retrieval in text, audio, image, video, and multimedia data.

We are happy to report that AIRS 2006 received 148 submissions, the highest
number since the conference series started in 2004. Submissions came from Asia
and Australasia, Europe, and North America. We accepted 34 submissions as
regular papers (23%) and 24 as poster papers (16%).

We would like to thank all the authors who submitted papers to the confer-
ence, the seven area chairs, who worked tirelessly to recruit the program com-
mittee members and oversaw the review process, and the program committee
members and their secondary reviewers who reviewed all the submissions.

We also thank the Publications Chair, Min-Yen Kan, who liaised with the
publisher Springer, compiled the camera ready papers and turned them into the
beautiful proceedings you are reading now. We also thank Donghong Ji, who
chaired the local organization efforts and maintained the AIRS 2006 website,
Kanagasabai Rajaraman for publicity efforts, Yee Seng Chan for helping with the
START conference management software, and Daniel Racoceanu for organizing
and chairing the special session on medical image retrieval.

Lastly, we thank the sponsoring organizations for their support, the Institute
for Infocomm Research and the National University of Singapore for hosting the
conference, Springer for publishing our proceedings, and AVC for local organi-
zation and secretariat support.

August 2006 Mun-Kew Leong
Hwee Tou Ng
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Query Expansion with ConceptNet and WordNet: 
An Intrinsic Comparison 

Ming-Hung Hsu, Ming-Feng Tsai, and Hsin-Hsi Chen* 

Department of Computer Science and Information Engineering 
National Taiwan University 

Taipei, Taiwan 
{mhhsu, mftsai}@nlg.csie.ntu.edu.tw, 

hhchen@csie.ntu.edu.tw 

Abstract. This paper compares the utilization of ConceptNet and WordNet in 
query expansion. Spreading activation selects candidate terms for query expan-
sion from these two resources. Three measures including discrimination ability, 
concept diversity, and retrieval performance are used for comparisons. The top-
ics and document collections in the ad hoc track of TREC-6, TREC-7 and 
TREC-8 are adopted in the experiments. The results show that ConceptNet and 
WordNet are complementary. Queries expanded with WordNet have higher dis-
crimination ability. In contrast, queries expanded with ConceptNet have higher 
concept diversity. The performance of queries expanded by selecting the candi-
date terms from ConceptNet and WordNet outperforms that of queries without 
expansion, and queries expanded with a single resource. 

1   Introduction 

Query expansion has been widely used to deal with paraphrase problem in information 
retrieval. The expanded terms may come from feedback documents, target document 
collection, or outside knowledge resources [1]. WordNet [2], an electronic lexical da-
tabase, has been employed to many applications [9], where query expansion is an im-
portant one. Voorhees [14] utilized lexical semantic relations in WordNet to expand 
queries. Smeaton et al [13] added WordNet synonyms of original query terms with half 
of their weights. Liu et al [7] used WordNet to disambiguate word senses of query 
terms, and then considered the synonyms, the hyponyms, and the words from defini-
tions for possible additions to a query. Roberto and Paola [10] utilized WordNet to ex-
pand a query and suggested that a good expansion strategy is to add those words that 
often co-occur with the words of the query. To deal with short queries of web users, 
Moldovan and Mihalcea [8] applied WordNet to improve Internet searches.  

In contrast to WordNet, commonsense knowledge was only explored in retrieval in 
a few papers. Liu and Lieberman [5] used ConceptNet [4] to expand query with the 
related concepts. However, the above work did not make formal evaluation, so that 
we were not sure if the effects of introducing common sense are positive or negative. 
Hsu and Chen [3] introduced commonsense knowledge into IR by expanding con-
cepts in text descriptions of images with spatially related concepts. Experiments 
                                                           
* Corresponding author. 



2 M.-H. Hsu, M.-F. Tsai, and H.-H. Chen 

showed that their approach was more suitable for precision-oriented tasks and for 
“difficult” topics.  The expansion of this work was done at document level instead of 
query level. Document contributes much larger contextual information than query. 

In the past, few papers have touched on the comparison of ConceptNet and Word-
Net in query expansion under the same benchmark. We are interested in what effects 
of these two resources have. If we know which resource is more useful in a certain 
condition, we are able to improve the retrieval performance further. In this paper, we 
design some experiments with evaluation criteria to quantitatively measure WordNet 
and ConceptNet in the aspect of query expansion. We employ the same algorithm, 
spreading activation [12], to select candidate terms from ConceptNet and WordNet 
for the TREC topics 301-450, which were used in TREC-6, TREC-7 and TREC-8. To 
compare the intrinsic characteristics of these two resources, we propose three types 
of quantitative measurements including discrimination ability, concept diversity, and 
retrieval performance. 

This paper is organized as follows. In Section 2, we give brief introduction to 
WordNet and ConceptNet. The comparison methodology is specified in Section 3. 
Section 4 introduces the experiment environment and discusses the experimental re-
sults. Section 5 concludes the remarks. 

2   WordNet and ConceptNet 

In this section, we give brief introduction to the two resources to be compared. 
Frameworks and origins of the two knowledgebase are described. A surface compari-
son of their similarities and differences is also presented. 

2.1   WordNet 

WordNet appeared in 1993 and has been developed by linguistic experts at Princeton 
University’s Cognitive Science Laboratory since 1985. It is a general-purpose know-
ledgebase of words, and it covers most English nouns, adjectives, verbs and adverbs. 
WordNet’s structure is a relational semantic network. Each node in the network is a 
lexical unit that consists of several synonyms, standing for a specific “sense”. Such 
lexical unit is called as ‘synset’ in WordNet terminology. Synsets in WordNet are 
linked by a small set of semantic relations such as ‘is-a’ hierarchical relations and 
‘part-of’ relations. For its simple structure with words at nodes, WordNet’s success 
comes from its ease of use [2][9]. 

2.2   ConceptNet 

ConceptNet is developed by MIT Media Laboratory and is presently the largest com-
monsense knowledgebase [6]. ConceptNet is a relational semantic network that is 
automatically generated from about 700,000 English sentences of the Open Mind 
Common Sense (OMCS) corpus. Nodes in ConceptNet are compound concepts in the 
form of natural language fragments (e.g. ‘food’, ‘buy food’, ‘grocery store’, and ‘at 
home’). Because the goal of developing ConceptNet is to cover pieces of common-
sense knowledge to describe the real world, there are 20 kinds of relations categorized 
as causal, spatial, functional, etc. ConceptNet has been adopted in many interactive 
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applications [4]. Hsu and Chen [3] utilized ConceptNet to expand image annotations 
and got improvement for some difficult topics. As commonsense knowledge is deeply 
context-sensitive, the suitability of ConceptNet for query expansion is still not clear. 

2.3   A Surface Comparison 

WordNet and ConceptNet have several similarities: (1) their structures are both rela-
tional semantic networks; (2) both of them are general-purpose (that is, not domain-
specific) knowledgebase; and (3) concepts in the two resources are both in the form of 
natural language. On the other hand, WordNet and ConceptNet differ from each other 
in some aspects: (1) as their processes of development differ (manually handcrafted 
vs. automatically generated), intuitively WordNet has higher quality and robustness; 
(2) while WordNet focuses on formal taxonomies of words, ConceptNet focuses on a 
richer set of semantic relations between compound concepts [6]; and (3) WordNet dif-
ferentiates ambiguous meanings of a word as synsets, however, ConceptNet bears 
ambiguity of commonsense knowledge in its concepts and relations. 

3   Comparison Methodologies 

To compare the two knowledgebase in the aspect of query expansion intrinsically, we 
perform the same algorithm to expand queries. As WordNet and ConceptNet are both 
relational semantic networks, i.e., useful concepts for expansion in the network are 
usually those related to the concepts of the query, spreading activation [12] is adopted. 

Figure 1 shows the overall procedure of the comparison. Given an original query, 
we perform spreading activation on WordNet and ConceptNet, respectively. Then, the 
two expanded queries are compared with three quantitative measurements. The first 
measurement computes the discrimination ability in information retrieval. The second 
measurement calculates the concept diversity in relevant documents. The third di-
rectly evaluates the performance of retrieval, including two typical evaluation criteria 
for ad hoc retrieval. All of these measurements are described in Section 3.4. 

When we perform spreading activation in a semantic network to expand a query, the 
node of activation origin represents the concept of the given query. The activation ori-
gin is the first to be activated, with an initial activation score (e.g., 1.0). Next, nodes 
one link away from the activation origin are activated, then two links away, and so on. 

Equation (1) shown below determines the activation score of node j by three fac-
tors: (i) a constant Cdd 1 (e.g., 0.5), which is called distance discount that causes a 
node closer to the activation origin to get a higher activation score; (ii) the activation 
score of node i; (iii) W(i,j), the weight of the link from i to j. Different relations in the 
semantic network are of different weights. Neighbor(j) represents the nodes connected 
to node j. 

∈ )Neighbor(
dd ),W()_score(ActivationC)_score(Activation

ji
jiij  (1) 

Since most traditional IR systems are of bag-of-words model, we select the top N 
words with the higher activation scores as the expanded query. For a word w, its acti-
vation score is the sum of scores of the nodes (i.e., synsets in WordNet) that contain w. 
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Fig. 1. Overall procedure in our approach 

3.1   Pre-processing 

Each query was lemmatized and POS-tagged by Brill tagger. Stop-words were re-
moved and each of the remaining words with POS-tags was considered as a concept 
at the following stages. 

3.2   Spreading Activation in ConceptNet 

In addition to commonsense concepts and relations, ConceptNet also provides a set of 
tools for reasoning over text [6]. One of these tools, get_context(concepts), performs 
spreading activation on all kinds of relations in ConceptNet, to find contextual 
neighborhood relevant to the concepts as parameters. Different relations are set to dif-
ferent weights in default setting. For example, the weight of ‘IsA’ relation is 0.9 and 
the weight of ‘DefinedAs’ is 1.0, etc. We adopt this tool directly for collecting ex-
panded terms. In our experiments, each word in a compound concept has the same ac-
tivation score as that of the compound concept. More details about the reasoning tools 
in ConceptNet please refer to [6]. 

3.3   Spreading Activation in WordNet 

Since each node in WordNet is a synset that contains synonyms of certain sense, 
spreading activation in WordNet is surely performed on the unit of synset. Because 
ConceptNet covers most relations in WordNet, we determine the weights of relations 
in WordNet, shown in Table 1, by referring to the settings in ConceptNet. For each 
concept (a word with POS-tag) in the query, we choose its most frequent sense (syn-
set) as the activation origin from the corresponding POS. In other words, we do not 
disambiguate the sense of query terms in this paper for simplicity. 
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Table 1. Relations in WordNet and their weights for spreading activation 

Relation Type causes  holonyms hypernyms hyponyms meronyms Pertainyms 
Weight 0.8 0.8 0.8 0.9 0.9 0.7 

3.4   Quantitative Measurements 

The following proposes three types of measurements to investigate the intrinsic dif-
ferences between WordNet and Concept. They provide different viewpoints for the 
comparison. 

(1) Discrimination Ability (DA). Discrimination ability is used to measure how 
precisely a query describes the information need. In IR, the inverse document fre-
quency (IDF) of a term denotes if it occurs frequently in individual documents but 
rarely in the remainder of the collection. For IR systems as the state of the art, dis-
crimination ability of a term can be estimated by its IDF value. Hence the discrimina-
tion ability of a query is measured and contributed by the IDFs of the terms in the 
query. For a query q composed of n query terms (q1, q2, …, qn), we define its dis-
crimination ability (DA) as follows. 

=

=
n

i i

C

q

N

n
q

1

)
)df(

log(
1

)DA(  (2) 

where NC is the number of documents in a collection, and df(qi) is the document fre-
quency of query term qi. 

(2) Concept Diversity (CD). This measurement helps us observe the concept di-
versity of an expanded query, relative to the relevant documents. That is, we measure 
how much an expanded query covers the concepts occurring in the relevant docu-
ments. Let tm( ) denote the function that maps the parameter (a document or a 
query) to the set of its index terms. Let {dq(1), dq(2), …, dq(m)} denote the set of m 
documents which are relevant to the query q in the collection. The concept diversity 
(CD) of a query q is defined as follows. 

=

∩
=

m

i iq

iq
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dq
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q
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|)tm()tm(|1
)CD(  (3) 

(3) Retrieval Performance: This type of measurements includes two typical 
evaluation criteria for ad hoc retrieval, i.e., average precision (AP) and precision at 
top 20 documents (P@20). 

4   Experiments and Discussion 

We adopted the topics and the document collections in the ad hoc track of TREC-6, 
TREC-7 and TREC-8 as the experimental materials for the comparison. There are 
556,077 documents in the collection of TREC-6 and 528,155 documents in TREC-7 
and in TREC-8. Only the “title” part was used to simulate short query, since web 
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users often submit short queries to search engines. There are totally 150 topics with 
identifiers 301-450.  However, 4 of them (i.e., topics 312, 379, 392 and 423) are un-
able to be expanded by spreading activation either in WordNet or in ConceptNet, so 
that these 4 topics are neglected in the experiments. For each short query, the top 100 
words with the higher activation scores form the expanded query. The IR system 
adopted for the measurement of retrieval performance is Okapi’s BM25 [11]. The re-
trieval performance is measured on the top 1000 documents for each topic. 

Figures 2, 3, 4, and 5 show the results of the quantitative measurements, where the 
x-axis represents topic number, and 301-350, 351-400, and 401-450 are topics of 
TREC-6, TREC-7 and TREC-8, respectively. To compare the differences between 
WordNet and ConceptNet, the result presented for each topic is the difference be-
tween the two expanded queries, i.e., the measurement of the WordNet-expanded 
query subtracts that of the ConceptNet-expanded query. 

4.1   Preliminary Analysis 

Figure 2 shows the differences of two kinds of expansions in discrimination ability 
(DA). The DA averaged over the 146 experimental topics is 5.676 and 4.191 for the 
WordNet-expanded and ConceptNet-expanded queries, respectively. From Figure 2, it 
is obvious that the terms in the WordNet-expanded queries have higher discrimination 
ability. In other words, they are more specific than those terms in ConceptNet-
expanded queries. A specific term highly relevant to a topic can be considered as one 
of the kernel words of that topic. Figure 2 shows that the queries expanded by Word-
Net are more probable to contain the kernel words.  
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Fig. 2. Differences between WordNet and ConceptNet in discrimination ability (DA) 
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Fig. 3. Differences between WordNet and ConceptNet in concept diversity (CD) 
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Fig. 4. Topic-by-topic differences of retrieval performance in average precision (AP) 

The average concept diversity (CD) is 0.037 and 0.048 for the WordNet-expanded 
and the ConceptNet-expanded queries, respectively. In contrast to the result of dis-
crimination ability, Figure 3 shows that ConceptNet-expanded queries have higher 
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Fig. 5. Topic-by-topic differences of retrieval performance in P@20 

concept diversity than WordNet-expanded ones do. Note that the concept diversity of 
an expanded query is computed according to the relevant documents. As the terms in 
ConceptNet-expanded queries are usually more general than those in WordNet-
expanded queries, Figure 3 shows that ConceptNet-expanded queries cover more of the 
concepts that would usually co-occur with the kernel words in the relevant documents. 
We call the concepts that co-occur with the kernel words as cooperative concepts. 

Expanding a short query with the kernel words will help IR systems to find more 
relevant documents. On the other hand, co-occurrence of the cooperative concepts and 
the kernel words will help the IR system to rank truly relevant documents higher than 
those containing noise. Here we take topic 335 (“adoptive biological parents”) as an 
example to illustrate this idea. The kernel words of this topic may be “pregnancy”, 
“surrogate”, etc, and the cooperative concepts may be “child”, “bear”, etc. Of these, 
“surrogate” and “child” are suggested by WordNet and ConceptNet, respectively. The 
pair (child, surrogate) has stronger collocation in the relevant documents than in the 
irrelevant documents. The detail will be discussed in Section 4.2. 

The overall retrieval performances of the WordNet-expanded queries in AP and 
P@20 are 0.016 and 0.0425, respectively. For the ConceptNet-expanded queries, the 
performances are 0.019 and 0.0438, in AP and P@20, respectively. These retrieval 
performances are low because the expanded queries are formed by the top 100 words 
with the higher activation scores. The simple expansion method introduces too much 
noise. Figure 4 and Figure 5 show the differences of AP and of P@20 for each topic. 
We observed that WordNet-expanded queries perform better for some topics, but 
ConceptNet-expanded queries perform better for some other topics. While WordNet 
and ConceptNet are different in discrimination ability (Figure 2) and in concept diver-
sity (Figure 3), the two resources can complement each other in the task of ad hoc  
retrieval. Hence, we made further experiments in the following subsection. 



 Query Expansion with ConceptNet and WordNet: An Intrinsic Comparison 9 

4.2   Further Analysis 

In the next experiments, we performed manual query expansion by selecting some of 
the top 100 words proposed by spreading activation in WordNet or in ConceptNet, to 
expand the original query. Two research assistants, each of whom dealt with half of 
the topics of TREC-6, performed the process of manual expansion. They read the 
topic description in advance, and he/she had no idea about the real content or vocabu-
lary in the relevant documents. This manual selection process was performed sepa-
rately on the words proposed by WordNet and by ConceptNet. These manually se-
lected words for expansion are called WordNet-consulted (WC) and ConceptNet-
consulted (CC) terms, respectively. In this way, we compared four expansion strate-
gies, i.e., original (no expansion), WordNet-consulted, ConceptNet-consulted, and 
combination of WC and CC. We also increased the weights of the original query 
terms with different degrees to observe how the performances vary with the degrees. 
In the experiments, we only used the topics of TREC-6 for analyses. 

Figure 6 shows the performances in mean average precision of the four expansion 
strategies. The x-axis represents the degrees (times) by which the weights of the 
original query terms are increased. The performance of the original query is 0.221 and 
doesn’t vary with the degrees since there is no expansion. CC slightly performs better 
than the original when the degree is larger than 3, as well as WC with the degree lar-
ger than 6. The slight improvement of CC only or WC only shows that without infor-
mation about the real content of the relevant documents, effective query expansion for 
IR is a challenging task even for humans. The best performance is 0.2297, which is 
obtained with combination of WC and CC at degree 6, and 3.94% increase to the 
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Fig. 6. Performances of the four expansion strategies vs. the weights of the original query term  
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baseline. This performance improvement on no expansion is examined as significant 
by a t-test with a confidence level of 95%. The corresponding p-value is 0.034. 

Figure 6 also shows that a careful weighting scheme is needed no matter whether 
WordNet only or ConceptNet only is adopted. With an unsuitable weighting scheme, 
combination of WC and CC performs even worse than WC only or CC only. In Fig-
ure 6, CC performs stably when the degree increases larger than 3, but WC performs 
stably only after the degree is larger than 6. As the degree stands for how much the 
weights of original query terms are increased, in the aspect of ranking documents, the 
degree also stands for how much the weights of CC or WC terms are lightened. While 
the words proposed by WordNet are usually more specific and influence more heavily 
on the rankings of retrieved documents, it is shown that an appropriate weighting 
scheme is more important for WC than for CC. 
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Fig. 7. The performances of 8 topics using different expansion strategies 

While Figure 6 shows the result averaged over all topics of TREC-6, Figure 7 
shows some more strong evidences supporting the argument that WordNet and Con-
ceptNet can complement each other. Using different expansion strategies with the de-
gree 6, the performances (AP) of eight topics are presented. While CC only or WC 
only improve the performance of each of the eight topics, it’s obvious that all the 
eight topics benefit from the combination of WC and CC. Therefore, the overall im-
provement (refer to Figure 6) of combination of WC and CC is mostly exhibited in 
the eight topics.  

We verify the complementary of WordNet and ConceptNet, i.e., frequent co-
occurrence of WC terms and CC terms in relevant documents, by the following way. 
For each pair of CC term tc and WC term tw, we calculate LRP(tc, tw) using Equation 
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(4). LRP(tc, tw) is a value of logarithm of the ratio of two conditional probabilities: (1) 
the co-occurrence probability of tc and tw in the relevant documents; and (2) the co-
occurrence probability of tc and tw in the irrelevant documents. 

)|,P(

)|,P(
log),LRP(

IRRtt

Rtt
tt

wc

wc
wc =  (4) 

where R and IRR represent relevant and irrelevant documents, respectively. 
Table 2 shows the title, the CC terms, the WC terms and the term pairs having high 

LRP values for each topic in Figure 7. The term pairs with high LRP in the eight top-
ics are the major evidences to support that combination of WC and CC is effective as 
shown in Figures 6 and 7. Note that the pairs (child, surrogate), (life, surrogate) and 
(human, surrogate) of topic 335 have high LRP values. They also confirm the idea of 
kernel words and cooperative concepts mentioned in Section 4.1.  

Table 2. Illustration of the complementary of WordNet and ConceptNet in 8 topics 

Topic Title of Topic CC (tc) WC (tw) (tc,tw): LRP(tc,tw) 
302 poliomyelitis and 

post-polio 
affection 
flame 
global 

disease 
place 
paralysis 

(global, paralysis): 5.967 
(global, disease): 5.043 
(affection, paralysis): 4.983 

306 african civilian 
deaths 

war 
kill 
nation 

megadeath 
event 
casualty 
killing 

(war, killing): 3.715 
(kill, casualty): 3.598 
(nation, killing): 3.408 
(nation, casualty): 3.357 

307 new hydroelectric 
projects 

state 
exploration 
station 

proposition 
risky 
examination 

(station, risky): 3.906 
(station, examination): 3.598 
(exploration, examination): 3.428 

308 implant dentistry medical 
reproductive 
function 

artificial 
prosthesis 
specialty 

(medical, prosthesis): 9.400 
(function, prosthesis): 9.009 
(medical, artificial): 6.980 

310 radio waves and 
brain cancer 

cause 
carcinogen 
state 
produce 

corpus 
radiation 

(cause, radiation): 5.234 
(produce, radiation): 3.958 
(state, radiation): 3.081 

319 new fuel sources find 
energy 
natural 

material 
head 

(energy, material): 3.744 
(energy, head): 3.217 
(natural, material): 3.071 

335 adoptive biological 
parents 

child 
human 
life 

surrogate 
married 
kinship 

(child, surrogate): 8.241 
(life, surrogate): 6.840 
(human, surrogate): 5.867 

336 black bear attacks animal 
claw 
battle 

fight 
strike 
counterattack 

(claw, fight): 6.255 
(animal, fight): 3.916 

5   Conclusions and Future Works 

In this paper, we used the technique of spreading activation to investigate the  
intrinsic characteristics of WordNet and of ConceptNet. Three types of quantitative 
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measurements, i.e., discrimination ability, concept diversity, and retrieval perform-
ance are used to compare the differences between the two resources. With the pre-
liminary analysis and the verification of manual expansion, we have shown that 
WordNet is good at proposing kernel words and ConceptNet is useful to find coopera-
tive concepts. With an appropriate weighting scheme, the two resources can comple-
ment each other to improve IR performance. 

In future work, we will investigate an automatic query expansion method to com-
bine the advantages of the two resources. Commonsense knowledge in ConceptNet is 
deeply context-sensitive so that it needs enough context information for automatic 
query expansion. Using existing methods such as pseudo relevance feedback or re-
sources such as WordNet to increase the context information can be explored. We 
also intend to investigate whether complex techniques of word sense disambiguation 
(WSD) in WordNet are necessary for IR, under the existence of ConceptNet. 
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Abstract. Document similarity search aims to find documents similar to a 
query document in a text corpus and return a ranked list of similar documents.  
Most existing approaches to document similarity search compute similarity 
scores between the query and the documents based on a retrieval function (e.g. 
Cosine) and then rank the documents by their similarity scores. In this paper, 
we proposed a novel retrieval approach based on manifold-ranking of TextTiles 
to re-rank the initially retrieved documents. The proposed approach can make 
full use of the intrinsic global manifold structure for the TextTiles of the docu-
ments in the re-ranking process.  Experimental results demonstrate that the pro-
posed approach can significantly improve the retrieval performances based on 
different retrieval functions. TextTile is validated to be a better unit than the 
whole document in the manifold-ranking process.  

1   Introduction  

Document similarity search is to find documents similar to a query document in a text 
corpus and return a ranked list of similar documents to users. The typical kind of 
similarity search is K nearest neighbor search, namely K-NN search, which is to find 
K documents most similar to the query document. Similarity search is widely used in 
recommender systems in library or web applications. For example, Google T

1
T can per-

form an advanced search with “related” option to find similar web pages with a user-
specified web page and CiteSeer.ISTT

2
T provides a list of similar papers with the cur-

rently browsed paper.  
Document similarity search differs from traditional keyword-based text retrieval in 

that similarity search systems take a full document as query, while current keyword-
based search engines usually take several keywords as query. The keyword-based 
short query is usually constructed by users and can well reflect users’ information 
need, while the document-based long query may contains more redundant and am-
biguous information and even greater noise effects stemmed from the presence of a 
large number of words unrelated to the overall topic in the document.  

                                                           
T

1
T http://www.google.com 

T

2
T http://citeseer.ist.psu.edu/cs 
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The popular retrieval functions used in current text retrieval systems include the 
Cosine function, the Jaccard function, the Dice function [2, 14], the BM25 function in 
the Okapi system [10, 11] and the vector space model with document length normali-
zation in the Smart system [12, 13], among which the standard Cosine measure is 
considered as the best model for document similarity search because of its good abil-
ity to measure the similarity between two documents.  To our knowledge, almost all 
text search engines find relevant documents to a given query only by the pairwise 
comparison between the document and the query, thus neglecting the intrinsic global 
manifold structure of the documents. In order to make up for this limitation, we em-
ploy a manifold-ranking process [15, 16] for the initially retrieved documents and 
make full use of the relationships between the documents. In the manifold-ranking 
process, documents can spread their ranking scores to their nearby neighbors via a 
weighted network. Moreover, inspired by passage retrieval [6, 7], the manifold-
ranking process is applied at a finer granularity of TextTile [4, 5] instead of the whole 
document, because a document is usually characterized as a sequence of subtopical 
discussions (i.e. TextTiles) that occur in the context of a few main topic discussions, 
and comparison of subtopics is deemed to be more accurate than comparison of the 
whole document. 

Specifically, the proposed retrieval approach consists of two processes: initial 
ranking and re-ranking. In the initial ranking process, a small number of documents 
are retrieved based on a popular retrieval function. In the re-ranking process, the 
query document and the initially retrieved documents are segmented into TextTiles, 
and then the manifold-ranking algorithm is applied on the TextTiles and each 
TextTile obtains its ranking score. Lastly, a document gets its final retrieval score by 
fusing the ranking scores of the TextTiles in the document. The initially retrieved 
documents are re-ranked and the re-ranked list is returned to users.  Experimental 
results show the encouraging performance of the proposed approach and it can sig-
nificantly improve the retrieval performances based on different retrieval functions. 
TextTile is validated to be a better text unit than the whole document in the manifold-
ranking process. 

The rest of this paper is organized as follows: Popular retrieval functions are intro-
duced in Section 2. The proposed manifold-ranking based approach is described in 
detail in Section 3. Section 4 gives the experiments and results. Lastly, we present our 
conclusion in Section 5. 

2   Popular Retrieval Functions 

2.1   The Cosine Function 

The Cosine measure is the most popular measure for document similarity based on the 
vector space model (VSM). In VSM, a document d is represented by a vector with 
each dimension referring to a unique term and the weight associated with the term t is 
calculated by the tfBd,tB * idfBtB formula, where tfBd,tB is the number of occurrences of term t in 
document d and idfBtB=1+log(N/nBtB) is the inverse document frequency, where N is the 
total number of documents in the collection and nBtB is the number of documents  
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containing term t. The similarity sim(q,d), between the query document q and the docu-
ment d, can be defined as the normalized inner product of the two vectors q and d : 
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where t represents a term. q d gets the common words between q and d. Term weight 
wBd,t BisB Bcomputed by tfBd, B  idfBtB. 

2.2   The Jaccard Function 

The Jaccard function is similar to the Cosine function as follows: 
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2.3   The Dice Function 

The Dice function is defined similarly to the Cosine function as follows: 
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2.4   The BM25 Function 

The BM25 measure is one of the most popular retrieval models in a probabilistic 
framework and is widely used in the Okapi system. Given the query document q, the 
similarity score for the document d is defined as follows: 
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where t represents a unique term; N is the number of documents in the collection; n Bt Bis 
the B Bnumber of documents in which term t exists; fBq,t Bis the frequency of term t in q; fBd,t 

Bis the frequency of term t in d; dlfBdB is the sum of term frequencies in d; avedlf is the 
average of dlfBdB in the collection; K=2.0, b=0.8 are constants.  

2.5   The Vector Space Model with Document Length Normalization 

The vector space model with document length normalization (NVSM) is also a popu-
lar retrieval model and is used in the Smart system. Given the query document q, the 
similarity score for the document d is defined as follows: 
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where idfBtB is the inverse document frequency of term t; dlb BdB is the number of unique 
terms in d; avef Bd Bis the average of term frequencies in d (i.e. “dlfBdB/dlb BdB”); avedlb is the 
average of dlb BdB in the collection; S=0.2 is a constant. 

3   The Manifold-Ranking Based Approach 

3.1   Overview 

The aim of the proposed approach is two-fold: one is to evaluate the similarity be-
tween the query and a document by exploring the relationship between all the docu-
ments in the feature space, which addresses the limitation of present similarity metrics 
based only on pairwise comparison; the other is to evaluate document similarity at a 
finer granularity by segmenting the documents into TextTiles, which addresses the 
limitation of present similarity metrics based on the whole document.  

The proposed approach first segments the query and the documents into TextTiles 
using the TextTiling algorithm [4, 5], and then applies a manifold-ranking process on 
the TextTiles. All the TextTiles of a document obtain their ranking scores and the 
ranking score of the document is obtained by fusing the ranking scores of its 
TextTiles.  

Note that it is of high computational cost to apply the manifold-ranking process to 
all the documents in the collection, so the above manifold-ranking process is taken as 
a re-ranking process. First, we use a popular retrieval function (e.g. Cosine, Jaccard, 
Dice, BM25, NVSM, etc.) to efficiently obtain an initial ranking of the documents, 
and then the initial k documents are re-ranked by applying the above manifold-
ranking process.   

Formally, given a query document q and the collection C, the proposed approach 
consists of the following four steps: 

1. Initial Ranking: The initial ranking process uses a popular retrieval function to 
return a set of top documents D BinitB ⊆  C in response to the query document q, 
|D BinitB|=k.  Each document d BiB∈  D BinitB (1 i k) is associated with an initial retrieval 
score InitScore(d BiB).  

2. Text Segmentation: By using the TextTiling algorithm, the query document q 

is segmented into a set of TextTiles qχ = {x B1B, xB2B, …, x BpB} and all documents in 

D BinitB are segmented respectively and the total set of TextTiles for D BinitB is 

initDχ ={x Bp+1B, x Bp+2B, …, x BnB}.  

3. Manifold-Ranking: The manifold-ranking process in applied on the whole set 

of TextTiles: 
initDq χχχ ∪= , and each TextTile xBjB (p+1 j n) in

initDχ  gets 

its ranking score fBjPB

*
P. 
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4. Score Fusion: The final score FinalScore(d BiB) of a document d BiB∈  D BinitB  (1 i k) 
is computed by fusing the ranking scores of its TextTiles. The documents in 
D BinitB are re-ranked according to their final scores and the re-ranked list is  
returned.  

The steps 2-4 are key steps in the re-ranking process and they will be illustrated in 
detail in next sections, respectively. 

3.2   The Text Segmentation Process 

There have been several methods for division of documents according to units such as 
sections, paragraphs, or fixed length sequences of words, or semantic passages given 
by inferred shift of topic [6, 7]. In this study, we adopt semantic passages to represent 
subtopics in a document. As mentioned in [4, 5], the text can be characterized as a 
sequence of subtopical discussions that occur in the context of a few main topic dis-
cussions. For example, a news text about China-US relationship, whose main topic is 
the good bilateral relationship between China and the United States, can be described 
as consisting of the following subdiscussions (numbers indicate paragraph numbers): 

1 Intro-the establishment of China-US relationships 
2-3 The officers exchange visits   
4-5 The culture exchange between the two countries 
6-7 The booming trade between the two countries 
8 Outlook and summary 

We expect to acquire the above subtopics in a document and use them in the mani-
fold-ranking process instead of the whole document. The most popular TextTiling 
algorithm is used to automatically subdivide text into multi-paragraph units that rep-
resent subtopics.  

The TextTiling algorithm detects subtopic boundaries by analyzing patterns of 
lexical connectivity and word distribution. The main idea is that terms that describe a 
subtopic will co-occur locally, and a switch to a new subtopic will be signaled by the 
ending of co-occurrence of one set of terms and the beginning of the co-occurrence of 
a different set of terms. The algorithm has the following three steps:  

1) Tokenization: The input text is divided into individual lexical units, i.e. pseudo-
sentences of a predefined size; 

2) Lexical score determination: All pairs of adjacent lexical units are compared 
and assigned a similarity value;  

3) Boundary identification:  The resulting sequence of similarity values is graphed 
and smoothed, and then is examined for peaks and valleys. The subtopic 
boundaries are assumed to occur at the largest valleys in the graph. 

For TextTiling, subtopic discussions are assumed to occur within the scope of one 
or more overarching main topics, which span the length of the text. Since the seg-
ments are adjacent and non-overlapping, they are called TextTiles.  

The computational complexity is approximately linear with the document length, 
and more efficient implementations are available, such as Kaufmann [8] and 
JTextTile [3].  
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3.3   The Manifold-Ranking Process 

Manifold-ranking [15, 16] is a universal ranking algorithm initially used to rank data 
points along their underlying manifold structure. The prior assumption of manifold-
ranking is: (1) nearby points are likely to have the same ranking scores; (2) points on 
the same structure (typically referred to as a cluster or a manifold) are likely to have 
the same ranking scores. An intuitive description of manifold-ranking is as follows: A 
weighted network is formed on the data, and a positive rank score is assigned to each 
known relevant point and zero to the remaining points which are to be ranked. All 
points then spread their ranking score to their nearby neighbors via the weighted net-
work. The spread process is repeated until a global stable state is achieved, and all 
points obtain their final ranking scores.  

In our context, the data points are denoted by the TextTiles in the query document 
q and the top documents in D BinitB. The manifold-ranking process in our context can be 
formalized as follows: 

Given a set of data points  m
nppDq R}x,...,x,x,...x,x{ ⊂=∪= +121init

χχχ , 

the first p points are the TextTiles in the query document q and the rest n-p points are 
the TextTiles in the documents in D BinitB. Let Rf →χ: denotes a ranking function 
which assigns to each point xBjB (1 j n) a ranking value fBjB. We can view f as a vector 

[ ]T
21 n...,f,,fff = . We also define a vector [ ]T

21 n,...,y,yyy = , in which y BjB=1 (1 j p) 

for the TextTiles in q and  yBjB= InitScore(d BiB) (p+1 j n) for the TextTiles in any docu-
ment d BiB in D BinitB, where initiij   , Dddx ∈∈ , which means that the initial retrieval score 

of a document is used as the initial ranking scores of the TextTiles in the document. 
The manifold-ranking algorithm goes as follows: 

1. Compute the pairwise similarity among points (TextTiles) and using the 
standard Cosine function. 

2. Connect any two points with an edge. We define the affinity matrix W by 
WBijB=sim BcosineB(x BiB,x BjB) if there is an edge linking xBi Band xBjB. Note that we let 
WBiiB=0 to avoid loops in the graph built in next step. 

3. Symmetrically normalize W by S=DP

-1/2
PWD P

-1/2
P in which D is the diagonal 

matrix with (i,i)-element equal to the sum of the i-th row of W. 
4. Iterate ytSftf )1()()1( αα −+=+ until convergence, where α is a 

parameter in (0,1). 
5. Let fBjPB

* 
Pdenote the limit of the sequence {fBjB(t)}. Each TextTiles x BjB (p+1 j n) 

gets its ranking score f BjPB

*
P.  

Fig. 1. The manifold-ranking algorithm 

In the above iterative algorithm, the normalization in the third step is necessary to 
prove the algorithm’s convergence. The fourth step is the key step of the algorithm, 
where all points spread their ranking score to their neighbors via the weighted net-
work. The parameter of manifold-ranking weight  specifies the relative contributions 
to the ranking scores from neighbors and the initial ranking scores. Note that self-
reinforcement is avoided since the diagonal elements of the affinity matrix are set to 
zero. 
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The theorem in [16] guarantees that the sequence {f(t)} converges to 

ySIf 1* )( −−= αβ  (6) 

where =1- . Although fP

* 
Pcan be expressed in a closed form, for large scale problems, 

the iteration algorithm is preferable due to computational efficiency. Usually the con-
vergence of the iteration algorithm is achieved when the difference between the 
scores computed at two successive iterations for any point falls below a given thresh-
old (0.0001 in this study).  

Using Taylor expansion, we have  
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From the above equation, if we omit the constant coefficient , fP

*
P can be regarded 

as the sum of a series of infinite terms. The first term is simply the vector y, and the 
second term is to spread the ranking scores of the TextTiles to their nearby TextTiles, 
and the third term is to further spread the ranking scores, etc. Thus the effect of the 
TextTiles in the documents is gradually incorporated into the ranking score. 

3.4   The Score Fusion Process 

The final retrieval score of a document d BiB∈  D BinitB is computed by fusing the ranking 
scores of its TextTiles as follows: 

i

dx

*
jj

i d

f

)dFinalScore
∈

= ij(

λ
 (8) 

where )(simcosine ijj ,dx= is the cosine similarity between the TextTile x BjB and its 

associated document d BiB, which measures the importance of the TextTile x BjB in the 
document d BiB. | d BiB | represents the number of TextTiles in the document d BiB. This nor-
malization avoids favoring long documents.  

Finally, the documents in D BinitB are re-ranked according to their final scores and the 
re-ranked list is returned T

3
T. 

4   Experiments 

4.1   Experimental Setup 

In the experiments, the manifold-ranking based approach (“MR+TextTile”) is com-
pared with two baseline approaches: “Cosine” and “MR+Document”. The “Cosine” 

                                                           
T

3
T Only the top k documents (i.e. the documents in DBinit B) in the original ranked list are re-ranked 

and the rest documents in the original ranked list still hold their initial ranks. 
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baseline does not apply the manifold-ranking process and directly ranks the docu-
ments by their Cosine similarity with the query document, which is the popular way 
for document similarity search. The “MR+Document” baseline is adopted in [16], 
which uses the whole document instead of TextTile in the manifold-ranking process, 
and thus it does not need the steps of text segmentation and score fusion. The mani-
fold-ranking process is also applied on top documents retrieved by other retrieval 
functions. 

To perform the experiments, a ground truth data set is required. We build the 
ground truth data set from the TDT-3 corpus, which has been used for evaluation of 
the task of topic detection and tracking [1] in 1999 and 2000. TDT-3 corpus is anno-
tated by Linguistic Data Consortium (LDC) from 8 English sources and 3 Mandarin 
sources for the period of October through December 1998. 120 topics are defined and 
about 9000 stories are annotated over these topics with an “on-topic” table presenting 
all stories explicitly marked as relevant to a given topic. According to the specifica-
tion of TDT, the on-topic stories within the same topic are similar and relevant. After 
removing the stories written in Chinese, we randomly chose 40 topics as a test set, 
while the others were used as a training set.  

Sentence tokenization was firstly applied to all documents. Stop words were re-
moved and Porter’s stemmer [9] was used for word stemming. The JTextTile tool 
with default setting was employed to segment each document into TextTiles. The total 
stories are considered as the document collection for search, the first document within 
the topic is considered as the query document and all the other documents within the 
same topic are the relevant (similar) documents, while all the documents within other 
topics are considered irrelevant (dissimilar) to the query document. A ranked list of 
500 documents was required to be returned for each query document based on each 
retrieval approach. The higher the document is in the ranked list, the more similar it is 
with the query document.  For the proposed manifold-ranking process, the number of 
initially retrieved documents is typically set to 50, i.e. |D BinitB|=k=50. 

As in TRECT

4
T experiments, we use the average precisions at top N results, i.e. P@5 

and P@10, as evaluation metrics. The precision at top N results for a query is calcu-
lated as follows: 

R

RC
NP =@

, 
(9) 

where R is  the set of top N retrieved documents, and C is the set of similar documents 
defined above for a given query document. The precision is calculated for each query 
and then the values are averaged across all queries. 

Note that the number of documents within each topic is different and some topics 
contain even less than 5 documents or 10 documents, so its corresponding P@5 or 
P@10 may be low.  

4.2   Experimental Results 

The precision values of our proposed approach (“MR+TextTile”) and two baseline 
approaches (i.e. “Cosine” and “MR+Document”) are compared in Table 1, when the 

                                                           
T

4
T http://trec.nist.gov 
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manifold-ranking weight  is set to 0.3, which is tuned on the training set. The upper 
bounds are the ideal values under the assumption that all the relevant (similar) docu-
ments are retrieved and ranked higher than those irrelevant (dissimilar) documents in 
the ranked list. Seen from Table 1, the proposed approach significantly outperforms 
the two baseline systems. We can also see that the “MR+Document” baseline 
achieves almost the same P@5 value with the “Cosine” baseline and the higher P@10 
value than the “Cosine” baseline, which demonstrates that manifold-ranking process 
can benefit document ranking.  

Table 1. Performance comparison of the proposed approach and baseline approaches (* indi-
cates that the performance change over baseline1-“Cosine” is statistically significant, and P#P 
indicates that the performance change over baseline2-“MR+Document” is statistically signifi-
cant, i.e. p-value<0.05 for t-test) 

 Baseline1 
(Cosine) 

Baseline2: 
(MR+Document) 

Our Approach: 
(MR+TextTile) 

Upperbound 

P@5 0.830 0.825 0.855*P

#
P

 0.935 
P@10 0.720 0.738* 0.763*P

#
P

 0.863 

The performances of two MR-based approaches (i.e. “MR+TextTile” & 
“MR+Document”) with different manifold-ranking weight  are shown and compared 
in Figures 2 and 3. Seen from the figures, with appropriate values of the manifold-
ranking weight (i.e. <0.5), the proposed approach (i.e. “MR+TextTile”) can signifi-
cantly outperform the approach of “MR+Document”, which demonstrates that 
TextTile is a more appropriate unit than the whole document for the manifold-ranking 
process. This result can be explained by that a document is usually characterized as a 
sequence of subtopical discussions that occur in the context of a few main topic dis-
cussions and each TextTile can represent a subtopic with coherent text, and thus the 
manifold-ranking process can work at a finer granularity.  

Figure 4 explores the influence of the number of initially retrieved documents (i.e. 
k) on the performance of the proposed approach (i.e. “MR+TextTile”). Seen from the 
figure, when k is larger than 75, the system performances almost do not alter any 
more. This shows that a small number of initially retrieved documents work well in 
the re-ranking process and it will not improve the retrieval performance by increasing 
the number of initially retrieved documents.  

In addition to the Cosine function, other popular retrieval functions are explored in 
the experiments, including the Jaccard function, the Dice function, the BM25 function 
and the VSM with document length normalization (NVSM). We use these functions for 
initial ranking and get the initial retrieved documents associated with their initial re-
trieval scores, and then the proposed re-ranking process (steps 2-4) is applied. The per-
formances of the systems based only on the retrieval functions and the performances 
ofthe systems using the re-ranking process are compared in Table 2. For example, “Jac-
card” denotes the system using the Jaccard function to retrieve the documents, while 
“Jaccard+MR” denotes the system using the Jaccard function to retrieve the initial k  
 



 Document Similarity Search Based on Manifold-Ranking of TextTiles 23 

α
 

Fig. 2. P@5 comparison of MR-based approaches with different  

α
 

Fig. 3. P@10 comparison of MR-based approaches with different  

 

Fig. 4. Performance comparison of the proposed approach with different k 
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documents and then applying the re-ranking process to get the re-ranked document list. 
Here we still have k=50 and =0.3. Seen from Table 2, the proposed re-ranking process 
improves all the retrieval performances based on different retrieval functions, which 
demonstrates the robustness of the proposed manifold-ranking process.   

Table 2. Performance comparison based on different retrieval functions w/ and w/o the mani-
fold-ranking process (* indicates that the performance change over the corresponding retrieval 
approach w/o MR is statistically significant, i.e. p-value<0.05 for t-test) 

 Jaccard Jaccard 
+MR 

Dice Dice 
+MR 

BM25 BM25 
+MR 

NVSM NVSM 
+MR 

P@5 0.835 0.850 0.832 0.850* 0.820 0.850* 0.810 0.845* 
P@10 0.740 0.758* 0.740 0.753* 0.720 0.740* 0.710 0.723 

5   Conclusion 

In this paper, we propose a novel retrieval approach for document similarity search. 
The proposed approach re-ranks a small number of initially retrieved documents based 
on manifold-ranking of TextTiles. The manifold-ranking process can make full use of 
the relationships among TextTiles to improve the retrieval performance. The experi-
mental results demonstrate the favorable performance of the proposed approach.    

In future work, we will explore the influence of different text segmentation meth-
ods on the retrieval performance. We will also adapt the proposed retrieval approach 
to search of semi-structured documents, such as XML documents and web pages.  
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Abstract. This paper proposes a new approach to ranking the documents 
retrieved by a search engine using click-through data. The goal is to make the 
final ranked list of documents accurately represent users’ preferences reflected 
in the click-through data. Our approach combines the ranking result of a 
traditional IR algorithm (BM25) with that given by a machine learning 
algorithm (Naïve Bayes). The machine learning algorithm is trained on click-
through data (queries and their associated documents), while the IR algorithm 
runs over the document collection. We consider several alternative strategies for 
combining the result of using click-through data and that of using document 
data.  Experimental results confirm that any method of using click-through data 
greatly improves the preference ranking, over the method of using BM25 alone. 
We found that a linear combination of scores of Naïve Bayes and scores of 
BM25 performs the best for the task. At the same time, we found that the 
preference ranking methods can preserve relevance ranking, i.e., the preference 
ranking methods can perform as well as BM25 for relevance ranking. 

1   Introduction 

This paper is concerned with the problem of improving document ranking in 
information retrieval by using click-through data. Suppose that we have a search 
engine. Given a query, it can return a list of documents ranked based on their 
relevance to the query. During the use of the search engine we have collected users’ 
click-through data. The click-through data can represent the general trends of users’ 
preferences on documents with respect to queries. Our goal here is to re-rank the 
documents in future search using the click-through data so that the most likely to be 
clicked documents are re-ranked on the top from among the relevant documents. That 
is to say, we are to re-rank documents on the basis of users’ preferences among the 
relevant documents.  

Usually users only look at the top ranked documents in search results (cf., [22] [23] 
[24]), and thus if we can rank users’ preferred documents on the top, then we will be 
able to improve users’ search experiences, for example, save users’ time in search. 

To the best of our knowledge, no investigation has been conducted on the problem, 
although there is some related work as described in Section 2. 
                                                           
* Min Zhao is currently researcher at NEC Lab China, Beijing. 
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In this paper, we employ a machine learning approach to address the above 
problem and investigate a number of simple, but in our view, fundamental methods.  

We employ BM25 for the relevance ranking in the initial search engine (In our 
experiments, the search engines used for collecting click-through data were also based 
on BM25). We use the click-through data to train a classifier which can categorize 
queries into documents with scores. Specifically, queries are viewed as instances, 
documents are viewed as categories, and queries invoking clicks of a document are 
regarded as instances ‘classified’ into the category. As classifier, we make use of 
Naïve Bayes. Given a new query, BM25 and Naïve Bayes can respectively construct a 
ranked list of documents, on the basis of relevance and preference respectively. We 
consider a number of methods to combine the two lists. Linear combination is the 
main method among them. 

Two questions may arise here. First, do the preference ranking methods preserve 
relevance? In other words, are the documents ranked top by the methods still 
relevant? Second, are the preference ranking methods indeed effective? Which 
method is more effective in performing the task? 

We conducted experiments in order to answer the above questions, using data from 
two search engines: Encarta and Microsoft Word Online Help. First, experimental 
results indicate that our preference ranking methods can preserve relevance ranking. 
Second, experimental results indicate that the preference ranking methods using click-
through data significantly perform better than BM25 for preference ranking. 
Furthermore, among the methods, the linear combination of scores from BM25 and 
Naïve Bayes performs the best. (We evaluated preference ranking results in terms of 
click distribution). 

In conclusion, our methods can significantly improve preference ranking and at the 
same time preserve relevance ranking. 

2   Related Work 

2.1   Use of Click-Through Data 

Document retrieval can be described as the following problem. A search engine 
receives a query from a user, and then returns a ranked list of retrieved documents 
based on their relevance to the query. The list contains the links to the documents, as 
well as the titles and snippets of the documents. The user clicks the links of the 
documents which he considers relevant and interesting, after reading the titles and 
snippets.  

Click-through data can be recorded in operation of the search engine, as described 
in [11]. Here, click-through data refers to <query, clicks> pairs recorded during 
document retrieval. The clicks are the set of documents clicked by the user after 
sending the query. 

Some work has been done on using query logs in information retrieval and web 
data mining (e.g., [1]), because query logs contain a large amount of useful 
information. Here, by query logs we mean all the information which can be obtained 
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during search of documents. Query log data, thus, contains click-through data. (Note 
that some researchers do not distinguish the two terms.) 

Methods of using click-through data have been proposed for meta-search function 
training, term expansion, query clustering, implicit feedback, etc. 

For example, Joachims [11] proposes a method of utilizing click-through data in 
learning of a meta-search function. Specifically, he employs a method called Ranking 
SVM. His method is unique in that it takes the relative positions of the clicks in a 
ranked list as training data. He has applied the method to the adaptation of a meta-
search engine to a particular group of users. 

Oztekin et al [17] propose several methods for meta-search. They have compared 
the methods by using a new metric called ‘average position of clicks’ calculated based 
on click-through data. The authors claim that the implicit evaluation method based on 
users’ clicks can offer more statistically reliable results than an explicit evaluation 
method based on users’ relevance judgments. 

Cui et al [6] try to use click-through data to solve the problem of mismatch 
between query terms and document terms. With click-through data, the probabilistic 
correlations between query terms and documents terms can be extracted and high 
quality term expansion can be conducted. 

Furthermore, Beeferman etc. [4] propose methods for harvesting clusters of queries 
and web pages by using click-through data. Ling et al [14] investigate a similar 
problem, but focus on the issue of finding generalized query patterns and using them 
in the cache of a search engine. 

In [12] [18] and [21], click-through data is regarded as implicit feedback and used 
to improve relevance ranking.  

DirectHit was a commercial internet search engine (http://www.directhit.com). It is 
claimed that DirectHit uses click-through data in ranking of retrieved documents 
(http://www.searchengines.com/directhit.html). Their problem setting is similar to 
that in the current research; however, details of the technologies used are not known. 

2.2   Meta Search and Relevance Feedback 

Meta-search attempts to improve ranking by combining ranking results returned by 
several search engines, while relevance feedback manages to improve ranking by 
using feedbacks on relevance from users. Both of them consider performing ranking 
based on relevance, not based on users’ preference. 

Meta-search and related problems such as result fusion have been intensively 
studied [2] [3] [8] [9] [11] [13] [15] [17] [25]. One of the key issues in meta-search is 
to construct a meta-ranking function which combines the scores or ranks returned by 
ranking functions. Many meta-ranking functions have been proposed (cf., [2] [16]), 
which are based on averaging, sum, linear combination, voting, interleaves, logistic 
regression, etc. 

Relevance feedback is an iterative process as follows. Given documents returned 
by the search engine, the user is asked to mark them as relevant or irrelevant. The 
query is then expanded with terms extracted from the marked relevant documents. 
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Next, documents are retrieved with the new query. The process is repeated (cf., [20]). 
Since relevance judgments can be burdens to users, automatic ways of getting 
feedbacks, such as pseudo-relevance feedback [5] and implicit relevance feedback 
[21] [26], have been proposed. The main purpose of relevance feedback is to refine 
user’s query so that user’s information needs can be expressed more accurately. 

3   Problem and Evaluation 

3.1   Preference Ranking Using Click-Through Data 

The problem we address in this paper is whether and how we can use click-through 
data to improve preference ranking. More specifically, we consider a re-ranking (or 
adaptation) problem as follows: a search engine first receives a query from a user, and 
then presents a ranked list of retrieved documents based on their relevance to the 
query. (We assume here that the document collection and the relevance ranking 
mechanism (e.g., BM25) are fixed). Next, a re-ranking engine re-orders the ranked list 
of documents based on users’ preferences, using click-through data. The top ranked 
documents should be relevant and preferred by users.  

In one extreme case, the re-ranking engine completely ignores the initial relevance 
ranking and creates a new preference ranking. In the other extreme case, the re-
ranking engine only uses the initial relevance ranking. 

Preference and relevance are different notions, although closely related to each 
other. If users think that some documents are more worth-reading (important and 
interesting) than the others among the relevant documents, then we say that they 
prefer those documents. In this paper, preferences are assumed to be from a group of 
users, not a single user. Preference is more subjective and dynamic, while relevance is 
more objective and static. When a query is fixed, its relevant documents are almost 
fixed, while users’ preferences may change depending on user groups and time 
periods. 

In this paper, we assume that click-through data can reflect the general trends of 
users’ preferences. (Note that users’ preferences can be measured by other factors like 
‘dwell time’, cf., [7]). It is likely that a user clicks a document which he find 
uninteresting or even irrelevant later. The percentage of such ‘noisy’ clicks over total 
clicks should be low, however. (Otherwise, the search engine will not be used by 
users.) Therefore, click-through data can and should be used in preference ranking. 
We also assume here that there is no ‘click spam’. 

Figure 1 shows the differences between the current problem and other information 
retrieval problems: conventional search, meta-search, relevance feedback. The current 
problem focuses on preference ranking, while the other problems focus on relevance 
ranking.  

In practice, usually users only look at the top ranked documents in search results 
(cf., [22] [23] [24]), and thus putting users’ preferred documents on the top is 
necessary and important for document retrieval.  
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Fig. 1. Comparison of retrieval problems 

3.2   Click Distribution 

An ideal way of evaluating the performance of a preference ranking method might be 
to select a number of users and a set of queries, and let every user to explicitly judge 
preference on each of the documents to each of the queries. Furthermore, for each 
query, counting the number of preference judgments on each document, ranking the 
documents in descending order of their preference counts, and taking the order as the 
correct ‘answer’. This evaluation can give accurate results. However, it is costly, and 
thus is not practical. 

We consider here the use of ‘click distribution’ for the evaluation. Click 
distribution is the distribution of document positions clicked by users in the ranked 
lists. If a user clicks k documents, a method that places the k documents in higher 
ranks (ideally the first k ranks) is better than a method that does not. 

The advantage of using the measure is that a large amount of click-through data 
can be used. The disadvantage is that click-through data may contain noise. However, 
as is explained above, the percentage of noise should be low. Thus, click distribution 
is a good enough measure for evaluation of preference ranking methods. 
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4   Methods 

We propose a machine learning approach to address the problem of preference 
ranking using click-through data. It turns out to be a problem of using click-through 
data to re-rank documents so that the most likely to be clicked documents are re-
ranked on the top from among the relevant documents. 

We first use click-through data to train a classifier which categorizes queries into 
documents with scores. It is actually a problem of text classification. Specifically, we 
view queries as instances, documents as categories, and queries invoking clicks of a 
document as instances ‘classified’ into the category. We next combine the results 
given by the classifier and the results given by the initial search engine. It is actually a 
problem of result fusion. Specifically, we combine the information from two data 
sources: the classifier and the search engine, in order to achieve better performances 
than using information from either of the sources alone. 

As the initial search engine, we employ the ranking method used in the Okapi 
system [19], which is called BM25 (BM hereafter). (This is because in the 
experiments described below click-through data were collected from search engines 
based on BM25.) 

For click-through data classification, we employ Naïve Bayes (hereafter NB). 
For combination of the two methods, we consider a number of strategies: (1) data 

combination (DC), (2) ranking with NB first and then BM (NB+BM), and (3) linear 
combination of BM and NB scores (LC-S) and linear combination of BM and NB 
ranks (LC-R). BM and NB themselves are the combination methods in two extreme 
cases: the former does not make use of click-through data and the latter makes only 
use of click-through data. DC first combines click-through data with document data, 
and then uses BM. 

In practice, some search engines only return a ranked list of documents without 
scores. NB, NB+BM, and LC-R can still work under such circumstances. 

4.1   Notation 

D = {d} is a document collection. 
Q = {q} is a set of queries, and a query q consists of words.  
T = {t} is a set of words. 
R(q) = <d1, d2, … dm> is a ranked list of retrieved documents with respect to query q, 
returned by a method. Some methods only return a ranked list, while other methods 
associate each di (1  i  m) with a score S(q, d), satisfying S(q, d1)  S(q, d2)  …  
S(q, dm). 
C = {<q, c>} is a set of click-through data, where c = <d1, d2, … dk> is a set of 
documents clicked by a user. 
Qd = {q} is the subset of Q related to document d in click-through data. 

4.2   BM – Initial Ranking Function  

In BM, given query q, we first calculate the following score (using the default values 
of parameters in the formula of BM25) of each document d with respect to it 
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where tft,d is term frequency of word t in document d, dft is  document frequency of 
word t in collection D, N is number of documents in D, dld is length of document d, 
and dlavg is average length of documents in D. 

We next rank documents according to their scores SBM(q,d), and then obtain a 
ranked list of documents RBM(q). 

4.3   NB – Click-Through Classification 

We can view each document in the given collection as a category, and the queries 
associated with each of the documents as instances classified into the category. The 
association can be found in click-through data (cf., Figure 2). Thus, we can construct 
a classifier on the basis of the click-through data and formalize the problem of 
document retrieval as that of text classification.  

 

 

Fig. 2. Relationship between queries and documents 
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Here, Qd is subset of queries in Q associated with document d, tft,Qd is term frequency 
of word t in Qd,  tft is term frequency of t in Q, tfQd is total term frequency in Qd,  tfQ 
is total term frequency in Q, and |VQ| is number of unique words in Q. Furthermore, 
p(d) and )(dp  are prior probabilities of category d and its converse category d , and 

we assume that they are equal for all documents. The converse category d consists of 
all documents except d. 

We use log of ratio of the two probabilities as score of document d with respect to 
query q. 

=
)|(
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In NB, we rank documents by SNB(q,d)  and then obtain RNB(q). 

4.4   DC – Data Combination 

The above two methods rank documents based upon information from only one data 
source: either document or click-through. In the sequel, we consider a number of 
methods which combine the information from both data sources. 

The simplest method of combination might be to combine the queries to their 
associated documents, view them as pseudo-documents, and run BM with the pseudo-
documents. 

More precisely, for each document d and its associated query set Qd, we create a 
pseudo-document d’ by combing d and Qd. Given a new query q, apply BM to the 
collection D’={d’} and get SBM(q,d’) for each document. Let SDC(q,d) =  SBM(q,d’), we 
can rank the documents with the scores and obtain RDC(q). 

4.5   NB+BM – NB First and BM Next 

In NB+BM, given the initial ranked list by BM, we pick up from the list those 
documents whose NB scores are larger than a predetermined threshold, rank them by 
NB, and put them on the top of the list. The assumption is that click-through data 
reflects users’ preferences and thus it is better to use the information first for 
preference ranking.  

Let RBM(q) be the ranked list of documents returned by BM. Some of them can be 
ranked by NB with the ranked list denoted as RNB(q). We put the documents in RNB(q) 
at the top, and the remaining documents behind according to RBM(q). We then obtain 
RNB+BM(q). For example, if RBM(q) = <d1, d2, d3, d4> and RNB(q) = <d3, d2>, then 
RNB+BM(q) = < d3, d2, d1, d4>. 

4.6   LC-S and LC-R – Linear Combination 

We can employ a fusion strategy to combine the results of NB and BM. The most 
widely used method for such fusion is linear combination.  

We consider two sorts of linear combination methods. In Linear Combination of 
Scores (LC-S), we rank documents by linearly combining the normalized scores 
returned by BM and NB: 
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In Linear Combination of Ranks (LC-R) we rank documents by linearly combining 
the normalized ranks returned by BM and NB. Suppose that document d is ranked at 
ith position in RBM(q) and at jth position in RNB(q), and there are m documents in RBM(q) 
and n documents in RNB(q), then we have 
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where α is weight. 
We determine the weight  in the linear combination by training on click-through 

data.  
As measure for training, we use Percentage of Clicks on Top N (PC-TopN for 

short). PC-TopN represents the percentage of clicked documents on top-N positions 
among all clicked documents. Actually, PC-TopN is the result at point N in a click 
distribution. Since we use click distribution for evaluation, it is natural to use the 
same measure for training (For training, we can use a single value instead of a 
distribution as the measure). 

Given a specific value of , we can create a linear combination model and calculate 
its corresponding PC-TopN value with the training data. From a number of possible 
values of , we select the one that maximizes PC-TopN with respect to the training 
data. That is to say, we choose the  that achieves the best performance in document 
preference ranking. Since there is only one parameter  in our linear combination 
model, there is no need to employ a complicated parameter optimization method. 

5   Experiments and Results 

We conducted two experiments on two data sets. One was to investigate whether our 
preference ranking methods can preserve relevance ranking. The other was to 
examine whether our methods outperform the baseline BM25 for preference ranking, 
and among them which method works best. 

5.1   Data Sets 

The two data sets used in our experiments are ‘Encarta’ and ‘WordHelp’. Encarta is 
an electronic encyclopedia on the web (http://encarta.msn.com), which contains 
44,723 documents. Its search engine (based on BM) has recorded click-through data. 
We obtained data collected over two months. WordHelp is from Microsoft Word 
Online Help, which contains 1,340 documents. In an experimental setting, its search 
engine (also based on BM) collected click-through data during four months. Details of 
the two data sets are shown in Table 1. 

Table 2 shows randomly selected queries in the click-through data of each data set.  
The titles and snippets in both WordHelp and Encarta are created by humans, and 

thus are very accurate. Thus, for the two data sets it is possible for users to make 
preference judgments based on title and snippet information. 
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Table 1. Details of WordHelp and Encarta click-through data 

Word Encarta
Time span 4 months 2 months 
Total number of queries ~34,000 ~4,600,000 
Total number of unique queries ~13,000 ~780,000 
Average query length ~1.9 ~1.8 
Average clicks per query ~1.4 ~1.2 

Table 2. Example queries in WordHelp and Encarta click-through data 

 
WordHelp 

xml, table contents, watermark, signature, speech, password, template, shortcut bar, fax, 
office assistant, equation editor, office shortcut bar, highlight, language,  bookmark 

 
Encarta 

electoral college, China, Egypt, Encarta, sex, George Washington, Christmas, Vietnam war, 
dogs, world war II, solar system, abortion, Europe 

5.2   Training and Testing Data 

The click-through data in Encarta and WordHelp were recorded in chronological 
order. We separated them into two parts according to time periods, and used the first 
parts for training and the second parts for testing. 

For Encarta, we had 4,500,000 <q, c> click-through pairs for training, and 10,000 
pairs for testing. For WordHelp, we had 30,000 <q, c> click-through pairs for training 
and 2,000 pairs for testing. 

For NB and NB+BM, we made use of the training data (click-through data) in the 
construction of classifiers. For LC-R and LC-S, we made use of the training data in 
the construction of classifiers and a randomly selected subset of training data (10,000 
instances in Encarta and 2,000 instances in WordHelp) in the tuning of linear 
combination weights. For DC, we utilized the training data and the document data in 
the construction of models. 

When training the weights in LC-R and LC-S, we tried different values of N for 
PC-TopN: PC-Top1, PC-Top2, PC-Top5, PC-Top10, and PC-Top20. It seems that N 
only slightly affects the weights and the final ranking results have little differences 
with different values of N used in training. Thus, in the experiments reported in this 
paper, N was fixed at 5. 

In order to conduct precise analysis, we further created three data sets on the basis of 
the same click-through data for both Encarta and WordHelp. They are referred to as 
one_click, first_click, and all_clicks, respectively. In one_click, we used the <q, c> pairs 
only having single clicks as instances. In first_click, we extracted the first clicks in all 
click-through pairs to create instances. In all_clicks, we used all click-through pairs as 
instances. For example, given two click-through instances <q1, {d1, d2}> and <q2, {d3}>, 
one_click = {<q2, d3>}, first_click = {<q1, d1>, <q2, d3>}, and all_clicks = {<q1, d1, d2>, 
<q2, d3>}. Due to limitation of space, we only report the results with first_click in this 
paper. The results with one_click and all_clicks have the same tendencies. 

5.3   Experiment 1  

We randomly selected 40 queries from the testing (click-through) data of Encarta and 
that of WordHelp respectively. More precisely, for each data set, we sorted all the 
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queries in terms of frequency, then equally divided the sorted set into four subsets, 
and randomly picked up 10 queries from each of the subsets. In this way, we were 
able to select queries from different frequency ranges. 

For each query, the six ranking methods described in Section 4 were employed to 
produce a ranked list, and the top-5 documents returned by the methods were merged 
together. Next, humans made judgments on the relevance of the documents. We then 
used the measure of top 1, 2, and 5 precisions to evaluate the performances of the six 
methods for relevance ranking. 

We report here the results when 10% of Encarta and 20% of WordHelp training 
data were respectively used for training of the ranking methods, in accordance with 
the results reported for Experiment 2 in Section 5.4. 

The results in Table 3 indicate that all the preference ranking methods using click-
through data improve upon or at least work as well as the initial relevance ranking 
method – BM. (Some of the improvements are statistically significant according to 
our statistical testing). Thus, it is safe to say that the preference ranking methods can 
preserve relevance ranking.  

It should be noted that NB, the method which ranks documents by using click-
through data alone, can still achieve better results than BM. The result indicates that 
preference is strongly related to relevance. 

Table 3. Performance of six methods with respect to WordHelp and Encarta data in terms of 
top 1, 2 and 5 precisions (Pre@1, Pre@2, Pre@5) 

Collection Method Pre@1 Pre@2 Pre@5 
LC-S 0.850 0.700 0.455 
NB+BM 0.700 0.625 0.450 
NB 0.700 0.613 0.445 
DC 0.700 0.600 0.435 
LC-R 0.675 0.575 0.390 

WordHelp 

BM 0.650 0.537 0.390 
     

LC-S 0.825 0.563 0.300 
NB+BM 0.750 0.525 0.280 
NB 0.750 0.525 0.280 
DC 0.750 0.525 0.270 
LC-R 0.725 0.500 0.260 

Encarta 

BM 0.450 0.388 0.250 

5.4   Experiment 2 

We applied the methods of BM, NB, DC, NB+BM, LC-R, and LC-S to both Encarta 
and WordHelp data for preference ranking. 

All the results with Encarta and WordHelp show almost the same tendencies. 
We used different proportions of training data in creating NB, DC, NB+BM, LC-R, 

and LC-R. We only show the results here when 20% and 100% of WordHelp training 
data, and 10% and 100% of Encarta training data are available. This is because they 
are representative of the general trends in the entire results. 

We found that the use of click-through data is effective for enhancing preference 
ranking. Nearly in all cases, the methods using click-through (i.e., LC-S, LC-R, NB, 
NB+BM, DC) perform better than the method without using it (i.e., BM). 
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We also found that when the size of training (click-through) data is large, LC-S, 
NB+BM, and NB perform nearly equally best, and when the size of training (click-
through) data is small, LC-S performs best. Therefore, it is better to always employ 
LC-S. 

The results were obtained on the basis of the measure: click distribution as 
described in Section 3.2. Again, click distribution represents the percentage of clicked 
documents on top N positions among clicked documents. The higher percentage of 
clicks on top, the better a method is. For each method, we evaluated the percentages of 
clicks on top 1, top 2, top 10, top 20, and all. We also evaluated the percentages of 
clicks in intervals between rank 1-1, rank 2-2, rank 3-5, rank 6-10, rank 11-20, and 
rank 21-. 

 

Fig. 3. Click distributions with 20% WordHelp training data and 10% Encarta training data 
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Figure 3 shows the click distributions when 10% of Encarta and 20% of WordHelp 
training (click-through) data are respectively available. Among the methods, LC-S 
performs the best.  

Figure 4 shows the click distributions when 100% training data is available. 
Among the methods, LC-S, NB+BM, and BM perform best.  

We conducted sign test [10] to see the significance of differences between methods 
on percentage of clicks on top5 (significance level was set to 0.005). 

We use ‘{A, B}’ to represent ‘methods A and B do not have significant difference 
in performance’, and use ‘A >> B’ to represent ‘method A is significantly better than 
method B’. 

 

Fig. 4. Click distributions with 100% WordHelp and Encarta training data 
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With 20% training data for WordHelp and 10% training data for Encarta, we have: 
(1) WordHelp: {LC-S, NB+BM} >> NB >> DC >> LC-R >> BM 
(2) Encarta: LC-S >> NB+BM >> NB >> {DC, LC-R} >> BM  
With 100% training data, we get the same results for WordHelp and Encarta: 
(3)  {LC-S, NB+BM, NB} >> {DC, LC-R} >> BM. 

5.5   Discussions 

We discuss why the use of click-through data can help improve preference ranking 
and why LC-S can work best when different sizes of click through data are available. 

We examined how the proportion of ‘unseen’ queries in testing data changes when 
training (click-through) data gets accumulated. Figure 5 shows the results. We see 
that the number of previously unseen queries in the testing data decreases when 
training data increases no matter whether it is in time order or reverse order. For 
WordHelp, eventually only 34% of testing queries is previously unseen, and for 
Encarta, only 15% of testing queries is previously unseen. Therefore, using click-
through data (already observed click records) can help improve prediction of users’ 
future clicks, i.e., preference ranking. 
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(b) Encarta –part1 
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(c) Encarta –part2 

Fig. 5. Percentages of unseen queries in testing data versus sizes of WordHelp and Encarta 
training data 
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Table 4. Distribution of queries and clicked documents in click-through data (Type represents 
unique queries / clicked documents, and Token represents all queries / clicked documents) 

Frequency 1 2-3 4-10 11-50 51- 
Type 76.5% 14.1% 6.3% 2.6% 0.5% 

WordHelp query 
Token 29.9% 12.5% 14.4% 21.5% 21.7% 
Type 3.2% 5.7% 22.6% 49.5% 19.0% WordHelp 

clicked document Token 0.1% 0.4% 4.6% 35.8% 59.1% 
Type 68.3% 19.7% 7.4% 3.1% 1.5% 

Encarta query 
Token 11.4% 7.4% 7.2% 11.9% 62.1% 
Type 8.0% 11.5% 20.4% 29.1% 31.0% Encarta  

clicked document Token 0.1% 0.2% 0.9% 4.8% 94.0% 

Table 4 shows the frequency distributions of queries and clicked documents in the 
click-through data. For both data sets, query frequency is heavily distributed on a 
small number of common terms, and clicked document frequency is heavily 
distributed on a small number of common documents. The statistics indicate that 
prediction of users’ clicks based on click-through data is at least possible for common 
queries. 

From the results, we see that the way of using click-through data, as we propose, 
can effectively enhance the performance of preference ranking.  

It appears reasonable that NB, NB+BM, LC-S perform equally well when click 
through data size is large enough. In such situation, NB performs much better than 
BM, and thus both in the ‘back-off’ model of NB+BM and the linear combination 
model of LC-S, NB does dominate (i.e., NB either works frequently or has a large 
weight). 

Interestingly, when click-through data is not sufficient, LC-S performs best, 
suggesting that combining information from two different sources effectively helps 
improve performance even if training data is not enough. 

It is easy to understand LC-S always performs better than LC-R, as the former uses 
scores and the latter uses ranks, and there is loss in information when using LC-R. 

6   Conclusions 

We have investigated the problem of preference ranking based on click-through data, 
and have proposed a machine learning approach which combines information from 
click-through data and document data. Our experimental results indicate that 

− click-through data is useful for preference ranking, 
− our preference ranking methods can perform as well as BM25 for relevance 

ranking, 
− it is better to employ a linear combination of Naïve Bayes and BM25. 

Future work still remains. In our study, we used Naïve Bayes as the classifier. It 
will be interesting to see how other classifiers can work on the problem. In our 
experiments, we tested the cases in which the document collection was fixed. It is an 
open question whether we can make a similar conclusion in the cases in which the 
document collection dynamically changes during recording of click-through data. 
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Abstract. Expert finding is a frequently faced problem in Intranet information 
management, which aims at locating certain employees in large organizations. A 
Person Description Document (PDD)-based retrieval model is proposed in this 
paper for effective expert finding. At first, features and context about an expert are 
extracted to form a profile which is called the expert’s PDD. A retrieval strategy 
based on BM2500 algorithm and bi-gram weighting is then used to rank experts 
which are represented by their PDDs. This model proves effective and the method 
based on this model achieved the best performance in TREC2005 expert finding 
task.Comparative studies with traditional non-PDD methods indicate that the 
proposed model improves the system performance by over 45%. 1 

1   Introduction 

Driven by the information explosion, organizations are giving more emphasis to the 
management of the increasing mass of knowledge they accumulate and search on it. 
However, as reported by Susan Feldman [1], knowledge workers still spend from 15% 
to 35% of their time searching for information and 40% corporate users can’t find the 
information they need on intranets. Among the corporate information retrieval tasks 
users perform, expert finding is a frequently faced problem and a variety of practical 
scenarios of organizational situations that lead to that problem have been extensively 
presented in the literature [2], [3], [4]. 

Because of the target shifting from document to expert, simply using searching 
engine to trace an expert over the documents in organization is not an effective 
approach. The reason lies that there is a variety of data structures (Web-pages, Emails 
and Database et al) and formats (e.g. HTML, PDF, WORD) in an enterprise 
information environment, and it’s difficult to extract and combine useful information 
from those different resources. Furthermore, it’s also a challenge to build up a 
relationship between query and expert via documents because experts’ information is 
not all accurately and explicitly documented. Traditional retrieval algorithm which is 
generally based on keyword matching may not lead to the relevant experts.  

                                                           
1 Supported by the Chinese National Key Foundation Research & Development Plan 

(2004CB318108), Natural Science Foundation (60223004, 60321002, 60303005, 60503064) 
and the Key Project of Chinese Ministry of Education (No. 104236). 
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The main contributions of our work are that we propose a person-centered model 
which builds a direct relationship between query and expert by searching among Person 
Description Document (PDD)s for each expert. This model also provides a convenient 
approach to handle the problem of mining and integrating expertise evidence in 
multi-resource. We also adopt a term dependence model for ranking retrieved PDDs, 
which helps to improve searching precision and accuracy. 

The rest of paper is organized as follows. Section 2 gives a brief review of related 
work on expert finding. Section 3 introduces details of the PDD-based search model 
and term dependency retrieval method. Experiment evaluation is presented in Section 5 
to assess the performance of the proposed algorithm. Finally come the discussions and 
conclusion. 

2   Related Works 

Since it has not been sufficiently addressed in research and is of immense practical 
importance in real organizations, expert finding attracts lots of researchers’ interest in 
recent years. In the beginning, expert databases (aka “knowledge directories”, 
"knowledge maps") through manual entry of expertise data are many organization used 
as automated assistance to expert finding. Microsoft’s SPUD [5], Hewlett-Packard’s 
CONNEX [6] and the SAGE People Finder [7] are examples of this approach. 
However, expert databases are known to suffer from numerous shortcomings [8]: 
manually developing the databases is a labor intensive and expensive task and 
databases are usually infected by the propensity of the experts to devote time to offer 
detailed description of their expertise. 

Nowadays, people attempt to develop systems that exploit experts by retrieving 
information from corporate documents in organizations. Generally speaking, there are 
two alternative expert search models: the query-time generated and the aggregated 
search models.  

In query-time generated models, source databases are searched employing 
information retrieval systems, and the matching sources are mined for experts. This 
approach allows using most recent information without maintaining additional 
information internally. The system ExpertFinder created by Mattox and his colleague 
[9] is a typical query-time generated system. It works by linking documents found 
through queries to the search engine then gathers the evidence and combines to a single 
score for one person. The ContactFinder system [10] and some commercial systems 
like Autonomy’s IDOL Server [11] also employ query-time generated models to find 
expert. 

In other approaches of associating experts to aggregated expertise models, experts 
are linked to a pre-constructed or dynamically generated central representation of 
expertise which can be a kind of knowledge model (ontology), organizational structure, 
etc. Several studies have been conducted on this model, for example, Tacit’s 
KnowledgeMail [12] and Lotus’s Discovery Server [13]. A typical system built by Nick 
Craswell, and David Hawking is P@NOPTIC Expert [14]. This system maintains a list 
of experts, gathered from the corporate documents which mention those people to build 
“employee documents”, and exploit experts in those documents.  
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Query-time generated model has one shortcoming that it is hard to manipulate 
expertise information and to allow for an open and multi-purpose exploit of the 
expertise data from all types of documents [15], but organizations often have a mixture 
of data types and each data type has particular characteristics, including inter and intra 
document structure. To overcome this shortcoming, the proposed PDD-based search 
model in this paper is a typical aggregated expert search model which intuitively 
integrates expertise evidence from multi-source. However, unlike previous aggregated 
search models, the search model in this paper consists of a refined person description 
document constructed from web pages and a novel PDD ranking model using bi-gram 
retrieval. 

3   Person Description Document (PDD) Model for Expert Search  

3.1   PDD-Based Search Model  

As mentioned, expert finding suffers from two tough problems. First, expertise data are 
distributed across the organization in heterogeneous sources and in various formats 
(Web sites, databases, Emails and the like). How well expertise indicators like terms 
and phrases reflect expertise is mainly a factor of how the source in which these 
indicators occur relates to the expert, irrespective of the indicators’ direct statistical (or 
otherwise) correlation with the expert [5]. Second, most of the times the expertise 
information is not fully documented, and usually only a part of a document is related to 
the expert whom it mentions. Hence how to solve these problems is our research focus. 

Definition 1: There is potential expertise evidence distributed in heterogeneous 
sources, which can be recognized and extracted to reform a document that describes the 
particular expert. This refined document is called Person Description Document 
(PDD). In an organization, all these PDDs compose a PDD collection. 

A PDD represents the expertise data associated with an expert. This PDD-based 
ranking method represents whether or not a PDD is relevant to a specific area where the 
user wants to find the experts.  

The model is based on the assumption that each expert can be represented by a list of 
keywords which are related to him, and in a limited document collection expert 
evidence are extracted as PDD to approximate the ideal description of him. As a whole, 
PDD-based search model estimates ( | )p e q , the probability of the expert e given the 
query q. specifically. The model is defined as: 

( | ) ( | ) ( | )e ep e q p q p qθ θ= ≈  (1) 

where eθ  denotes the ideal description of expert e , and eθ  stands for the PDD of 
person e to approach eθ . The PDD-based ranking method will be described in 
section 3.3. 

This PDD approach gains benefits from two processes: information clustering and 
data cleansing. This model aggregates expertise information to tackle the problem of  
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heterogeneity and distribution of sources and implements information extraction 
process as filters to documents avoiding searching for documents altogether. PDD 
approach centralizes expertise data which can fortify the description of the person 
while in query-time generated model expertise data is dispersed in piles of 
documents.  

Another advantage is that the PDD approach could provide flexible accurate 
expertise evidence extraction. Each data type in the corporation has particular 
characteristics and variant expertise evident extraction strategies are designed for 
different data type. What’s more, PDDs could be human readable. In the returned PDD 
list, the user could choose to look at a PDD for a candidate expert and from that PDD 
link to the various sources that contribute to this PDD. That is to say, PDD is a 
convenient expertise information index for user to efficiently access the historical 
documents related to that expert. 

Intuitively, variant weights are given to expertise data from different source so as to 
aggregate information effectively, which has already been discussed by some previous 
work [14]. How to collect not-documented expertise information, especially from web 
pages, becomes the key point that concerned instead. In section 3.2 we will discuss 
extracting expertise information from Web Pages as component of PDD. 

3.2   Construction of PDD from Web Pages  

Three kinds of features have been proposed to construct the PDD from web-pages, 
namely context information, distance-weighted functional information, and group 
information. 

Context information for an expert is the words around the expert identifier which 
have been proved to be supportive to him. This information is a window of text which 
supplies detailed and descriptive information.  

Distance-weighted functional information is generated using Markup terms in 
HTML documents, such as the Title, Heading, Bold, etc, which have significant 
contribution in describing web pages, containing summary words and have abundantly 
expressive force [16]. However, it’s not accurate and appropriate to simply extract all 
the Markup information as component of PDD. A document may have more than one 
topic and an author usually mentions a person within one topic, hence the 
indiscriminate Markup information extraction may cause the topic-drift problem. A 
distance factor is considered in the process of extraction. In the text blocks with the 
occurrence of a person, the nearest Markup information ahead of the person are 
considered to be reliably potential expertise information. For example, the caption of a 
paragraph that mentioned a person may supply recapitulative expertise evidence of 
him.  

Group information is extracted considering both plain text information and Markup 
terms in the documents. Based on the phenomena that persons often co-occur in the 
context as a group, we examine a mixture of patterns that group information expressed. 
For example, a list of person identifier may represent members of a group, and in a 
table, the left column list person names and in the right column give the corresponding 
description information like the professional title. Correctly recognizing the group 
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patterns bring on a precise expertise mining that group description information and 
individual information of group members are respectively treat and extracted as 
group-based context. A link relationship is built within group members in our PDD. 
When an expert to the given topic is affirmed, his or her group mates are provided as an 
expanded answer. 

In the experiment section, the effects of all the above PDD-features will be 
discussed. 

3.3   Term Dependency Ranking Model for PDD-Based Search  

Expert related queries are very well-defined and specific [17]. Generally they contain 
more than one word and replete with professional keywords which are correlated with 
each other [18]. Hence an assumption is made in our model that in these queries, 
adjacent words have strong relationship with each other. Based on our previous work 
[19], a ranking method for PDD-based search is proposed. The basic idea is that if 
adjacent words in the query are also adjacent in the document, then the document 
would be more likely to be relevant. 

In implementation, this method is combined with BM2500 term weighting by 
treating word pairs in a query as additional terms for query, then calculating its 
information and adding to the original query term weights as a summation. The 
traditional BM2500 formula given by Robertson [20] is that: 
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Where wpdf  stands for exact document frequency of word pair in the collection and λ  

is multiplied to the word pair part of the total weights to constrain the impact of the 
word pair weight on the final documents rank. It should be noted that generally 

speaking, 2W  is smaller than original weights for DF of word pair is not high relative 

to tdf . The intuition behind this formula is that as λ  augmented more, the stronger 

relationship between word pair in queries is emphasized. Now we describe our 
empirical results. 

4   Experiments 

4.1   Experimental Setting 

The PDD-based search model approach is evaluated on web page part of dataset in 
TREC (Text REtrieval Conference, http://trec.nist.gov/) 2005 expert finding task. The 
collection is a crawl of the public W3C (*.w3c.org) sites and comprises 331,037 
documents, in which 132643 are Web pages. Participants could use all the documents 
in order to rank a list of 1092 candidate experts. The 50 queries are consisting of 
professional short terms like “Semantic Web Coordination”. In TREC 2005 enterprise 
track, the search topics were so-called “working groups” of the W3C, and the experts 
were members of these groups. These ground-truth lists were not part of the collection 
but were located after the crawl was performed. This enabled TREC to dry-run this task 
with minimal effort in creating relevance judgments. The official results are 
constructed manually by TREC. 

4.2   Effect of Component in PDD 

The effect of the expertise data that were extracted is examined, and the results are 
shown in figure 1 and figure 2. In these experiments, λ in word pair ranking method is 
set to 1.  

Figure 1 illustrates the effect of the component used solely as PDD. Features like 
<title>, <bold>, <heading1&2>, anchor text, context are selected as experimental 
target. The results show that <title> and <heading12> field achieve good performance 
and context field also provide about 0.2 mean average precision, though not as much as 
former two. The bold text and anchor text provide low MAP correspondingly. Then the 
fields are merged together and Figure 2 shows the effect of their combination. We take 
the best-performed feature <title> as baseline for comparison. The figure shows that 
combination of <title> and anchor text give minor increase to MAP while combination 
of <title> with <bold> and with <heading12> decrease it a bit. The combination of 
<title>, <heading12> and context achieves the best performance in these experiments. 
Anchor text field is added to the former combination but it doesn’t bring more 
enhancements. 

The fact that <title> and <heading> fields are reliable and effective expertise 
evidence is reasonable. After observation on many organizational HTML documents, 
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Fig. 1. Performance with different features 
used solely as PDD 

Fig. 2. Performance with combination of 
various features as PDD 

it’s found that the titles of lots of documents and heading information of sections 
contain descriptive information of the content. Especially some documents on 
introducing technology and a group of experts, they often put the keywords and 
abstractions in title and heading field. These fields represent experts who document 
mentions well by containing summary information. 

Context information and group information are combined in these experiments as 
person-based and group-based context information. The results prove that it is 
important and dependable expertise data.  

At last, anchor text and bold text don’t provide great increase to MAP when they are 
combined with other effective fields. Anchor text may contain repeated expertise 
information that title field represents and may contain some noise of no use. For bold 
text, the results are explained from two aspects: in one hand, the amount of bold text 
extracted is not large; in the other hand, it’s frustrate to determine the effectiveness of 
bold text because the author use bold text to emphasize may not be have relevance with 
expert it mentions. 

4.3   Effect of Word Pair Based Ranking Model 

In this section, the effectiveness of our ranking method based on word pair is examined.  
First the impact that the method has on size of context length is illustrated in Figure3 

which has two parabolas. The upper curve shows that using our ranking method the 
average precision increase as window-size rises and achieves best performance at 
60-80 words, then MAP falls when window-size becomes larger. The lower curve is 
same as upper one in shape; however, it falls rapidly as window-size grows. Using 
word pair can achieve better performance than original BM2500 method on context 
field, and at the peak of upper curve, the proposed PDD-based approach has 47.9% 
improvement.  
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Fig. 3. Comparison of MAP on context as PDD with different ranking model 

Table 1. Comparison of wordpair-based ranking model effect on features of PDD 

MAP R-prec p@10 
Feature 

With wp Without wp With wp Without wp With wp Without wp 

Title 0.2620 0.2479 0.3060 0.2996 0.4280 0.4140 

Bold 0.0911 0.0906 0.1343 0.1297 0.1915 0.1872 

Heading12 0.2476 0.2389 0.2890 0.2835 0.4220 0.4060 

Anchor text 0.1290 0.1261 0.1736 0.1748 0.2688 0.2667 

Second, Table 1 illustrates a consistent improvement on other features of PDD after 
word pair based ranking method applied. Notice that although comparing with the 
impact on context, other features don’t show significantly effectiveness, an 
all-pervading improvement in all main evaluation is demonstrated. 

The basic idea of the word pair based ranking model is that if adjacent words in the 
query are also adjacent in the document, then the document is relevant. When the text 
area is not long enough, this method doesn’t express its usefulness much. The reason is 
that when extraction is limit to a small range of text, the probability of extracting 
adjacent words that are also adjacent in queries is small. The experiments prove this by 
the fact that using features of little amount and small window-sized context, the 
improvement of this ranking method is trivial. When the window enlarged, the 
precision increase because more adjacent query words are included in PDD. However, 
when the window-size is too large, in an extreme case, the entire document is viewed as 
a window, the performance is not good. Too much noise are covered in the context at 
this situation. 
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4.4   Comparison Experiment on Search Model 

In this section, the effectiveness of PDD-based search model is examined by comparing 
to experiments of query-time generated search model.  

Firstly, a contrastive experiment is conducted which involves two steps. In step 1, 
documents relevant to the query are retrieved using traditional IR model; and in step 2 
candidates are explored in the returned documents. While the previous step takes full 
advantage of well-studied IR models, in the second step true experts are selected within 
the relevant documents using voting method. Three voting ways are attempted, 
name-occurrence counting, document-similarity-based and document-ranking-based 
schemes. The latter two calculate a person’s score according to the similarity score or 
the ranking of the documents where he or she appears. In all these schemes, the features 
considered in PDD are also involved in contrastive experiment to clarify whether or not 
the feature information is factor that makes effort on the gap and the results shows that 
there’s trivial difference. Additionally, word pair based ranking model is used in the 
first phrase. 

Table 2 shows the improvement of results of PDD approach on the result of the 
scheme based on documents ranking. The results illustrate a considerable gap between 
the results of the two models. In table 2, the official top results using query-time 
generate model in TREC2005 expert finding task is also presented and we achieved the 
best performance in the evaluation as participant. 

Table 2. Comparative best results between PDD-based search model and our contrastive model 

Model MAP p@10 
PDD-based search model 0.2890 0.4500 

Best result in the contrastive model 0.1986 0.2450 
Improvement +45.5% +83.7 

Best result using query-time generated model in 
TREC2005 

0.2668 0.3700 

The results show that the PDD-based search model is more effective by a more than 
45% improvement to contrastive experiment in search precision. The seasons can be 
analyzed in several aspects. 

Potential expertise information is extracted from the documents at mean time this 
process cleanses the data and abandons useless information. Then this data is 
aggregated as PDD which means that a relationship is built up between documents and 
persons. PDD approach centralizes expertise data which can fortify the description of 
the person while in query-time generated model expertise data is dispersed in piles of 
documents. Notice that BM2500 normalized the PDD length at retrieval step acting as a 
person normalization which avoids that in such cases as certain irrelevant people whose 
names appear in almost every document and query-time generated model will assign 
high scores to them. 

Query-time generated model first retrieve documents relevant to the query, however, 
it’s not reasonable to say that because the document has the biggest similarity to the 
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query the persons appear in the document are experts to the query. The PDD is non 
query-related and the expertise data in PDD just represents the person, so it’s intuit to 
say that more similar the PDD to the query, more relative the person to query. 

Table 3. Comparative details of Web pages corpus between official collection and PDD collection 

SOURCE Docs PDD Docs Size  (MB) PDD Size (MB) 

WEB 45,975 872 1,043 43 

PEOPLE 1,016 58 3.0 0.066 

Wiki 19,605 158 181 3.5 

Other 3,538 558 47 1.7 

Meanwhile, the PDD-based search is efficient. Table 3 illustrates that the PDD 
collection is much smaller than original document collection both in document number 
and in collection size. The PDD documents number is 2.3% of original source and the 
total PDD collection size is 3.78 % of original collection size. PDD generation is an 
offline job, therefore the benefit that providing more efficiency online service is gained 
with small index. Oppositely, query-generated model use the original document 
collection to index and to retrieve, so it put all the expert exploitation at online time.  

5   Conclusion and Future Work 

This paper proposes a PDD based search model to solve the expert finding problem. 
This model develops a strategy to extract the features and context from semi-structured 
web pages as filter to non-expertise data then combine these expertise data together as 
PDD to fortify the evidence of expert and to reduce number of documents in collection. 
A word pair based ranking method is adopted to rank the retrieved PDDs effectively. 

The contributions of the paper are in the following two aspects. First, a 
person-centered model is proposed, which builds a direct relationship between query 
and expert by searching among PDD for each expert. This model also provides a 
convenient approach to handle the problem of mining and integrating expertise 
evidence in multi-resource. Especially, this paper proposes how to mine expertise 
information in web pages. Second, a term dependence ranking model is proposed 
which helps to improve search precision. 

This research is mainly focus on finding expert using web pages resource and one of 
the future works is to extract expertise information from multi-sources, especially from 
emails which is another import part of corporate data and to found a effective way to 
integrate this information as one PDD.  

Another future work is to make more application on other vertical search fields. 
Regarding the characteristic of PDD-based search model, this approach can be 
extended to object-centralized search such as software search, MP3 search and so on. 
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Abstract. In this paper we address the problem of entity search. Expert search 
and time search are used as examples. In entity search, given a query and an 
entity type, a search system returns a ranked list of entities in the type (e.g., 
person name, time expression) relevant to the query. Ranking is a key issue in 
entity search. In the literature, only expert search was studied and the use of co-
occurrence was proposed. In general, many features may be useful for ranking 
in entity search. We propose using a linear model to combine the uses of 
different features and employing a supervised learning approach in training of 
the model. Experimental results on several data sets indicate that our method 
significantly outperforms the baseline method based solely on co-occurrences. 

Keywords: Information Retrieval, Entity Search, Expert Search, Time Search, 
Supervised Learning. 

1   Introduction 

Most of the research on Information Retrieval (IR) focuses on search of documents. 
Despite the progress on document search, many specialized searches are still not well 
studied. This paper tries to address entity search, which provides search of specific 
types of information. More precisely, the user types a search query and designates the 
type of entity, and the system returns a ranked list of entities in the type (persons, 
times, places, organizations, or URLs) that are likely to be associated with the query. 
Entity search includes expert search, time search, place search, organization search, 
and URL search. 

Entity search will be particularly useful at enterprise. People at enterprise are often 
interested in obtaining information of specific types. For example, an employee of a 
company may want to know the time of the next event concerning a product, the right 
person to contact for a problem, and so on. 

Traditional search approach does not support entity search. For example, for a 
query looking for “date of IT Exhibition,” each of the words will be used as a 
keyword, including “date.” As a consequence, documents containing the keywords 
“date,” “IT” (if not removed as a stop word) and “exhibition” will be retrieved. 
However, the documents or passages retrieved do not necessarily contain the required 
information, i.e. the date of the exhibition in this example. 

There is an increasing interest in entity search in the research community. For 
example, expert search was investigated in several search engines and studies  
[2, 6, 7, 13, 14, 15, 21 and 22]. There was also a task on expert search at TREC 2005. 
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However, we observe that all the proposed methods relied on traditional IR techniques 
or simple features for ranking entities. For example, Craswell et al. [3] proposed using 
the co-occurrences of people and keywords in documents as evidence of association 
between them, and ranking people according to the strength of association.  

One may consider dealing with the problem with Question Answering (QA). 
However, there is a striking difference between QA and entity search. Well formed 
questions are assumed to be inputted in QA, while most queries in entity search are 
just keywords. Therefore, a great number of the techniques used for QA cannot be 
adequately applied here. 

In this paper, we aim to develop an appropriate approach for entity search. Ranking 
is a key issue in entity search. We propose a new ranking method that utilizes a 
variety of features in a linear combination model. Supervised learning is employed to 
train the model.  

Two specific types of search are considered as examples in this paper: time search 
and people search. For time search, experiments have been carried out on two 
different collections: one from the intranet of Microsoft and the other from TREC 
Web and QA Tracks. For expert search, experiments have been performed with the 
TREC expert search data. The experimental results indicate our method performs 
significantly better than the baseline methods.  

The rest of the paper is organized as follows. In Section 2 we introduce related 
work, and in Section 3 we explain the problem of entity search. In Section 4, we 
describe our proposed approach to entity search. Section 5 gives our experimental 
results. We conclude in Section 6. 

2   Related Work 

2.1   Traditional Search 

Conventional Information Retrieval aims to identify documents or passages that may 
be ‘relevant’ to the query. The evidence used for the relevance judgment is the 
appearance of the query terms in the documents or passages. The query terms are 
usually weighted according to their occurrences in the documents or passages using 
models such as TF-IDF (e.g., [20]), BM25 (e.g., [19]), and Language Model (e.g., 
[17]). Usually these term weighting methods do not require labeled data for training. 
In that sense, the methods are unsupervised. 

There is also a new trend in IR recently that manages to employ supervised 
learning methods for training ranking functions. Herbrich et al. [9] cast the IR 
problem as ordinal regression. They proposed a method for training the ordinal 
regression model on the basis of SVM. Gao et al. [8] proposed conducting 
discriminate training on a linear model for IR and they observed a significant 
improvement of accuracy on document retrieval by using the method. The success of 
the approach is mainly due to the following two factors: (1) The model provides the 
flexibility of incorporating an arbitrary number of features; (2) The model is trained in 
a supervised manner and thus has a better adaptation capability.  

2.2   Entity Search 

Entity search tries to identify entities strongly associated with query terms. There were 
several studies on entity search. The most studied type of entity was people (or expert). 
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Expert search was investigated in [2, 6, 7, 13, 14, 15, 21 and 22]. There was also a 
task on expert search at TREC 2005 [25]. All the existing methods for entity search 
only exploited simple features or traditional IR techniques for ranking. For example, 
Craswell et al. [3] proposed using co-occurrences between people and query words as 
evidence to rank people.  

Many features may be useful for entity search, including new features that are not 
used in traditional IR. Therefore, an appropriate approach to entity search should 
easily incorporate new features. In this paper, we propose employing supervised 
learning to train an entity search model. This approach is chosen because of its 
flexibility and its capability of adaptation. To our knowledge, no previous study has 
explored the same approach for entity search. 

2.3   Factoid Question Answering 

Question Answering (QA) is a task that aims to provide the user with the correct 
answer to a question. Many QA systems were developed, including Webclopedia 
[10], NSIR [18], MultiText [4], MULDER [12], AskMSR [1], and the statistical QA 
system of IBM [11]. 

Factoid QA is the most studied subtask, which tries to answer questions about 
facts. It usually contains the following steps: (1) question type identification, (2) 
question expansion, (3) passage retrieval, (4) answer ranking, and (5) answer 
generation. In question type identification, the type of the question (that is also the 
type of the answer) is identified. In question expansion, the synonymous expressions 
of the question are created. In passage retrieval, relevant passages are retrieved with 
the content words in the question and its expansions. In answer ranking, the retrieved 
passages are ranked, and the potential answers within the passages are marked (in the 
identified question type). Finally, in answer generation, a single answer is generated 
from the top ranked passages. 

People may take QA as an appropriate means for entity search. However, the 
assumptions for QA may not hold for entity search. First, QA heavily relies on NLP 
techniques to analyze the question. The basic assumption is that the question is a well 
formulated question. For entity search, we have to deal with queries instead of 
complete questions. That means that NLP would not help entity search. Second, users 
may be satisfied with one or several passages as search results as in entity search; 
getting a unified answer as in QA is more desirable, but not necessarily needed. 
Therefore, for entity search we do not necessarily need to employ the same 
methodologies used in QA. 

3   Entity Search 

The problem of entity search such as expert search and time search can be described 
as follows. The system maintains a collection of documents. When the user inputs a 
query (just like people usually do in search of documents) and designates a type, the 
system returns a ranked list of entities in the type based on the information in the 
documents. The entities are ranked based on the likelihood of being associated with 
the query. An entity is considered being associated with the query if there exists 
strong relationship between the query and the entity (e.g., a person is an expert on the  
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Fig. 1. An illustrative interface of entity search system 

topic of the query). In practice, an association presented in a document can be bogus; 
however, we do not consider the problem in this paper. 

A single user interface can be considered for entity search. There are check boxes 
on the UI, and each represents one type of entity (as shown in Figure 1). The user can 
designate the types of information to search by checking the corresponding boxes. 
The user can then input queries in the search box. 

Figure 1 shows an example of expert search. When the user checks the box “expert 
search” and inputs the query “semantic web coordination,” the system returns a list of 
people that are likely to be experts on the area. Each answer (person) is associated 
with supporting documents. The documents can help the user to figure out whether 
the answers are correct. 

4   Our Method for Entity Search 

In entity search, we first need to recognize the targeted entities in the documents. A 
simple method is used here: We utilize heuristic rules to conduct the entity 
recognition. For example, in time search, rules are created to identify time expressions 
such as “Nov. 17, 2004.” Here, we do not consider conducting anaphoric resolution, 
for example, identifying the date of “yesterday” in a document. 

For each identified entity, a passage is constructed. A passages is a window of 
fixed size around an identified entity; but it can also be delimited by the natural 
boundaries (tags in HTML documents such as <table>, <ol>, <p>, <ul>, <pre>, <li>, 
<dl>, <dt>, <tr>, <hr>). The entity in a passage is called the center of the passage. 
Around the center, features are extracted and used for the ranking of the passage with 
regard to the query. 



58 G. Hu et al. 

The approach used in our study, which makes it different from most existing ones, 
is the utilization of a supervised learning model to combine different features. Our 
method is motivated by the following observations: 1) Features are usually extracted 
according to heuristics, and thus are different in nature. It is difficult to combine them 
in a traditional IR function like BM25. 2) Once new features are added, one has to re-
tune the ranking function. This is difficult if the tuning is done manually. 3) 
Supervised learning is capable of finding the best combination of the features in an 
automatic manner, given a set of features and some training examples. The training 
process can be executed again, once new features are added. In this study, our goal is 
to develop a general method for entity search and thus we employ the supervised 
learning approach to perform the task.  

4.1   Ranking Function 

Two ranking functions are defined: one for passage and the other for entity. Our entity 
search method comprises of two steps: determining the top K passages and 
determining the top N entities from these passages. 

Each passage retains a ranking score representing its association to the query. Let 
us denote it as ),( pqs . Suppose that the query q contains several keywords (content 

words). Then, ),( pqs  is determined according to the following equation: 

∩∈
=

pqw

pwpqs ),(),( ϕ                                                      (1) 

where w stands for a keyword appearing in both the query q and the passage p, and 
),( pwϕ  denotes the weight of w. We will explain the function ),( pwϕ  in more details 

in the next subsection. We select the top K passages based on the ),( pqs  scores. 
Once the K top passages are identified, a weighted voting is conducted to determine 

the top N entities, in which each passage votes for its own entity (in its center). 
Specifically, the ranking score of an entity e with respect to the query q is calculated 
as follows: 

∈

=
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pqseqs                                                      (2) 

where ),( eqs  is a score representing the association between query q and entity e, 

and )(eP  is the set of passages supporting e. The top N entities are those with the 

highest ),( eqs  scores. 

4.2   Learning the Weighting for a Keyword 

In conventional IR, the weight of a keyword is determined according to its frequency. 
For entity search, we believe that this weighting schema is not appropriate. Another 
mechanism should be adopted. For example, a keyword may be more important if it is 
closer to the entity (center) in the passage. Here, we define the general weighting 
schema of ),( pwϕ  - the weight of query word w in a passage p - as a linear function 

of features. Each keyword w corresponds to a vector of m features denoted as 
),...,( ,,1,, mpwpw xx . Then ),( pwϕ  is calculated as follows: 
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where mjc j ,...,1 , =  are weights of different features, which are trained by using Hill 
Climbing algorithm as described later. 

4.3   Feature Sets 

As features, we utilize information on the distance between center and keyword, the 
characteristics of keyword, the characteristics of passage, etc. We describe the 
features in this section. 

Time Search. For time search, we define 35 features and Table 1 shows some 
examples of them. Here, we denote the entity as center, and the keyword as word. 
Some features take on numerical values, while some features are Boolean features. 

Expert Search. For expert search, we define 15 features and Table 2 shows some 
examples of them. Here, we denote the entity in a passage as center, and the keyword 
as word too. 

Table 1. Example of features for Time Search 

Group Type Feature Description 

IDF of word 

Term Frequency (TF) of word in original document 

TF * IDF of word 

Distribution of word in original document, measured in 
entropy (c.f. [23]) 

1 
Features of 

word 

Part of speech of word 

Bag of words in passage 
2 

Features of 
passage Size of passage 

Distance function )exp( d⋅−α  where d is minimum distance 
between center and word, and α  is parameter. 

Does word occur immediately preceding or following center? 

Does word occur in the same sentence or paragraph as center? 

3 
Features on 

position 

Does word occur in the previous or next sentence of center? 

Is there any other entity in the same sentence as center? 
4 

Features on 
relation with 
other entity 

Is there any other entity close to word? 

4.4   Training  

The key problem in ranking is to make a correct utilization of the features, i.e. a correct 
setting of the weights ),...,( 1 mcc  in equation (3). We resort to supervised learning to train 

the weights in the linear combination function. To do this, we need to utilize a set of  
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Table 2. Example of features for Expert Search 

Group Type Feature Description 

Term Frequency (TF) of word 
1 Features of word 

TF * IDF of word 

Distance function )exp( d⋅−α  where d is minimum 
distance between center and word and α is 
parameter. 2 Features on position 

Does word occur immediately preceding or 
following center? 

3 Features on metadata Does word occur in the title of document? 

4 
Features on structure 

of document 

Does word occur in the same section with center? 
(We parse the HTML document to get the section 
information) 

training data. The training data contains a set of queries, a set of passages obtained as 
described above, and the relevance judgments provided by human judges. 

Different algorithms can be employed in training of the weights ),...,( 1 mcc . In this 

study, we use the Hill-Climbing algorithm (e.g., [16]) because of its simplicity. The 
Hill-climbing algorithm is slightly modified so as to deal with over-tuning. This 
algorithm works as follows: 

(1) Initialize each weight cj as 0.0; 
(2) For j = 1 to m 

(a) Set t = cj 
(b) Try different weight values for t, conduct ranking using the training data 

and evaluate the performance of entity ranking in terms of Mean Average 
Precision 

(c) Record the highest performance achieved in b) and the corresponding 
weight value 

(d) Reset cj as t; 
(3) Record the highest performance achieved in step (2) and the corresponding 

weight, if the improvement of step (2) is larger than the threshold  (this is to 
avoid over-tuning), then adopt the new weight (note that only one weight is 
updated here), and go to step (2). Otherwise, terminate the algorithm. 

5   Experimental Results 

5.1   Baseline Methods 

Our method is compared with two baseline methods: 

(1) BM25: In this method we calculate the BM25 score of the passage with respect 
to the query.  

(2) Distance: In this method we calculate the following distance score: 
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)),(exp( twd⋅−α                                                   (4) 

where w denotes a keyword and t denotes the center, d is the minimum distance 
between t and w, and  is a parameter. 

The first baseline method is representative of the traditional IR approach. These 
baseline methods are chosen because they are commonly used in the previous studies. 
For example, Craswell et al.’s method based on co-occurrence [3] is similar to the 
BM25 method. The second one is similar to a typical QA approach [18]. 

For all the two methods, the top K passages are identified according to their 
passage ranking functions. Then two voting methods are used to further rank entities: 
simple voting or weighted voting. Simple voting means voting entities by the number 
of supported passages, and weighted voting is similar to that in equation (2).  

5.2   Evaluation Measures 

We use Mean Average Precision (MAP) and R-Precision [5] as the measures for 
evaluations of entity search.  

5.3   Time Search 

Data Sets. Our experiments on time search were carried out on two data sets: 
1) The first one was created from the query logs of a search engine on the intranet 

of Microsoft in a time period (9/2004). First the queries containing the clue words 
“when,” “schedule,” “day,” and “time” were collected, and then the clue words were 
removed from the queries. The remaining parts were used as pseudo queries time 
search. This set contains 100 queries (referred to as MS hereafter). The documents are 
from the same intranet. 

2) The other query set was created from the temporal questions in the TREC QA 
Track (i.e., questions with “when,” “in what time,” etc). Again, stop words and time 
clues were removed from the queries. This query set contains 226 queries (referred to 
as TREC hereafter). The documents are those used in TREC Web Track. 

For each query, each of the methods tested returned 100 answers. These answers 
were judged manually by 2 human evaluators. For 23% of the MS queries correct 
answer could not be found in the retrieved documents, and the number was 51% for 
TREC. 

Time Expression Identification Experiment. As our method depends on the quality 
of time expression identification, we first conducted experiments on the time 
expression identification. 300 documents were randomly selected. A human annotator 
was asked to annotate all the time expressions within them. This enabled us to 
evaluate the time identification method. Table 3 shows the evaluation results. We see 
that in general our identification method obtains high accuracies. The lower precision 
for the MS data is due to the occurrences of confusing product names and 
programming codes in the data set (e.g., “Money 2002”). 

Time Expression Ranking Experiment. We conducted time search using our 
method and the two baselines. The top 100 answers with each method were used. We 
performed 4-fold cross validation, i.e. 3/4 of the queries were used in training and 1/4  
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Table 3. Results of time expression identification method 

Dataset Annotated Identified Matched Precision Recall 

MS 2,018 2,447 1,987 0.8120 0.9846 

TREC 3,589 3,783 3,544 0.9368 0.9875 

Table 4. Results of time expression ranking 

MS MAP R-Precision 

BM25 (Simple Voting) 0.1483 0.1241 

BM25 (Weighted Voting) 0.1559 0.1377 

Distance (Simple Voting) 0.3291 0.2880 

Distance (Weighted Voting) 0.3440 0.3070 

Our method 0.3952 0.3659 

TREC MAP R-Precision 

BM25 (Simple Voting) 0.1232 0.1012 

BM25 (Weighted Voting) 0.1277 0.1158 

Distance (Simple Voting) 0.1951 0.1760 

Distance (Weighted Voting) 0.2070 0.1863 

Our method 0.2454 0.2234 
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Fig. 2. Ranking results with different feature subsets for passage scoring learning 

for testing. Table 4 shows the time search results of the different methods in terms of 
MAP and R-Precision.  

We can observe that Distance performs better than BM25. This shows that the 
traditional IR method that does not incorporate a specific treatment of entities is not 
sufficient for entity search. We can also observe that weighted voting performs better 
than simple voting. However, the differences are not large. Comparing our method 
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with the baseline methods, we can see that our learning method outperforms both 
baseline methods with quite large margins. One may notice that the overall accuracies 
in terms of MAP and R-Precision are not very high. An important reason is that 23% 
of the MS queries and 51% of the TREC queries do not have correct answers. 

In order to analyze the contribution of each feature subset (representing different 
aspects) in our learning based method, we used different subsets of the features in our 
ranking functions. The feature subsets 1, 2, 3 and 4 in Figure 2 correspond to the four 
feature aspects described in Section 4.3. From Figure 2, it can be seen that when more 
features are used the search results can be improved. This result validates our 
hypothesis that more features should be used in entity search. It also shows that the 
supervised learning method we propose is capable of combine different features so as 
to take advantage of each of them. 

5.4   Expert Search 

Data Set. In our expert search experiments, we used the data set in the expert search 
task of enterprise search track at TREC 2005. The document collection was crawled 
from the public W3C [24] sites in June 2004, which contains 331,307 web pages, 
including specifications, email discussion, wiki pages and logs of source control. The 
ground truth on expert search was obtained from an existing database of W3C 
working groups. For each query (the name of the working group), a list of people (the 
group members) is associated as experts on the topic. There are in total 1,092 
members in all the groups. (For details of the TREC data, see [25]). 

Personal Name Identification. Heuristic rules were used to identify personal names 
in the documents. In order to evaluate the accuracy of this process, 500 documents 
from the W3C document collection were randomly selected. All the personal names 
from these documents were manually checked by a human annotator. The evaluation 
result shows that our name identification method can work well: the precision and 
recall are 100% and 90%, respectively. The process missed some names mainly 
because some irregular variants of names exist in the corpus (e.g. “danc“ for ”Dan 
Connolly”). In general, our name identification process is satisfactory. 

Expert Ranking Experiment. In the official tests in TREC, two sets of queries were 
provided: a set of 10 training topics and another set of 50 topics for testing. However, 
we notice that quite large differences between the training and testing queries exist: 
All the queries in the training set are single phrases, while some queries in the test 
data are combinations of several phrases. Therefore, we only used the 50 test queries 
in our experiment, and conducted 10-fold cross-validation in our evaluation. The 
results reported below are the averaged results over 10 trials. 

Table 5 shows the results on expert search for our method and the baseline 
methods. Different from time search, we do not observe a large difference between 
the BM25 method and the Distance method: both baseline methods perform quite 
poorly. In comparison, our method based on supervised learning outperforms them 
significantly. This confirms again that our method is more suitable for entity search. 
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Table 5. Results of the baseline methods and our method 

Methods MAP R-Precision 

BM25 (Simple Voting) 0.1516 0.1623 

BM25 (Weighted Voting) 0.1231 0.1352 

Distance (Simple Voting) 0.1430 0.1625 

Distance (Weighted Voting) 0.1330 0.1644 

Our method 0.2684 0.3190 
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Fig. 3. Ranking results with different feature subsets for passage scoring learning in expert 
search 

In order to see the contributions of different features, we ran our method with 
different subsets of features. From Figure 3, we can see that the more the features 
used, the better the performance achieved. This is similar to the observation on time 
search. Therefore, we have more evidence to say that it is advantageous to incorporate 
more features in entity search and employ a supervised learning method to 
appropriately combine the uses of the features. 

6   Conclusion 

Entity search such as expert search and time search is useful in many search 
scenarios, particularly in enterprise. Methods based on the use of co-occurrence have 
been proposed in the literature for expert search. This paper explores a new approach 
for entity search on the basis of supervised learning. Specially, it makes use of a linear 
combination model for ranking of entities, which incorporates many different useful 
features. 

We have applied our method to two of the entity searches – time search and expert 
search in this paper. Experimental results show that the proposed method performs 
significantly better than the baseline methods solely using co-occurrence or distance.  
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The main contributions of this work are (1) a proposal of a supervised learning 
approach to entity search and an empirical verification of the effectiveness of the 
approach; and (2) identification of some useful features for time search and expert search. 

Time search and expert search are just the first entity searches we have 
investigated. Our long term goal is to construct a search system in which all the 
commonly required entity searches are developed effectively. Such a system would 
offer great facilities for people to find their required types of information.  
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Abstract. This paper proposes a novel hierarchical learning strategy to deal 
with the data sparseness problem in relation extraction by modeling the 
commonality among related classes. For each class in the hierarchy either 
manually predefined or automatically clustered, a discriminative function is 
determined in a top-down way. As the upper-level class normally has much 
more positive training examples than the lower-level class, the corresponding 
discriminative function can be determined more reliably and effectively, and 
thus guide the discriminative function learning in the lower-level, which 
otherwise might suffer from limited training data. In this paper, the state-of-the-
art Support Vector Machines is applied as the basic classifier learning approach 
using the hierarchical learning strategy. Evaluation on the ACE RDC 2003 and 
2004 corpora shows that the hierarchical learning strategy much improves the 
performance on least- and medium- frequent relations. 

1   Introduction 

With the dramatic increase in the amount of textual information available in digital 
archives, there has been growing interest in Information Extraction (IE), which 
identifies relevant information (usually of pre-defined types) from text documents in a 
certain domain and put them in a structured format. 

According to the scope of the ACE program (ACE 2000-2005), IE has three main 
objectives: Entity Detection and Tracking (EDT), Relation Detection and 
Characterization (RDC), and Event Detection and Characterization (EDC). This paper 
will focus on the ACE RDC task, which detects and classifies various semantic 
relations between two entities. For example, we want to determine whether a person is 
a citizen of a country, based on the evidence in the context. Extraction of semantic 
relationships between entities can be very useful for applications such as question 
answering, e.g. to answer the query “Who is the president of the United States?”, and  
information  retrieval, e.g. to expand the query “George W. Bush” with “the president 
of the United States” via his relationships with the country “the United States”.   

One major challenge in relation extraction is due to the data sparseness problem 
(Zhou et al 2005). As the arguably largest annotated corpus in relation extraction, the 
ACE RDC 2003 corpus shows that different relation subtypes are much unevenly 
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distributed and a few subtypes, such as the subtype “Founder” under the type 
“ROLE”, suffers from a small amount of annotated data. While various machine 
learning approaches, such as generative modeling (Miller et al 2000), maximum 
entropy (Kambhatla 2004) and support vector machines (Zhao et al 2005; Zhou et al 
2005), have been applied in the relation extraction task, no explicit learning strategy is 
proposed to deal with the data sparseness problem.   

This paper proposes a novel hierarchical learning strategy to deal with the data 
sparseness problem by modeling the commonality among related classes. Through 
organizing various classes hierarchically according to their relatedness, a 
discriminative function is determined for a given class in a top-down way by capturing 
the commonality among related classes to guide the training of the given class. Here, 
support vector machines (SVM) is applied as the basic classifier learning approach. 
The reason that we choose SVM is that SVM represents the state-of-the-art in the 
machine learning community and support both feature-based and kernel-based 
learning. For SVM, the guidance is done by, when training a lower-level class, 
discounting those negative training instances which do not belong to the support 
vectors of the upper-level class. By doing so, the data sparseness problem can be well 
dealt with and much better performance can be achieved, especially for those relations 
with small or medium amounts of annotated examples. Evaluation on the ACE RDC 
2003 and 2004 corpora shows that the hierarchical learning strategy achieves much 
better performance than the flat learning strategy on least- and medium-frequent 
relations. It also shows that our system much outperforms the previous best-reported 
system by addressing the data sparseness issue using the hierarchical learning strategy.  

The rest of this paper is organized as follows. Section 2 presents related work. 
Section 3 describes the hierarchical learning strategy using SVM. Finally, we present 
experimentation in Section 4 and conclude this paper in Section 5. 

2   Related Work 

The relation extraction task was formulated at MUC-7(1998) and extended at ACE 
(2000-2005). With the increasing popularity of ACE, it is starting to attract more and 
more researchers within the NLP community. Representative related works can be 
classified into three categories according to different approaches they used: generative 
models (Miller et al 2000), tree kernel-based approaches (Zelenko et al 2003; Culotta 
et al 2004; Bunescu et al 2005; Zhang et al 2005), and feature-based approaches 
(Kambhatla 2004; Zhao et al 20051; Zhou et al 2005).  

Miller et al (2000) augmented syntactic full parse trees with semantic information 
corresponding to entities and relations, and built generative models to integrate 
various tasks such as POS tagging, named entity recognition and relation extraction. 
The problem is that such integration using a generative approach may impose big 
challenges such as the need of a large annotated corpus. To overcome the data 
sparseness problem, generative models typically apply some smoothing techniques to 
integrate different scales of contexts in parameter estimation, e.g. the back-off 
approach in Miller et al (2000).  

                                                           
1 Here, we classify this paper into feature-based approaches since the feature space in the 

kernels of Zhao et al (2005) can be easily represented by an explicit feature vector. 
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Zelenko et al (2003) proposed extracting relations by computing kernel functions 
between parse trees. Culotta et al (2004) extended this work to estimate kernel 
functions between augmented dependency trees and achieved the F-measure of 45.8 
on the 5 relation types in the ACE RDC 2003 corpus2. Bunescu et al (2005) proposed 
a shortest path dependency kernel. They argued that the information to model a 
relationship between two entities can be typically captured by the shortest path 
between them in the dependency graph. It achieved the F-measure of 52.5 on the 5 
relation types in the ACE RDC 2003 corpus. Zhang et al (2005) adopted a clustering 
algorithm in unsupervised relation extraction using tree kernels. To overcome the data 
sparseness problem, various scales of sub-trees are applied in the tree kernel 
computation. Although tree kernel-based approaches are able to explore the huge 
implicit feature space without much feature engineering, further research work is 
necessary to make them effective and efficient.  

Comparably, feature-based approaches achieved much success recently. Kambhatla 
(2004) employed maximum entropy models with various features derived from word, 
entity type, mention level, overlap, dependency tree, parse tree and achieved the F-
measure of 52.8 on the 24 relation subtypes in the ACE RDC 2003 corpus. Zhao et al 
(2005) combined various kinds of knowledge from tokenization, sentence parsing and 
deep dependency analysis through SVM and achieved the F-measure of 70.1 on the 7 
relation types of the ACE RDC 2004 corpus3. Zhou et al (2005) further systematically 
explored diverse lexical, syntactic and semantic features through SVM and achieved F-
measure of 68.1 and 55.5 on the 5 relation types and the 24 relation subtypes in the ACE 
RDC 2003 corpus respectively. To overcome the data sparseness problem, feature-based 
approaches normally incorporate various scales of contexts into the feature vector 
extensively. These approaches then depend on adopted learning algorithms to weight 
and combine each feature effectively. For example, an exponential model and a linear 
model are applied in the maximum entropy models and support vector machines 
respectively to combine each feature via the learned weight vector. 

As discussed above, although various approaches have been employed in relation 
extraction, they only apply some implicit approaches to overcome the data sparseness 
problem. Until now, there are no explicit ways to resolve the data sparseness problem 
in relation extraction. Currently, all the current approaches apply the flat learning 
strategy which equally treats training examples in different relations independently 
and ignore the commonality among different relations. This paper proposes a novel 
hierarchical learning strategy to resolve this problem by considering the relatedness 
among different relations and capturing the commonality among related relations. By 
doing so, the data sparseness problem can be well dealt with and much better 
performance can be achieved, especially for those relations with small or medium 
amounts of annotated examples.  

3   Hierarchical Learning Strategy 

Traditional classifier learning approaches apply the flat learning strategy. That is, they 
equally treat training examples in different classes independently and ignore the 
                                                           
2 The ACE RDC 2003 corpus defines 5/24 relation types/subtypes between 4 entity types. 
3 The ACE RDC 2004 corpus defines 7/23 relation types/subtypes between 7 entity types. 
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commonality among related classes. The flat strategy will not cause any problem 
when there are a large amount of training examples for each class, since, in this case, 
a classifier learning approach can always learn a nearly optimal discriminative 
function for each class against the remaining classes. However, such flat strategy may 
cause big problems when there is only a small amount of training examples for some 
of the classes. In this case, a classifier learning approach may fail to learn a reliable 
(or nearly optimal) discriminative function for a class with a small amount of training 
examples, and, as a result, may significantly affect the performance of the class and 
even the overall performance. 

To overcome the inherent problems in the flat learning strategy, this paper 
proposes a hierarchical learning strategy which explores the inherent commonality 
among related classes through a class hierarchy. In this way, the training examples of 
related classes can help in learning a reliable discriminative function for a class with 
only a small amount of training examples in a top-down way. Here, the state-of-the-
art support vector machines (SVM) is applied as the basic classifier learning 
approach. For SVM, the guidance is done by, when training a lower-level class, 
discounting those negative training instances which do not belong to the support 
vectors of the upper-level class. 

In the following, we will first describe SVM, followed by the hierarchical learning 
strategy using SVM. Finally, we will consider several ways in building the class 
hierarchy. 

3.1   Support Vector Machines 

Support Vector Machines (SVM) is a supervised machine learning technique 
motivated by the statistical learning theory (Vapnik 1998). Based on the structural 
risk minimization of the statistical learning theory, SVM seeks an optimal separating 
hyper-plane to divide the training examples into two classes and make decisions 
based on support vectors which are selected as the only effective instances in the 
training set. 

Basically, SVM is only for binary classification. Therefore, we must extend it to 
multi-class classification, such as the ACE RDC task. For efficiency, we apply the 
one vs. others strategy, which builds K classifiers so as to separate one class from all 
others. Moreover, we map the SVM output into the probability by using an additional 
sigmoid model: 
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where f  is the SVM output and the coefficients A & B are to be trained using the 

model trust alorithm as described in Platt (1999). The final decision of an instance in 
multi-class classification is determined by the class which has the maximal 
probability from the corresponding SVM.  

The reason why we choose SVM is that SVM represents the state-of–the-art in the 
machine learning community and supports both feature-based learning and kernel-
based learning. Moreover, there are good implementations of the algorithm available. 
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In this paper, we use the binary-class SVMLight4 deleveloped by Joachims (1998). 
By default, the simple linear kernel is applied unless specified. 

3.2   Hierarchical Learning Strategy Using Support Vector Machines 

Assume we have a class hierarchy for a task, e.g. the one in the ACE RDC 2003 
corpus as shown in Table 1 of Section 4.1. The hierarchical learning strategy explores 
the inherent commonality among related classes in a top-down way. For SVM, the 
guidance of related classes in training a discriminative function for a given class is 
done by discounting those negative training instances which do not belong to the 
support vectors of the upper-level class. That is, the lower-level discriminative 
function has the preference toward the discriminative function of its upper-level class. 
Here, all the positive relation examples (i.e. those under the “YES” relation) are 
always kept since their number is always much less that of the negative relation 
examples (i.e. those under the “NON” relation) in most classification tasks, such as 
the ACE RDC task using the ACE RDC 2003 and 2004 corpora. 

For an example, let’s look at the training of the “Spouse” relation subtype in the 
class hierarchy as shown in Table 1: 

• Train a SVM for the “YES” relation vs. the “NON” relation. 
• Train a SVM for the “SOCIAL” relation type vs. all the remaining relation types 

(including the “NON” relation) by discounting the negative relation examples, 
which do not belong to the support vectors of the upper level SVM classifier for 
the “YES” relation vs. the “NON” relation, and keep the remaining examples. 

• Train a SVM for the “Spouse” relation subtype vs. all the remaining relation 
subtypes under all the relation types (including the “NON” relation) by 
discounting the negative relation examples, which do not belong to the support 
vectors of the upper level SVM classifier for the “SOCIAL” relation vs. all the 
remaining relation types (including the “NON” relation) , and keep the 
remaining examples. 

• Return the above trained SVM as the classifier for the “Spouse” relation 
subtype. 

Please note: considering the argument order of the two mentions, one more step is 
necessary to differentiate the two different argument orders for a non-symmetric 
relation subtype. For this issue, please see Section 4.1 for more details. 

In the case of using SVM as the basic classifier learning approach, the support 
vectors of a given class are much biased to the ones of the upper class which covers 
the given class and its related classes due to discounting negative relation examples 
which do not belong to the support vectors of the upper level SVM classifier. In some 
sense, related classes help by discounting the effect of un-related classes when 
determining the support vectors for a given class. As a result, this can largely reduce 
the noisy effect. Moreover, this can largely reduce the search space in training and 
make SVM training converge much faster. Our experimentation shows that similar 
                                                           
4 Joachims has just released a new version of SVMLight for multi-class classification. 

However, this paper only uses the binary-class version. For details about SVMLight, please 
see http://svmlight.joachims.org/ 
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performance is achieved when the discounting weight ranges from 0.1 to 0.3. 
Therefore, the discounting weight is set to 0.2 throughout the paper. That is, the cost 
of a discounted training example is multiplied by 0.2. 

In this way, the training examples in different classes are not treated independently 
any more, and the commonality among related classes can be captured via the 
hierarchical learning strategy. The intuition behind this strategy is that the upper-level 
class normally has more positive training examples than the lower-level class so that 
the corresponding discriminative function can be determined more reliably. In this 
way, the training examples of related classes can help in learning a reliable 
discriminative function for a class with only a small amount of training examples in a 
top-down way and thus alleviate its data sparseness problem. 

3.3   Building the Class Hierarchy  

We have just described the hierarchical learning strategy using a given class 
hierarchy. Normally, a rough class hierarchy can be given manually according to 
human intuition, such as the one in the ACE RDC 2003 corpus. In order to explore 
more commonality among sibling classes, we make use of binary hierarchical 
clustering for sibling classes at both lowest and all levels. This can be done by first 
using the flat learning strategy to learn the discriminative functions for individual 
classes and then iteratively combining the two most related classes using the cosine 
similarity function between their discriminative functions, e.g. using the support 
vector sets in SVM, in a bottom-up way. The intuition is that related classes should 
have similar hyper-planes to separate from other classes and thus have similar sets of 
support vectors in SVM. 

• Lowest-level hybrid: Binary hierarchical clustering is only done at the lowest 
level (i.e. the relation subtype level) while keeping the upper-level class 
hierarchy. That is, only sibling classes at the lowest level are hierarchically 
clustered. 

• All-level hybrid: Binary hierarchical clustering is done at all levels in a bottom-
up way. That is, sibling classes at the lowest level are hierarchically clustered 
first and then sibling classes at the upper-level. In this way, the binary class 
hierarchy can be built iteratively in a bottom-up way. 

4   Experimentation 

This paper focuses on the ACE RDC task with evaluation on the ACE RDC 2003 and 
2004 corpora.  

4.1   Experimental Setting 

Evaluation is mainly done on the ACE RDC 2003 corpus. The training data consists 
of 674 documents (~300k words) with 9683 relation examples while the held-out 
testing data consists of 97 documents (~50k words) with 1386 relation examples. 
Table 1 lists various types and subtypes of relations for the corpus, along with their 
occurrence frequencies in the training data. It shows that this corpus suffers from a 
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small amount of annotated data for a few subtypes such as the subtype “Founder” 
under the type “ROLE”. Here, we also divide various relation subtypes into three 
bins: large/middle/small, according to their training data sizes. For this corpus, 400 is 
used as as the lower threshold for the large bin and 200 as the upper threshold for the 
small bin5. As a result, the large/medium/small bin includes 5/8/11 relation subtypes 
in the corpus, respectively. 

Table 1. Relation statistics in the training data of the ACE RDC 2003 corpus 

Type Subtype Freq Bin Type 
AT Based-In 347 Medium 
 Located 2126 Large 
 Residence 308 Medium 
NEAR Relative-Location 201 Medium 
PART Part-Of 947 Large 
 Subsidiary 355 Medium 
 Other 6 Small 
ROLE Affiliate-Partner 204 Medium 
 Citizen-Of 328 Medium 
 Client 144 Small 
 Founder 26 Small 
 General-Staff 1331 Large 
 Management 1242 Large 
 Member 1091 Large 
 Owner 232 Medium 
 Other 158 Small 
SOCIAL Associate 91 Small 
 Grandparent 12 Small 
 Other-Personal 85 Small 
 Other-Professional 339 Medium 
 Other-Relative 78 Small 
 Parent 127 Small 
 Sibling 18 Small 
 Spouse 77 Small 

Detailed evaluation has been also done on the ACE RDC 2004 corpus, which 
contains 451 documents and 5702 relation instances. For comparison with Zhao et al 
(2005), we only use the same 348 nwire and bnews documents, which contain 125k 
words and 4400 relation instances. Evaluation is done using 5-fold cross-validation 
and shows similar tendency with the ACE RDC 2003 corpus. To avoid redundancy, 
we will only report the final performance on the ACE RDC 2004 corpus. 
                                                           
5 A few minor relation subtypes only have very few examples in the testing set. The reason to 

choose this threshold is to guarantee a reasonable number of testing examples in the small 
bin. For the ACE RC 2003 corpus, using 200 as the upper threshold will fill the small bin 
with about 100 testing examples while using 100 will include too few testing examples for 
reasonable performance evaluation. 
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In this paper, we adopt the same feature set as applied in Zhou et al (2005): word, 
entity type, mention level, overlap, base phrase chunking, dependency tree, parse tree 
and semantic information. By default, we use the SVM with the simple linear kernel 
unless specified. Moreover, we also explicitly model the argument order of the two 
mentions involved. For example, when comparing mentions m1 and m2, we 
distinguish between m1-ROLE.Citizen-Of-m2 and m2-ROLE.Citizen-Of-m1. Note 
that, in the ACE RDC 2003 task, 6 of these 24 relation subtypes are symmetric: 
“NEAR.Relative-Location”, “SOCIAL.Associate”, “SOCIAL.Other-Relative”, 
“SOCIAL.Other-Professional”, “SOCIAL.Sibling”, and “SOCIAL.Spouse”. In this 
way, we model relation extraction in the ACE RDC 2003 task as a multi-class 
classification task with 43 (24X2-6+1) classes, two for each relation subtype (except 
the above 6 symmetric subtypes) and a “NONE” class for the case where the two 
mentions are not related. For the ACE RDC 2004 task, 6 of these 23 relation subtypes 
are symmetric: “PHYS.Near”, “PER-SOC.Business”, “PER-SOC.Family”, “PER-
SOC.Other”, “EMP-ORG.Partner”, and “EMP-ORG.Other”. In this way, we model 
relation extraction in the ACE RDC 2004 task as a multi-class classification task with 
41 (23X2-6+1) classes, two for each relation subtype (except the above 6 symmetric 
subtypes) and a “NONE” class for the case where the two mentions are not related. 

4.2   Experimental Results 

Table 2 compares the hierarchical learning strategy and the flat learning strategy with 
the existing class hierarchy on the ACE RDC 2003 corpus using SVM. It shows that 
the hierarchical strategy outperforms the flat strategy by 1.9 (57.4 vs. 55.5) in F-
measure, largely due to its gain in recall. As a result, the hierarchical strategy achieves 
the F-measure of 57.4 using SVM.  

Table 2. Comparison of the hierarchical learning strategy vs. the flat learning strategy using the 
existing class hierarchy on the ACE RDC 2003 corpus 

Strategy P% R% F 
Flat  63.1 49.5 55.5 
Hierarchical 63.7 52.3 57.4 

Table 3. Comparison of the hierarchical learning strategy using different class hierarchies on 
the ACE RDC 2003 corpus 

Class Hierarchy P% R% F 
Existing 63.7 52.3 57.4 
Entirely Automatic 63.5 52.5 57.4 
Lowest-level Hybrid (based on the existing one) 64.1 52.8 57.9 
All-level Hybrid (based on the existing one) 64.3 52.9 58.0 

Table 3 compares the performance of the hierarchical learning strategy using 
different class hierarchies on the ACE RDC 2003 corpus. It shows that, the lowest-
level hybrid approach, which only automatically updates the existing class hierarchy 
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at the lowest level, slightly improves the performance by 0.5 (57.9 vs. 57.4) in F-
measure while further updating the class hierarchy at upper levels in the all-level 
hybrid approach only has very slight effect (58.0 vs. 57.9) in F-measure. This is 
largely due to the fact that the major data sparseness problem occurs at the lowest 
level, i.e. the relation subtype level in the ACE RDC 2003 corpus. As a result, the 
hierarchical learning strategy using the class hierarchy built with the all-level hybrid 
approach achieves the F-measure of 58.0 using SVM, which outperforms the flat 
learning strategy by 2.5 (58.0 vs. 55.5) in F-measure. In order to justify the usefulness 
of our hierarchical learning strategy when a rough class hierarchy is not available and 
difficult to determine manually, we also experiment using entirely automatically built 
class hierarchy without considering the existing class hierarchy. Table 3 shows that 
using automatically built class hierarchy performs comparably (63.7%/52.3%/57.4 vs. 
63.5%/52.5%/57.4) with using only the existing one. 

Table 4. Comparison of the hierarchical and flat learning strategies on the relation subtypes of 
different training data sizes using SVM. Notes: the figures in the parentheses indicate the 
cosine similarities between the support vectors sets of the discriminative functions learned 
using the two strategies. 

Large Bin (0.95) Middle Bin (0.90) Small Bin (0.76) Bin Type  
(Similarity) P% R% F P% R% F P% R% F 
Flat 68.6 57.3 62.4 67.8 34.7 45.9 35.0 24.7 29.0 
Hierarchical 69.4 58.5 63.4 68.2 41.8 51.8 42.3 31.2 35.9 

With the major goal of resolving the data sparseness problem for the classes with a 
small amount of training examples, Table 4 compares the hierarchical and flat 
learning strategies on the relation subtypes of different training data sizes using SVM 
on the ACE RDC 2003 corpus. Here, we divide various relation subtypes into three 
bins: large/middle/small, according to their available training data sizes. Please see 
Table 1 for details. Table 4 shows that the hierarchical learning strategy outperforms 
the flat learning strategy by 1.0(63.4 vs. 62.4)/5.9(51.8 vs. 45.9)/6.9(35.9 vs. 29.0) in 
F-measure on the large/middle/small bin respectively. This indicates that the 
hierarchical learning strategy performs much better than the flat learning strategy for 
those classes with a small or medium amount of annotated examples although the 
hierarchical learning strategy only performs slightly better by 1.0 than the flat 
learning strategy on those classes with a large size of annotated corpus. This suggests 
that the proposed hierarchical learning strategy can well deal with the data sparseness 
problem in the ACE RDC 2003 corpus using SVM.  

An interesting question is about the similarity between the discriminative functions 
learned using the hierarchical and flat learning strategies.  Table 4 compares the 
similarities between the weighted support vector sets of the discriminative functions 
for the two strategies and different bins. Since different relation subtypes contain 
quite different numbers of training examples, the similarities are weighted by the 
training example numbers of different relation subtypes. Table 4 shows that  
the discriminative functions learned using the two strategies are very similar (with the 
similarity about 0.95) for the relation subtypes belonging to the large bin, while there 
exist quite differences between the discriminative functions learned using the two 
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strategies for the relation subtypes belonging to the medium/small bin with the 
similarity about 0.90/0.76 respectively. This means that the use of the hierarchical 
learning strategy over the flat learning strategy only has very slight change on the 
discriminative functions for those classes with a large amount of annotated examples 
while its effect on those with a small amount of annotated examples is obvious. This 
contributes to and explains (the degree of) the performance difference between the 
two strategies on the different training data sizes as shown in Table 4.  

Due to the difficulty of building a large annotated corpus, another interesting 
question is about the adaptability of the hierarchical learning strategy and its 
comparison with the flat learning strategy. Figure 1 shows the effect of different 
training data sizes for some major relation subtypes while keeping all the training 
examples of remaining relation subtypes on the ACE RDC 2003 corpus using SVM. 
It shows that the hierarchical learning strategy performs much better than the flat 
learning strategy when only a small amount of training examples is available. It also 
shows that the hierarchical learning strategy can achieve stable performance much 
faster than the flat learning strategy. Finally, it shows that the ACE RDC 2003 corpus 
suffer from the lack of training examples. Among the three major relation subtypes, 
only the subtype “Located” achieves steady performance. 
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Fig. 1. Comparison on adaptability of the hierarchical learning strategy vs. the flat learning 
strategy for some major relation subtypes on the ACE RDC 2003 corpus (Note: FS for the flat 
learning strategy and HS for the hierarchical learning strategy) 

Finally, we also compare our system with the previous best-reported systems, such 
as Zhou et al (2005) and Zhao et al (2005) on the ACE RDC 2003 and 2004 corpora 
respectively. For the ACE RDC 2003 corpus, Table 6 shows that our system with the 
hierarchical learning strategy outperforms the previous best-reported system by 2.5 
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(58.0 vs. 55.5) in F-measure using SVM with linear kernel, in the extraction of the 24 
relation subtypes. Moreover, we also evaluate our system using the polynomial kernel 
with degree d=2 in SVM. It shows that this can further improve the F-measure by 2.2 
(60.2 vs. 58.0) in the extraction of 24 relation subtypes. As a result, our system 
significantly outperforms Zhou et al (2005) by 4.7 (60.2 vs. 55.5) in F-measure on the 
24 relation subtypes. For the ACE RDC 2004 corpus, Table 6 shows that our system 
with the hierarchical learning strategy outperforms the previous best-reported system 
by 0.5 (70.8 vs. 70.3) in F-measure using SVM with linear kernel on the 7 relation 
types. Moreover, we also evaluate our system using the polynomial kernel with 
degree d=2 in SVM. It shows that this can further improve the F-measure by 2.1 (64.9 
vs. 62.8) on the 23 relation subtypes. As a result, our system significantly outperforms 
Zhao et al (2005) by 2.3 (72.6 vs. 70.3) in F-measure on the 7 relation types. 

Table 6. Comparison of our system with other best-reported systems (The figures 
outside/inside the parentheses are for extraction of the relation types/subtype) 

2003 2004 System 
P% R% F P% R% F 

Ours: Hierarchical+SVM 
(linear) 

64.3 
(82.2) 

52.9 
(58.2) 

58.0 
(68.1) 

74.2 
(82.6) 

54.5 
(62.0) 

62.8 
(70.8) 

Ours: Hierarchical+SVM 
(polynomial) 

70.8 
(82.8) 

52.3 
(59.3) 

60.2 
(69.1) 

74.8 
(83.4) 

57.3 
(64.1) 

64.9 
(72.6) 

Zhou et al(2005):  
Flat+SVM(linear) 

63.1 
(77.2) 

49.5 
(60.7) 

55.5 
(68.0) 

-       
(-) 

-       
(-) 

-       
(-) 

Zhao et al(2005):Flat+SVM 
(composite polynomial) 

-       
(-) 

-      
(-) 

-       
(-) 

-
(69.2) 

-
(70.5) 

-
(70.3) 

5   Conclusion 

This paper proposes a novel hierarchical learning strategy to deal with the data 
sparseness problem in relation extraction by modeling the commonality among 
related classes. For each class in a class hierarchy, a discriminative function is 
determined in a top-down way. In this way, the upper-level discriminative function 
can effectively guide the lower-level discriminative function learning. In this paper, 
the state-of-the-art Support Vector Machines is applied as the basic classifier learning 
approach using the hierarchical learning strategy and the guidance is done by, when 
training a lower-level class, discounting those negative training instances which do 
not belong to the support vectors of the upper-level class. Evaluation on the ACE 
RDC 2003 and 2004 corpora shows that the hierarchical learning strategy performs 
much better than the flat learning strategy in resolving the critical data sparseness 
problem in relation extraction. 

In the future work, we will explore the hierarchical learning strategy using other 
guidance principle. Moreover, just as indicated in Figure 1, most relation subtypes in 
the ACE RDC 2003 corpus (arguably the largest annotated corpus in relation 
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extraction) suffer from the lack of training examples. Therefore, a critical research in 
relation extraction is how to rely on semi-supervised learning approaches (e.g. 
bootstrap) to alleviate its dependency on a large amount of annotated training 
examples and achieve better and steadier performance.  
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Abstract. Many text documents naturally have two kinds of labels. For 
example, we may label web pages from universities according to their 
categories, such as “student” or “faculty”, or according the source universities, 
such as “Cornell” or “Texas”. We call one kind of labels the content and the 
other kind the style. Given a set of documents, each with both content and style 
labels, we seek to effectively learn to classify a set of documents in a new style 
with no content labels into its content classes. Assuming that every document is 
generated using words drawn from a mixture of two multinomial component 
models, one content model and one style model, we propose a method named 
Cartesian EM that constructs content models and style models through 
Expectation Maximization and performs classification of the unknown content 
classes transductively. Our experiments on real-world datasets show the 
proposed method to be effective for style independent text content 
classification. 

1   Introduction 

Text classification [1] is a well established area of machine learning. A text classifier 
is first trained using documents with pre-assigned class labels and then offered test 
documents for which it must guess the best class labels. 

We identify and address a special kind of text classification problem where every 
document is associated with a pair of independent labels ( , )i jc s  where ic ∈  

1{ ,..., }mC c c= and js ∈ 1{ ,..., }nS s s= . In other words, the label space is the Cartesian 

product of two independent sets of labels, C S× , as shown in Figure 1. This problem 
setting extends the standard one-dimensional (1D) label space to two-dimensions 
(2D). Following the terminology of computational cognitive science and pattern 
recognition [2], we call C  content labels and S  style labels. Given a set of labeled 
training documents in 1n −  styles 1 1{ ,..., }ns s −  and a set of test documents in a new 

style ns , how should computers learn a classifier to predict the content class for each 

test document? 
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This machine learning problem is less explored, yet occurs frequently in practice. 
For example, consider a task of classifying academic web pages into several 
categories (such as “faculty” and “student”): one may have labeled pages from several 
universities (such as “Cornell”, “Texas”, and “Washington”) and need to classify 
pages from another university (such as “Wisconsin”), where the categories can be 
considered as content classes and the universities can be regarded as style types. 
Other examples include: learning to classify articles from a new journal; learning to 
classify papers from a new author; learning to classify customer comments for a new 
product; learning to classify news or messages in a new period, and so on. The 
general problem is the same whenever we have a two (or more) dimensional label for 
each instance. 

 

Fig. 1. The Cartesian product label space 

Since we care about the difference among content classes but not the difference 
among style types, it could be beneficial to separate the text content and style so that 
the classifier can focus on the discriminative content information but ignore the 
distractive style information. However, existing approaches to this problem, whether 
inductive or transductive, simply discard the style labels. Assuming that every 
document is generated using words drawn from a mixture of two multinomial 
component models, one content model and one style model, we propose a new 
method named Cartesian EM that constructs content models and style models through 
Expectation-Maximization [3] and performs classification transductively [4]. Our 
experiments on real-world datasets show that the proposed method can not only 
improve classification accuracy but also provide deeper insights about the data. 

2   Learning with 1D Labels 

2.1   Naïve Bayes 

Naïve Bayes (NB) is a popular supervised learning algorithm for probabilistic text 
classification [5]. Though very simple, NB is competitively effective and highly 
efficient [6]. 

Given a set of labeled training documents 1{ ,..., }DD d d= , NB fits a generative 

model which is parameterized by θ  and then applies it to classify unlabeled test 
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documents. The generative model of NB assumes that a document d  is generated by 
first choosing its class ic ∈ 1{ ,..., }mC c c=  according to a prior distribution of classes, 

and then producing its words independently according to a multinomial distribution of 
terms conditioned on the chosen class [7].  

The prior class probability Pr[ ]ic  can be estimated by  

            ( )Pr[ ] Pr[ | ]i id D
c c d D

∈
= ,                                     (1) 

where Pr[ | ]ic d  for a labeled document d is 1 if d  is in class ic  or 0 otherwise.  

With the “naïve” assumption that all the words in the document occur 
independently given the class, the conditional document probability Pr[ | ]id c  can be 

estimated by 

            ( ) ( , )
Pr[ | ] Pr[ | ] k

k

n w d
i k iw d

d c w c
∈

= ∏ ,                                 (2) 

where ( , )kn w d  is the number of times word kw  occurs in document d . The 

conditional word probability Pr[ | ]k iw c  can be estimated by  

            ( )
( , ) Pr[ | ]

Pr[ | ]
( , ) Pr[ | ]

k id D
k i

iw V d D

n w d c d
w c

n w d c d

η

η
∈

∈ ∈

+
=

+
,                         (3) 

where V is the vocabulary, and 0 1η< ≤  is the Lidstone’s smoothing parameter [6].  

Given a test document d , NB classifies it into class  

            ˆ( ) arg max Pr[ | ]
i

i
c C

c d c d
∈

= .                                              (4) 

The posterior class probability Pr[ | ]ic d  for an unlabeled document d  can be 

computed via Bayes’s rule:  

            
Pr[ | ]Pr[ ] Pr[ | ]Pr[ ]

Pr[ | ]
Pr[ ] Pr[ | ]Pr[ ]

i i i i
i

c C

d c c d c c
c d

d d c c
∈

= = .                       (5) 

2.2   1D EM 

The parameter set θ  of the above 1D generative model includes Pr[ ]ic  for all ic C∈  

and Pr[ | ]k iw c for all kw V∈ , ic C∈ . If the set of labeled documents is not large 

enough, NB may not be able to give a good estimation of θ  therefore the 
classification accuracy may suffer. However, it has been shown that the model 
estimation could be improved by making use of additional unlabeled documents (such 
as the test documents). This is the idea of semi-supervised learning, i.e., learning from 
both labeled data and unlabeled data. 

NB can be extended to semi-supervised learning by incorporating a set of 
unlabeled documents through Expectation-Maximization [8, 9]. The principle of 
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Expectation-Maximization (EM) will be further explained later in the next section. 
Since this EM based method is designed for the standard 1D label space, we call it 1D 
EM. Please refer to [8, 9] for its detailed derivation. 

3   Learning with 2D Labels 

3.1   Cartesian Mixture Model 

Let’s consider the Cartesian product label space C S× , where 1{ ,..., }mC c c=  and 

1{ ,..., }nS s s= . In this 2D label space, every document d D∈ is associated with a pair 

of independent labels ( , )i jc s  where ic C∈  and js S∈ .  

We introduce a 2D generative model, Cartesian mixture model, for this problem of 
learning with 2D labels. It naturally assumes that each content class ic C∈  or style 

type js S∈  corresponds to a multinomial model. A document d  is generated by first 

choosing its content class ic  and style type js  according to a prior distribution of 

label-pairs, and then producing its words independently according to a mixture of two 
component models that correspond to ic  and js  respectively. That is to say, every 

specific occurrence of word kw V∈  in a ( , )i jc s  document is generated from either 

the content model Pr[ | ]k iw c  or the style model Pr[ | ]k jw s , though we do not know 

which one is actually responsible. Therefore the probability of a word kw V∈  to 

occur in ( , )i jc s  documents can be calculated by  

            Pr[ | , ] Pr[ | ] (1 ) Pr[ | ]k i j k i k jw c s w c w sλ λ= + − ,                       (6) 

where [0,1]λ ∈  is a parameter used for weighting the component models. In this 

paper, the same weighting parameter λ  is used for all label-pairs, but our method can 
be easily extended to allow every label-pair have its own weighting parameter. 

———————————————————————————————————————————————————————————— 
Initialization: estimate θ  from the labeled documents only, 
using equations (1) and (3). 

while ( θ  has not converged ) { 

E-step: calculate the probabilistic class labels for 
the unlabeled documents based on the current θ , using 
equation (5). 

M-step: re-estimate θ  from both the labeled documents 
and the unlabeled documents that have been assigned 
probabilistic class labels, using equations (1) and 
(3).  

} 

Classify the unlabeled documents using equation (4). 

———————————————————————————————————————————————————————————— 

Fig. 2. The 1D EM algorithm 
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Since the content label and the style label are independent, we have  

            Pr[ , ] Pr[ ]Pr[ ]i j i jc s c s= .                                         (7) 

The prior content class probability Pr[ ]ic  can still be estimated using equation (1). 

The prior style type probability Pr[ ]js  can be estimated similarly by  

            ( )Pr[ ] Pr[ | ]j jd D
s s d D

∈
= ,                                     (8) 

where Pr[ | ]js d  for a labeled document d is 1 if d  is in style js  or 0 otherwise.  

Let d  denote the length of document d , and ,p do  denote the word that occurs in 

the p-th position of document d . By imposing the extended “naïve” assumption that 
all the words in the document occur independently given the content class and the 
style type, the conditional document probability Pr[ | , ]i jd c s  can be estimated by 

      ( ) ( , )

,1
Pr[ | , ] Pr[ | , ] Pr[ | , ] k

k

d n w d

i j p d i j k i jw dp
d c s o c s w c s

∈=
= = ∏∏ ,         (9) 

where ( , )kn w d  is the number of times word kw  occurs in document d . The 

conditional word probability Pr[ | , ]k i jw c s  given by equation (6) involves λ , 

Pr[ | ]k iw c  and Pr[ | ]k jw s  whose estimation will be discussed later.  

 

Fig. 3. The graphical model representation of a document as a Bayesian network 

In our problem setting (§1), the training documents are fully labeled, but the test 
documents are only half-labeled (we only know that the test document is in style ns  

but we do not know which content class it belongs to). Given a test document d  
whose style is known to be ns , we can predict its content class to be  

            ˆ( ) arg max Pr[ | , ]
i

i n
c C

c d c d s
∈

= .                                        (10) 

The posterior class probability Pr[ | , ]i nc d s  for an half-labeled document d  in 

style ns  can be calculated using Bayes’s rule and equation (7):  

      
Pr[ | , ]Pr[ , ] Pr[ | , ]Pr[ ]

Pr[ | , ]
Pr[ | ]Pr[ ] Pr[ | , ]Pr[ ]

i n i n i n i
i n

n n nc C

d c s c s d c s c
c d s

d s s d c s c
∈

= = .           (11) 
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3.2   Cartesian EM 

The parameter set θ  of the above Cartesian mixture model includes Pr[ ]ic  for all 

ic C∈ , Pr[ ]js  for all js S∈ , Pr[ | ]k iw c  for all kw V∈ , ic C∈ , Pr[ | ]k jw s  for all 

kw V∈ , js S∈ , and λ . One difficulty to estimate θ  is that we would not be able to 

get the values of λ , Pr[ | ]k iw c  and Pr[ | ]k jw s  by using maximum likelihood 

estimation in a straightforward manner, because for every observed word occurrence 
we do not know exactly whether the content model or the style model generated it. 
Furthermore, we need to take the test documents into consideration while estimating 
θ  (at least Pr[ | ]k jw s ), but for every test document we do not know exactly which 

content class it comes from.  
The Expectation-Maximization (EM) algorithm [3] is a general algorithm for 

maximum likelihood estimation when the data is “incomplete”. In this paper, we 
propose a new EM based method named Cartesian EM that constructs the Cartesian 
mixture model and applies it to predict the content classes of the test documents in a 
new style. Cartesian EM actually belongs to the family of transductive learning [4], a 
special kind of semi-supervised learning that the learning algorithm can see the set of 
test examples and make use of them to improve the classification accuracy on them. 

A common method for estimating the model θ  is maximum likelihood estimation 
in which we choose a θ  that maximizes its likelihood (or equivalently log-likelihood) 
for the observed data (in our case the set of documents D  and their associated 
labels):  

            ˆ arg max ( ) arg max log ( ) arg max log Pr[ | ]L L Dθ θ θθ θ θ θ= = = .            (12) 

Given the model θ , we have 

            log Pr[ | ] log Pr[ , ( ), ( )]
d D

D d c d s dθ
∈

= ,                             (13) 

where ( )c d  and ( )s d  stand for the actual (possibly unknown) content label and the 

actual style label of document d  respectively. 
For a fully-labeled document d , we know that Pr[ | ]ic d  is 1 if d  is in content 

class ic  or 0 otherwise and Pr[ | ]js d  is 1 if d  is in style type js  or 0 otherwise, 

therefore we can calculate the log-likelihood of d  given the model θ  using Bayes’s 
rule and equation (7): 

1 1

1 1 1 1

log Pr[ , ( ), ( )] Pr[ | ]Pr[ | ]log Pr[ | , ]

Pr[ | ]Pr[ | ]log Pr[ ] Pr[ | ]Pr[ | ]log Pr[ ]

m n

i j i ji j

m n m n

i j i i j ji j i j

d c d s d c d s d d c s

c d s d c c d s d s

= =

= = = =

= +

+
. (14) 

Furthermore, using equation (6) and equation (9), we get  

            ( ), ,1
log Pr[ | , ] log Pr[ | ] (1 ) Pr[ | ]

d

i j p d i p d jp
d c s o c o sλ λ

=
= + − .              (15) 
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Now we see that there are two obstacles to estimating θ : one is that the test 
documents are only half-labeled hence equation (14) is not applicable to their  
log-likelihood computation, the other is that equation (15) contains logarithms of 
sums hence hard to maximize.  

The basic idea of the EM algorithm is to augment our “incomplete” observed data 
with some latent/hidden variables so that the “complete” data has a much simpler 
likelihood function to maximize [10]. In our case, we introduce a binary latent 
variable for each content class ic C∈ and each (half-labeled) test document d  to 

indicate whether document d  is in the content class ic , i.e.,  

            
1    if document  is in content class 

( , )
0    otherwise

i
i

d c
y c d = .                      (16) 

Moreover, we introduce a binary latent variable for each word occurrence ,p do  to 

indicate whether the word has been generated from the content model or the style 
mode,  

            ,1    if  is from the content model
( , )

0    otherwise
p do

z p d = .                        (17) 

If the two types of latent variables are observed, the data is complete and 
consequently the log-likelihood function becomes much easier to maximize. For a 
half-labeled test document d , we know that the latent variable ( , )iy c d  is 1 if d  is in 

content class ic  or 0 otherwise and Pr[ | ]js d  is 1 if d  is in style type js  or 0 

otherwise, therefore as in equation (14) we can calculate its log-likelihood given the 
model θ  and the latent variables ( , )iy c d :  

1 1

1 1 1 1

log Pr[ , ( ), ( )] ( , ) Pr[ | ]log Pr[ | , ]

( , ) Pr[ | ]log Pr[ ] ( , ) Pr[ | ]log Pr[ ]

m n

i j i ji j

m n m n

i j i i j ji j i j

d c d s d y c d s d d c s

y c d s d c y c d s d s

= =

= = = =

= +

+
.  (18) 

In addition, with the help of the latent variables ( , )z p d , equation (15) for 

computing log Pr[ | , ]i jd c s  can be re-written as  

            
( )

( ) ( )1

( , ) log Pr[ ( ) | ]
log Pr[ | , ]

1 ( , ) log (1 ) Pr[ ( ) | ]

d
p i

i j
p p j

z p d o d c
d c s

z p d o d s

λ

λ=

+
=

− −
,             (19) 

because we assume that we know which component model has been used to generate 
each word occurrence. 

The EM algorithm starts with some initial guess of the model (0)θ , then iteratively 
alternates between two steps, called the “E-step” (expectation step) and the “M-step” 
(maximization step) respectively [10]. In the E-step, it computes the expected log-
likelihood for the complete data, or the so-called “Q-function” denoted by ( )( ; )tQ θ θ , 
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where the expectation is taken over the computed conditional distribution of the latent 
variables given the current setting of model ( )tθ  and the observed data. In the M-step, 
it re-estimates the model to be ( 1)tθ +  by maximizing the Q-function. Once we have a 
new generation of model parameters, we repeat the E-step and the M-step. This 
process continues until the likelihood converges to a local maximum.  

The major computation to be carried out in the E-step is to estimate the 
distributions of latent variables, in our case, ( , )iy c d  and ( , )z p d . For a half-labeled 

test document d  in style ns , we have  

            
Pr[ | , ]Pr[ ]

Pr[ ( , ) 1] Pr[ | , ]
Pr[ | , ]Pr[ ]

i n i
i i n

n
c C

d c s c
y c d c d s

d c s c
∈

= = =                       (20) 

via using equation (11), and obviously Pr[ ( , ) 0]iy c d =  1 Pr[ ( , ) 1]iy c d= − = . For a 

word occurrence ,p d ko w=  in a document d  with label-pair ( , )i jc s , we have  

            
Pr[ | ]

Pr[ ( , ) 1]
Pr[ | ] (1 ) Pr[ | ]

k i

k i k j

w c
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w c w s

λ
λ λ

= =
+ −

,                       (21) 

and Pr[ ( , ) 0]z p d = 1 Pr[ ( , ) 1]z p d= − = . Since the value of Pr[ ( , ) 1]z p d =  given by 

the above equation is same for every word occurrence ,p d ko w V= ∈  in ( , )i jc s  

documents, we introduce a new notation ijkz  to represent it. 

The M-step involves maximizing the Q-function,   

( 1) ( )arg max ( ; )t tQθθ θ θ+ = .                                         (22) 

In our case, the Q function can be obtained by combining the equations (13), (14), 
(18), (19), (20) and (21), and taking expectation over latent variables:  
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,                (23) 

where 

            ( )( )( , , ) ( , ) ( , ) ( , )
k

i j k k i k jw d
E d c s n w d E w c E w s

∈
= + ,                 (24) 

            ( )( , ) log Pr[ | ]k i ijk k iE w c z w cλ= ,                                  (25) 

            ( )( , ) (1 ) log (1 ) Pr[ | ]k j ijk k jE w s z w sλ= − − .                          (26) 

The next model estimation ( 1)tθ + should maximize ( )( ; )tQ θ θ , meanwhile the 

model parameters need to obey some inherent constraints such as  



 Learning to Separate Text Content and Style for Classification 87 

            Pr[ | ] 1iw V
w c

∈
= .                                                (27) 

The M-step turns out to be a constrained optimization problem. Using the 
Lagrange multiplier method, we can get an analytical solution to this problem. The 
derived update rules for the M-step are as follows. The prior content class 
probabilities Pr[ ]ic  are updated using equation (1), while the prior style type 

probabilities Pr[ ]js  are kept unchanged. The conditional word probabilities should be 

adjusted using the following equations:  

1 1Pr[ | ] ( , , , ) ( , , , )k i k i i
d D s S w V d D s S

w c Z w d c s Z w d c sη η
∈ ∈ ∈ ∈ ∈

= + +   (28) 

where 

            1( , , , ) ( , ) Pr[ | ]Pr[ | ]k i j k i j ijkZ w d c s n w d c d s d z= ,                   (29) 

and similarly,   

    0 0Pr[ | ] ( , , , ) ( , , , )k j k j j
d D c C w V d D c C

w s Z w d c s Z w d c sη η
∈ ∈ ∈ ∈ ∈

= + +   (30) 

where 

            0 ( , , , ) ( , ) Pr[ | ]Pr[ | ](1 )k i j k i j ijkZ w d c s n w d c d s d z= − .                 (31) 

Besides, the weight parameter should be re-estimated by  

( )1 1 0( , , , ) ( , , , ) ( , , , ) .
w V d D c C s S w V d D c C s S

Z w d c s Z w d c s Z w d c sλ
∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈

= +   (32) 

The EM algorithm is essentially a hill-climbing approach, thus it can only be 
guaranteed to reach a local maximum. When there are multiple local maximums, 
whether we will actually reach the global maximum depends on where we start: if we 
start at the “right hill”, we will be able to find a global maximum. In our case, we 
ignore the style labels and use the 1D estimation equations (1) and (3) to initialize 
Pr[ ]ic  and Pr[ | ]k iw c  from the training documents, just as in the standard NB 

algorithm. The initial values of Pr[ ]js  and Pr[ | ]k jw s  can be estimated similarly by 

ignoring the class labels, but from both the training documents and the test 
documents, using equation (8) and  

( )Pr[ | ] ( , ) Pr[ | ] ( , ) Pr[ | ]k j k j jd D
d D w V

w s n w d s d n w d s dη η
∈

∈ ∈

= + + .  (33) 

The initial value of the weighting parameter λ  is simply set to 1 2  that puts equal 

weights to the component models. 
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4   Experiments 

We have conducted experiments on three real-world datasets to evaluate the 
effectiveness of the proposed Cartesian EM method for text classification in the 2D 
problem setting (stated in §1). Three methods, NB, 1D EM and Cartesian EM (C. 
EM), were compared in terms of classification accuracy. The Lidstone smoothing 
parameter was set to a good value 0.1η =  [6], and document frequency (df) based 

feature selection [11] were performed to let NB achieve optimal average performance 
on each dataset. The document frequency has been shown to have similar effect as 
information gain or chi-square test in feature selection for text classification. 

The WebKB dataset (http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/ 
data/) contains manually classified Web pages that were collected from the computer 
science departments of four universities (“Cornell”, “Texas”, “Washington” and 
“Wisconsin”) and some other universities (“misc.”). In our experiments, each 
category is considered as a content class, and each source university is considered as a 
style type because each university's pages have their own idiosyncrasies. Only pages 
in the top four largest classes were used, namely “student”, “faculty”, “course” and 
“project”. Furthermore, unlike the popular setting, the pages from the “misc.” 
universities were not used either, because we thought it made little sense to train a 
style model for them. All pages were pre-processed using the Rainbow toolkit [12] 
with the options “--skip-header --skip-html --lex-pipe-command=tag-digits --no-stoplist --
prune-vocab-by-doc-count=3”. The experimental results on this dataset are shown in 
Table 1. The weighting parameter values found by Cartesian EM were consistently 
around 0.75. 

The SRAA dataset (http://www.cs.umass.edu/~mccallum/code-data.html) is a 
collection of 73,218 articles from four newsgroups (simulated-auto, simulated-
aviation, real-auto and real-aviation). In our experiments, “auto” and “aviation” are 

———————————————————————————————————————————————————————————— 

Initialization: set 1 2λ = , and estimate the probabilities 

Pr[ ]
i

c , Pr[ | ]
k i

w c , Pr[ ]
j

s , Pr[ | ]
k j

w s  just as in the 1D situation, 

using equations (1), (3), (8), (33). 

while ( θ  has not converged ) { 

E-step: calculate Pr[ | ]
i

c d  for the half-labeled test 

documents using equation (20), and calculate 
ijk

z  using 

equation (21), based on the current θ . 

M-step: re-estimate θ  using equations (28), (30), 
(32), with the help of the latent variables.  

} 

Classify the half-labeled test documents using equation (10)
. 

———————————————————————————————————————————————————————————— 

Fig. 4. The Cartesian EM algorithm 
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considered as content classes and “simulated” and “real” are considered as style types. 
All articles were pre-processed using the Rainbow toolkit [12] with the option “--skip-
header --skip-html --prune-vocab-by-doc-count=200”. The experimental results on this 
dataset are shown in Table 1. The weighting parameter values found by Cartesian EM 
were consistently around 0.95. It is also possible to take “simulated” and “real” as 
classes while “auto” and “aviation” as styles, but in our experiments, Cartesian EM 
did not work well in that situation. We think the reason is that the actual weight of 
“auto” and “aviation” models are overwhelming (around 0.95) so that Cartesian EM 
would drift away and consequently fail to get good discrimination between 
“simulated” and “real”. This is a known pitfall of the EM algorithm. Therefore 
Cartesian EM may be not suitable when the text content is significantly outweighed 
by text style. It may be possible to detect this situation by observing λ  and back off 
to a simpler method like NB when λ  is small. 

The 20NG dataset (http://people.csail.mit.edu/people/jrennie/20Newsgroups) is a 
collection of approximately 20,000 articles that were collected from 20 different 
newsgroups [13]. The “bydate” version of this dataset along with its train/test split 
was used. In our experiments, each newsgroup is considered as a content class, and 
the time period before and after the split point are considered as two style types. It is 
realistic and common to train a classifier on documents before a time point and then 
test it on documents thereafter. All articles were pre-processed using the Rainbow 
toolkit [12] with the option “--prune-vocab-by-occur-count=2 --prune-vocab-by-doc-
count=0”. The experimental results on this dataset are shown in Table 1. The 
weighting parameter value found by Cartesian EM was about 0.95. 

To sum up, Cartesian EM compared favorably with NB and 1D EM in our 
experiments. In the case where Cartesian EM improved performance, the 
improvements over the standard 1D-EM and Naive Bayes on these three datasets are 
all statistically significant (P-value < 0.05), using the McNemar's test. It is able to 
yield better understanding (such as the weight of content/style) as well as increase 
classification accuracy.  

Table 1. Experimental results 

Dataset Test Style NB 1D EM C. EM 

Cornell 81.42% 84.96% 84.96% 
Texas 81.75% 82.94% 83.33% 
Washington 77.25% 79.22% 80.00% 

WebKB 

Wisconsin 82.79% 81.17% 84.42% 
simulated 80.11% 91.85% 94.39% SRAA 
real 91.99% 87.00% 92.68% 

20NG new articles 79.55% 80.92% 81.78% 

5   Related Works 

The study of separating content and style has a long history in computational 
cognitive science and pattern recognition. One typical work in this area is [2]. Our 
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work exploits the characteristic of text data, and the proposed Cartesian EM method is 
relatively more efficient than the existing methods. 

Various mixture models have been used in different text classification problems. 
However, most of them assume that a document is generated by only one component 
model [14], while our Cartesian mixture model assumes that a document is generated 
by two multinomial component models. In [15], a mixture model is proposed for 
multi-label text classification, where each document is assumed to be generated by 
multiple multinomial component models, one per document label. In [16], a mixture 
model is proposed for relevance feedback, where the feedback documents are 
assumed to be generated by two multinomial component models, one known 
background  model and one unknown topic model, combined via a fixed weight. The 
Cartesian mixture model is different with these existing works as it is designed for 
documents with 2D labels and it works in the context of transductive learning. 

One straightforward way to extend 1D EM to 2D scenario is to simply regard each 
label-pair ( , )c s  as a pseudo 1D label. In other words, each cell in the Cartesian 

product label matrix (as shown in Figure 1) is associated with a multinomial model. 
That method named EM2D has been proposed for the problem of learning to integrate 
web taxonomies [17]. However, EM2D is not able to generalize content classifiers to 
new styles thus not applicable to our problem. In contrast, Cartesian EM assumes that 
each row or column in the Cartesian product label matrix corresponds to a 
multinomial model and the observations (cells) are generated by the interaction 
between content models (rows) and style models (columns). This is to simulate the 
situation where some words in the document are used for style purposes while other 
words in the same document are used to describe the content. 

6   Conclusion 

The ability of human being to separate content and style is amazing. This paper 
focuses on the problem of style-independent text content classification, and presents 
an EM based approach, Cartesian EM, that has been shown to be effective by 
experiments on real-world datasets. 
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Abstract. Authorship attribution is the task of deciding who wrote
a particular document. Several attribution approaches have been pro-
posed in recent research, but none of these approaches is particularly
satisfactory; some of them are ad hoc and most have defects in terms of
scalability, effectiveness, and efficiency. In this paper, we propose a prin-
cipled approach motivated from information theory to identify authors
based on elements of writing style. We make use of the Kullback-Leibler
divergence, a measure of how different two distributions are, and explore
several different approaches to tokenizing documents to extract style
markers. We use several data collections to examine the performance
of our approach. We have found that our proposed approach is as effec-
tive as the best existing attribution methods for two class attribution,
and is superior for multi-class attribution. It has lower computational
cost and is cheaper to train. Finally, our results suggest this approach is
a promising alternative for other categorization problems.

1 Introduction

Authorship attribution (AA) is the problem of identifying who wrote a particular
document. AA techniques, which are a form of document classification, rely on
collections of documents of known authorship for training, and consist of three
stages: preprocessing of documents, extraction of style markers, and classification
based on the style markers. Applications of AA include plagiarism detection, doc-
ument tracking, and forensic and literary investigations. Researchers have used
attribution to analyse anonymous or disputed documents [6, 14]. The question
of who wrote Shakespeare’s plays is an AA problem. It could also be applied
to verify the authorship of e-mails and newsgroup messages, or to identify the
source of a piece of intelligence.

Broadly, there are three kinds of AA problem: binary, multi-class, and one-
class attribution. In binary classification, all the documents are written by one of
two authors and the task is to identify who of the two authors wrote unattributed
documents. Several approaches to this problem have been described [4, 6, 10].
Multi-class classification [1,5,12], in which documents by more than two authors
are provided, is empirically less effective than binary classification. In one-class
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classification, also referred to as authorship verification, some documents training
are written by a particular author while the authorship of the remainder is
different but unknown [15]. The task is to determine whether a given document
is produced by the target author. This is more difficult again, as it is easier to
characterize documents as belonging to a certain class rather than to any class
except the specified one.

Existing approaches use a range of methods for extracting features, most
commonly style markers such as function words [1, 5, 10, 12] and grammatical
elements such as part of speech [2, 21, 22]. Given these markers, AA requires
use of a classification method such as support vector machines (SVMs) [5,15] or
principal component analysis [1,10,12]. However, much previous work in the area
is marred by lack of use of shared benchmark data, verification on multiple data
sets, or comparison between methods—each paper differs in both style markers
and classification method, making it difficult to determine which element led to
success of the AA method, or indeed whether AA was successful at all. It is not
clear whether these methods scale, and some are ad hoc. In previous work, we
compared some of these methods using common data collections [25] drawn from
the TREC data [8] and other readily available sources, and found Bayesian net-
works and SVMs to be superior to the other approaches given function words as
tokens. A secondary contribution of this new paper is extension of this previous
work to grammatical style markers.

Our primary contribution is that we propose a new AA approach based on
relative entropy, measured using the Kullback-Leibler divergence [17]. Language
models have been successfully used in information retrieval [24], by, in effect,
finding the documents whose models give the least relative entropy for the query.
Here we explore whether relative entropy can provide a reliable method of cate-
gorization, where the collection of documents known to be in a category are used
to derive a language model. A strong motivation for exploring such an approach
is efficiency: the training process is extremely simple, consisting of identifying
the distinct terms in the documents and counting their occurrences. In contrast,
existing categorization methods are quadratic or exponential.

To test the proposed method, we apply it to binary and multi-class AA, using
several kinds of style marker. For consistency we use the same data collections
as in our previous work [25]. We observe that our method is at least as effective
for binary classification as the best previous approaches, Bayesian networks and
SVMs, and is more effective for multi-class classification.

In addition, we apply our method to the standard problem of categorization
of documents drawn from the Reuters newswire [16]. AA is a special case of text
categorization, but it does not necessarily follow that a method that is effective
for AA will be effective for categorization in general, and vice versa. However,
these preliminary experiments have found that KLD is indeed an effective general
categorization technique, with effectiveness comparable to that of SVMs. We
infer that, given appropriate feature extraction methods, the same categorization
techniques can be used for either problem.
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2 Background

The basic processes of AA consists of three stages: text preprocessing, feature
extraction, and categorization. In the first stage, the text is standardized and
may be annoted with lexical information. In the second stage, features are iden-
tified in the transformed text. In the third stage, feature sets are compared to
determine likely authorship. A variety of AA approaches have been proposed,
differing in all three stages.

In style-based classification, both lexical and grammatical markers have been
used. Function words are a lexical style marker that has been widely used [1, 5,
10,12], on the basis that these words carry little content: a typical author writes
on many topics, but may be consistent in the use of the function words used to
structure sentences. Some researchers have included punctuation symbols, while
others have experimented with n-grams [13, 18, 19]. Grammatical style markers
have also been used for AA [2,21,22], with natural language processing techniques
are used to extract features from the documents. However, the AA performance
is subject to the performance of the corresponding natural-language tools that
are used.

Once stylistic features have been extracted, they must be used in the way
to classify documents. Several researchers have applied machine-learning tech-
niques to AA. Diederich et al. [5] and Koppel et al. [15] have used SVMs in their
experiments. Diederich et al. used a collection of newspaper articles in German,
with seven authors and between 82 and 118 texts for each author. Documents
with fewer than 200 words were not used, as they were considered to not have
enough authorial information. Accuracies of 60% to 80% were reported. The
data used by Koppel et al. consists of 21 English books by a total of 10 authors.
An overall accuracy of 95.7% was reported; due to the small size of data col-
lection, the high accuracy may not be statistically significant. In our previous
work [25], we used a large data collection and tested five well-known machine
learning methods. We concluded that machine learning methods are promising
approaches to AA. Amongst the five methods, Bayesian networks were the most
effective.

Principle component analysis (PCA) is a statistical technique that several re-
searchers have employed for AA [1,10,12]. Baayen et al. [2] used PCA on a small
data collection, consisting of material from two books. Holmes et al. [10] applied
PCA to identify the authorship of unknown articles that have been tentatively at-
tributed to Stephen Crane. The data consisted of only fourteen articles known to
have been written by Crane and seventeen articles of unknown authorship. PCA
has largely been used for binary classification. In our initial investigation [25],
PCA appears ineffective for multi-class classification. Additionally, PCA is not
easily scalable; it is based on linear algebra and uses eigenvectors to determine
the principle components for measuring similarity between documents. In most
cases, only the first two principle components are used for classification and
other components are simply discarded. Although other components may con-
tain less information compared to the first two components, discarding will cause
information loss, which may reduce the classification effectiveness.
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Compression techniques and language models are another approach to AA,
including Markov chains [14, 21, 22] and n-gram models [13, 18, 19]. Khmelev
and Tweedie [14] used Markov chains to identify authorship for documents in
Russian. Character level n-grams are used as style markers. An accuracy of 73%
was reported as the best result in multi-class classification, but in most cases
there were generally only two instances of each authors’ work, raising doubts as
to the reliability of the results. Peng et al. [19] applied character level n-gram
language models to a data collection of newswire articles in Greek. The col-
lection contains documents by 10 authors, with 20 documents for each author.
Although an average of 82% accuracy was reported, the size of collection is prob-
ably too small to draw any representative conclusions. The question of whether
character-level n-grams are useful as style markers is, therefore, unclear. As the
full text of the documents was retained in these experiments, it is possible that
the effectiveness of topic markers rather than style markers was being measured.

Another compression-based approach is to measure the change in compressed
file size when an unknown document is added to a set of documents from a single
author. Benedetto et al. [3] used the standard LZ77 compression program and
reported an overall accuracy of 93%. In their experiment, each unknown text is
appended to every other known text and the compression program is applied to
each composite file as well as to the original text. The increase in size due to the
unknown text can be calculated for each case, and the author of the file with
smallest increase is assumed to be the target. However, Goodman [7] failed to
reproduce the original results, instead achieving accuracy of only 53%.

More fundamentally, the approach is based on two poor premises. One is that
the full text of the data is used, so that topic as well as style information is con-
tributing to the outcomes; document formatting is a further confounding factor.
The other premiss is that compression is an unreliable substitute for modelling.
Compression techniques build a model of the data, then a coding technique uses
the model to produce a compact representation. Typical coding techniques used
in practice have ad hoc compromises and heuristics to allow coding to proceed at
a reasonable speed, and thus may not provide a good indication of properties of
the underlying model. By using off-the-shelf compression rather than examining
properties of the underlying model, much accuracy may be lost, and nothing is
learnt about which aspects of the modelling are successful in AA. In the next sec-
tion we explore how models can be directly applied to AA in a principled manner.

For classification tasks in general, two of the most effective methods are SVMs
and Bayesian networks. SVMs [20] have been successfully used in applications
such as categorization and handwriting recognition. The basic principle is to find
values for parameters αi for data points that maximize∑

i

αi − 1
2

∑
αiαjyiyj(xi · xj)

These values define a hyperplane, where the dimensions correspond to features.
Whether an item is in or out of a class depends on which side of the hyperplane
it lies. However, the computational complexity of SVM is a drawback. Even the
best algorithm gives O(n2) computational cost, for n training samples.
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A Bayesian network structure [9] is an acyclic directed graph in which there
is one node in the graph for each feature and each node has a table of transi-
tion probabilities for estimating probabilistic relationships between nodes based
on conditional probabilities. There are two learning steps in Bayesian networks,
learning of the network structure and learning of the conditional probability
tables. The structure is determined by identifying which attributes have the
strongest dependencies between them. The nodes, links, and probability distri-
butions are the structure of the network, which describe the conditional depen-
dencies. However a major drawback of this approach is that asymptotic cost is
exponential, prohibiting use of Bayesian networks in many applications.

3 Entropy and Divergence

Entropy measures the average uncertainty of a random variable X . In the case
of English texts, each x ∈ X could be a token such as a character or word. The
entropy is given by:

H (X) = −
∑
x∈X

p (x) log2 p (x)

where p (x) is the probability mass function of a random character or word.
H(X) represents the average number of bits required to represent each symbol
in X . The better the model, the smaller the number of bits.

For example, we could build a model for a collection of documents by iden-
tifying the set W of distinct words w, the frequency fw with which each w
occurs, and the total number n =

∑
w fw of word occurrences. This model is

context free, as no use is made of word order. The probability p(w) = fw/n is
the maximum likelihood for w, and

n ×
(

−
∑
w

p(w) log2 p (w)

)
= −

∑
w

fw log2
fw

n

is the minimum number of bits required to represent the collection under this
model. The compression-based AA techniques considered above can be regarded
as attempting to identify the collections whose models yield the lowest entropy
for a new document, where however the precise modelling technique is unknown
and the model is arbitrarily altered to achieve faster processing.

A difficulty in using direct entropy measurements on new documents is that
the document may contain a new word w that is absent from the original model,
leading to p(w) = 0 and undefined log2 p(w). We examine this issue below.

Another way to use entropy is to compare two models, that is, to measure the
difference between two random variables. A mechanism for this measurement of
relative entropy is the Kullback-Leibler divergence (KLD) [17], given by:

KLD (p||q) = Σx∈X p (x) log2
p (x)
q (x)

where p (x) and q (x) are two probability mass functions.
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In this paper, we propose the use of KLD as a categorization technique. If a
document with probability mass function p is closer to q than to q′—that is, has
a smaller relative entropy—then, we hypothesise, the document belongs in the
category corresponding to q. The method is presented in detail later.

We use simple language modelling techniques to estimate the probability mass
function for each document and category. Language models provide a principle
for quantifying properties of natural language. In the context of using language
models for AA, we assume that the act of writing is a process of generating
natural language. The author can be considered as having a model generating
documents of a certain style. Therefore, the problem is to quantify how different
the authors’ models are.

Given a token sequence c1c2 . . . cn representing a document we need to es-
timate a language model for the document. In an ideal model, we would have
enough data to use context to estimate a high p(ci|c1 . . . ci−1) should be obtained
for each token occurrence. However, in common with most use of language mod-
els in information retrieval, we use a unigram model; for example, if the tokens
are words, there are simply not enough word sequences to estimate multigram
probabilities, and thus we wish only to estimate each p(ci) independently.

Therefore, the task is to find out a probability function to measure the proba-
bility of each component that occurs in the document. The most straightforward
estimation in language modelling is the maximum likelihood estimate, in which
the probability of each component is given by the frequency normalized by the
total number of components in that document d (or, equivalently, category C):

pd (c) =
fc,d

|d|
where fc,d is the frequency of c in d and |d| =

∑
c′∈d fc′,d. We then can determine

the KLD between a document d and category C as

KLD (pd||pC) =
∑

c∈C∪d

pd (c) log2
pd (c)
pC (c)

=
∑
c∈C

fc,d

|d| log2
fc,d · |C|
fc,d · |d| (1)

KLD as a Classifier for Authorship Attribution

Given author candidates A = {a1 . . . aj}, it is straightforward to build a model
for each author by aggregating the training documents. We can build a model
for an unattributed document in the same way. We can then determine the
author model that is most similar to the model of the unknown document,
by calculating KLD values between author models and unknown documents to
identify the target author for which the KLD value is the smallest.

However, it is usually the case that some components are missing in either
the training documents or the documents to be attributed. This generates an
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undefined value in equation 1, and thus a KLD value cannot be computed. This
is a standard problem with such models, and other researchers have explored
a variety of smoothing techniques [24] to calculate the probability of missing
components.

The Dirichlet prior is an effective smoothing technique for text-based applica-
tions, in particular information retrieval. We use Dirichlet smoothing to remove
these zero probabilities, under which the probability of component c in document
d (or equivalently, category C) is:

p′d(c) =
|d|

λ + |d|
fc,d

|d| +
λ

λ + |d|pB (c)

=
fc,d

λ + |d| +
λ

λ + |d|pB (c)

where λ is a smoothing parameter and pB (c) is the probability of component c
in a background model . For short documents, the background probabilities domi-
nate, on the principle that the evidence for the in-document probabilities is weak.
As document length grows, the influence of the background model diminishes.
Choice of an appropriate value for λ is a tuning stage in the use of language
models.

In principle the background model could be any source of typical statistics for
components. Intuitively it makes sense to derive the model from other documents
of similar type; in attributing newswire articles, for example, a background model
derived from poetry seems unlikely to be appropriate. As background model,
we use the aggregate of all known documents, including training and test, as
this gives the largest available sample of material. There is no reason why a
background model could not be formed this way in practice.

In estimating KLD, the same background model is used for documents and
categories, so KLD is computed as

KLD (pd||pC) =∑
c∈C∪d

[(
fc,d

λ + |d| +
λ

λ + |d|pB(c)
)

× log2

fc,d

λ+|d| + λ
λ+|d|pB(c)

fc,C

λ+|C| + λ
λ+|C|pB(c)

]
(2)

By construction of the background model, d ⊂ C, so there are no zeroes in the
computation.

4 Feature Types

Function words are an obvious choice of feature for authorship attribution, as
they are independent of the content but do represent style. A related choice of
feature is punctuation, though the limited number of punctuation symbols mean
that their discrimination power must be low.

An alternative is to use lexical elements. We explored the use of parts of
speech, that is, lexical categories. Linguists recognize four major categories of
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words in English: nouns, verbs, adjectives, and adverbs. Each of these types can
be further classified according to morphology. Most part-of-speech tag sets make
use of the same basic categories; however, tag sets differ in how finely words are
divided into categories, and in how categories are defined.

In this paper, we propose the following approach to use of parts of speech
in authorship attribution. We applied NLTK (a Natural Language ToolKit)1 to
extract the part-of-speech tags from each original document. The part-of-speech
tag set we used to tag our data collection in text preprocessing is the “brown”
tag set. For simplicity, and to ensure that our feature space was not too sparse,
we condensed the number of distinct tags from 116 to 27, giving basic word
classes whose statistical properties could be analysed.

A further refinement is to combine the classes. We explore combinations of
function words, parts of speech, and punctuation as features in our experiments.

5 Experiments

We used experiments on a range of data sources to examine effectiveness and
scalability of KLD for attribution. In preliminary experiments, we also exam-
ined the effectiveness of KLD for other types of classification problems. Several
data collections were used in our experiments, including newswire articles from
the Associated Press (AP) collection [8], English literature from the Gutenberg
Project, and the Reuters-21578 test collection [16]. The first two data collec-
tions are used for AA. The Reuters-21578 test collection was used to examine
the applicability of KLD for general categorization.

AP. From the AP newswire collection we have selected seven authors who each
contributed over 800 documents. The average document length is 724 words.
These documents are splitted into training and testing groups. The number of
documents used for training was varied to examine the scalability of the methods.
This collection was used in our previous work [25].

Gutenberg project. We wanted to test our technique on literary works, and
thus selected the works of five well known authors from the Gutenberg project2:
Haggard, Hardy, Tolstoy, Trollope, and Twain. Each book is divided into chap-
ters and splitted for training and testing. Our collection consists of 137 books
containing 4335 chapters. The number of chapters from each author ranges from
492 to 1174, and the average chapter length is 3177 words. In our experiments,
the number of chapters used for training is randomly selected and varied.

Reuters-21578. These documents are from the Reuters newswire in 1987, and
have been used as a benchmark for general text categorization tasks. There are
21578 documents. We use the Modapte split [16] to group documents for training
and testing. The top eight categories are selected as the target classes; these are
acq, crude, earn, grain, interest, money-fx, ship, and trade.
1 Available from http://nltk.sourceforge.net/index.html.
2 www.gutenberg.org
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Table 1. Effectiveness (percentage of test documents correctly attributed) for Bayesian
networks, SVMs, and KLD attribution on two-class classification. The data is the AP
collection, with function words as features. Best results in each case are shown in bold.

Docs per Bayes KLD KLD KLD KLD SVM
author network λ = 10 λ = 102 λ = 103 λ = 104

50 78.90 89.24 89.98 89.67 77.83 85.81
100 81.55 90.93 91.19 91.17 82.10 89.38
200 84.18 91.74 91.81 91.67 87.38 91.12
400 84.82 92.05 92.19 92.19 89.86 92.40
600 84.46 92.17 92.14 92.24 90.74 92.86

We used the KLD method in a variety of ways to examine robustness and
scalability of classification. We first conducted experiments for two-class clas-
sification, that is, to discriminate between two known authors. In this context,
all the documents used for training and testing are written by either one of
these two candidates. Multi-class classification, also called n-class classification
for any n ≥ 2, is the extension of two-class classification to arbitrary numbers
of authors.

We applied KLD classification to all three data collections for both binary
classification and n-class classification. In all experiments, we compared our pro-
posed KLD language model method to Bayesian networks, which was the most
effective and scalable classification method in our previous work [25]. In addi-
tion, we have made the first comparison between a KLD classifier with SVM,
a successful machine learning method for classification. We used leave-one-out
validation method to avoid the overfitting problem and estimate the true error
rate for classification. The linear kernel was selected as most text categorization
problems are linear separable [11]. More complex kernel functions have not been
shown to significantly increase the classification rate [20, 23]. The package used
in our experiments is SVM-light.3

We also investigated the significance of different types of features that can be
used to mark authorial structure of a particular document. As discussed above,
we have used function words, parts of speech, and punctuation as features; these
were used both separately and in combination.

Two-class experiments. Our experiments were for the two-class classification
task. The results were reported in Table 1, where outcomes are averaged across
all 21 pairs of authors, because significant inconsistencies were observed from
one pair of authors to another in our previous reported experiments [25]. We
tested different values of λ: 10, 102, 103, and 104.

We observed that the best results were obtained for value of λ = 102 and
λ = 103. To examine the scalability of KLD attribution, we have increased
the number of documents used for training and maintained the same set of
test documents. As can be seen, the accuracy of classification increases as the
number of documents for training is increased, but appears to plateau. The KLD
3 Available from http://svmlight.joachims.org.
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Table 2. Effectiveness (percentage of test documents correctly attributed) of KLD
attribution with λ = 102 on AP, using different feature types, for two-class classification

Docs per author func word POS tags POS(punc) combined
50 89.98 83.00 83.38 88.38

100 91.19 82.90 83.21 88.79
200 91.67 82.90 83.79 89.62
400 92.19 83.29 83.67 89.36
600 92.14 83.07 83.52 89.17

Table 3. Effectiveness (percentage of test documents correctly attributed) for Bayesian
networks, SVMs, and KLD attribution on two-class classification. The data is the
Gutenberg collection, with function words as features.

Docs per Bayes KLD KLD KLD SVM
author network λ = 102 λ = 103 λ = 104

50 93.50 94.70 94.80 84.30 91.40
100 95.10 95.80 96.00 88.90 94.85
200 95.10 96.10 96.50 93.70 96.50
300 95.38 96.50 96.70 95.50 97.20

method is markedly more effective than the Bayesian network classifier. With
a small number of documents for modelling, the KLD method is more effective
than SVM, while with a larger number of documents SVM is slightly superior.

As noted earlier, the computational cost of the SVM and Bayesian network
methods is quadratic or exponential, whereas the KLD method is approximately
linear in the number of distinct features. It is thus expected to be much more
efficient; however, the diversity of the implementations we used made it difficult
to meaningfully compare efficiency.

We next examined discrimination power of different feature types, using KLD
classification on the two class classification task. As discussed above, we used
function words, part-of-speech (POS) tags, POS with punctuation, and a com-
bined feature set containing all previous three types of feature. Results are re-
ported in Table 2, which shows the average effectiveness from the 21 pairs of
authors. Function words were best in all cases, and so we concentrated on these
in subsequent experiments. With all feature types, effectiveness improved with
volume of training data, but only up to a point.

We then tested KLD attribution on the Gutenberg data we had gathered.
Average effectiveness is reported in Table 3. The trends were similar to those
observed on the AP collection. Again, our proposed KLD method is consistently
more effective than Bayesian networks, and SVM is more effective than KLD only
when a larger number of training documents is used; when SVM is superior, the
difference is slight. In combination these results show that KLD attribution can
be successfully used for binary attribution.

We applied the KLD approach to the Gutenberg data to examine the dis-
crimination power of different feature types. Results are shown in Table 4. In
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Table 4. Effectiveness (percentage of test documents correctly attributed) of
KLD method for Gutenberg attribution, using different feature types, on two-class
classification

Docs per author functions word POS tags POS(punc) combined
50 94.80 86.00 91.10 96.10

100 96.00 86.35 93.05 95.70
200 96.50 85.65 93.40 96.30
300 96.70 86.15 93.10 96.34

Table 5. Effectiveness (percentage of test documents correctly attributed) of Bayesian
networks and KLD attribution for the AP data, on two- to five-class classification

Number of Bayes KLD KLD KLD
authors network λ = 102 λ = 103 λ = 104

50 documents per author
2 89.67 92.14 91.41 74.86
3 79.49 84.21 83.97 64.55
4 75.83 81.43 81.14 52.77
5 71.72 76.15 76.27 48.36

300 documents per author
2 90.46 94.95 94.91 91.82
3 85.22 88.70 88.61 85.24
4 80.63 87.00 87.05 82.05
5 76.33 82.84 83.11 77.15

one case, the combined feature set is superior; in the remainder, the best feature
type is again the function words.

Multi-class experiments. We next examined the performance of the KLD method
when applied to multi-class classification. In the two-class experiments, the func-
tion words were the best at discrimination amongst different author styles; in
the following experiments, then, we compared Bayesian networks and the KLD
classification method using only function words as the feature set. SVMs were
not used, as they cannot be directly applied to multi-class classification.

For each test, we used 50 and 300 documents from each author for training.
The outcomes were again averaged from all possible author combinations, that is
21 combinations for 2 and 5 authors, and 35 combinations for 3 and 4 authors. As
shown in Table 5, with appropriate λ values, the KLD approach consistently and
substantially outperforms Bayesian networks. Smaller values of λ are the more
effective, demonstrating that the influence of the background model should be
kept low.

We then ran the corresponding experiments on the Gutenberg data, as shown
in Table 6. The outcomes were the same as that on the AP data, illustrating that
the method and parameter settings appear to be consistent between collections.

General text categorization. In order to determine the suitability of KLD classifi-
cation for other types of classification tasks, we used the Reuters-21578
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Table 6. Effectiveness (percentage of test documents correctly attributed) of Bay-
esian networks and KLD attribution for the Gutenberg data, on two- to five-class
classification

Number of Bayes KLD KLD KLD
authors network λ = 102 λ = 103 λ = 104

50 documents per author
2 93.50 94.70 94.80 84.30
3 88.80 92.33 91.87 71.97
4 87.67 89.80 89.15 62.75
5 86.00 87.60 87.00 54.80

300 documents per author
2 95.38 96.50 96.70 95.50
3 91.13 94.73 94.90 92.30
4 88.75 92.80 93.00 90.05
5 87.25 91.00 91.20 88.20

Table 7. Effectiveness (precision, recall, and accuracy) of KLD classification and SVM
for general text categorization on the Reuters-21578 test collection

categories relevant/irrelevant KLD(λ = 102) SVM
top 8 (1 vs. n) (same train/test split) rec/pre/acc rec/pre/acc

acq 668/1675 95.81/93.70/96.97 94.01/96.32/97.27
crude 150/2193 96.58/62.95/96.24 69.33/91.23/97.61
earn 1048/1295 97.23/90.02/93.94 98.19/98.19/98.38
grain 117/2226 99.15/71.17/97.95 84.62/99.00/99.19

interest 80/2263 92.50/45.68/95.99 37.50/93.75/97.78
money-fx 123/2224 95.12/54.42/95.56 69.11/80.95/97.52

ship 54/2289 85.19/33.58/95.78 24.07/86.67/98.16
trade 103/2240 93.20/52.17/95.95 67.98/87.50/98.16

collection to test topic-based classification using KLD. In the Reuters-21578
data collection, documents are often assigned to more than one category. (This
is a contrast to AA, in which each document has only one class.) In our experi-
ment, we chose the first category as the labelled class, as it is the main category
for that document. In common with standard topic classification approaches we
used all document terms as the classification features.

In these preliminary experiments—we do not claim to have thoroughly ex-
plored the application of KLD to general categorization—we tested n-class clas-
sification, where n = 8, both with and without stemming. We compared KLD
classification and SVM in terms of precision, recall, and overall accuracy. Accu-
racy measures the number of documents correctly classified. Thus for any given
category, it is calculated as the total number of documents correctly classified
as belonging to that category, plus the total number of documents correctly
classified as not belonging to that category, divided by the total number of doc-
uments classified. Results are shown in Table 7. KLD classification consistently
achieves higher recall than SVMs, but with worse precision and slightly lower
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accuracy. We conclude that KLD classification is a plausible method for general
text categorization, but that further exploration is required to establish how best
it should be used for this problem.

6 Conclusions

We have proposed the use of relative entropy as a method for identifying author-
ship of unattributed documents. Simple language models have formed the basis of
a recent series of developments in information retrieval, and have the advantage
of simplicity and efficiency. Following simple information theoretic principles,
we have shown that a basic measure of relative entropy, the Kullback-Leibler
divergence, is an effective attribution method.

Here and in other work we have explored alternative attribution methods
based on machine learning methods. These methods are computationally ex-
pensive and, despite their sophistication, at their best can only equal relative
entropy. We have also explored other feature extraction methods, but the results
show that function words provide a better style marker than do tokens based on
parts of speech or patterns of punctuation. Compared to these previous meth-
ods, we conclude that relative entropy, based on function word distributions, is
efficient and effective for two-class and multi-class authorship attribution.
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Abstract. Reorganising the index of a search engine based on access
frequencies can significantly reduce query evaluation time while main-
taining search effectiveness. In this paper we extend access-ordering and
introduce a variant index organisation technique that we label access-
reordering. We show that by access-reordering an inverted index, query
evaluation time can be reduced by as much as 62% over the standard
approach, while yielding highly similar effectiveness results to those ob-
tained when using a conventional index.

Keywords: Searchengines, indexorganisation,efficiency,access-ordering.

1 Introduction

Web search engines currently process queries over collections composed of sev-
eral billion documents. With the number of queries submitted by users of the
Web, the need to service requests in a timely and efficient manner is of critical
importance.

A key component of modern text search engines that allow efficient query
processing is the inverted list [18]. Several techniques have been proposed to
optimise the organisation of inverted lists to allow efficient query processing.
One such technique is the access-ordered index [7]. In this approach, inverted
lists are reorganised based on past user queries to allow faster processing at
query time.

One of the major drawbacks of the access-ordered index is the difficulty in
compressing the index effectively. In this paper we extend the work on access-
ordered indexes and present a variant that we label access-reordered indexes that
improves index compression levels over the previous approach.

A second issue that arises when dealing with an access-ordered index is the
durability of the index. That is, if the index ordering is based on past user queries,
then how long will the reorganisation be able to process queries efficiently as user
requests change over time? In this paper we explore the effect of training set size,
and show that an access-ordered index based on a minimal number of queries
can be used to produce results that are approximately equivalent to those of an
index ordered by queries gathered over a significantly larger period of time.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 106–118, 2006.
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This paper is organised as follows. In Section 2 we present background on
efficient query evaluation in search engines. In Section 3 our variant index or-
ganisation technique is introduced, and in Section 4 we present experimental
results that demonstrate the effectiveness of our proposed technique. Conclu-
sions and further research issues are discussed in Section 5.

2 Background

In this section we discuss efficient text search. Specifically, we focus on inverted
index organisation, and present recent efficiency optimisations that take advan-
tage of index reorganisation.

A well known data structure used in efficient text search is the inverted index.
For each term t in a collection, an inverted list is created that stores information
regarding the occurrences of that term. For a ranked search system, an inverted
list is composed of postings, consisting of < d, fd,t > pairs, where d is a docu-
ment identifier in which the term occurs and fd,t is the within document term
frequency of term t in document d. As an example, consider the inverted list for
the term Kalimdor:

< 1, 5 >; < 12, 3 >; < 14, 2 >

In this list we see that the term appears five times in, document 1, three times
in document 12, and twice in document 14.

An inverted list organised by ordinal document identifiers is known as a
document-ordered index. Due to the ordinal nature of the document-ordered
index, inverted list compression gains can be made by storing the difference
between adjacent values. This difference is referred to as the d–gap. For our
example above, the inverted list for Kalimdor becomes:

< 1, 5 >; < 11, 3 >; < 2, 2 >

where the first posting refers to document 1, the second to document 12 (1+11),
and the third posting to document 14 (12+2). By compacting the values in this
manner, variable byte and variable bit encoding techniques can more effectively
compress the index [6,8]. Scholer et al. found that when compressing inverted
lists, variable byte encoding provides effective compression, with efficient en-
coding and decoding [13]. In this work we make use of variable byte integer
compression for our inverted lists.

Once an index has been constructed, the evaluation of a user query can be
performed using one of many well known similarity metrics [12]. We make use
of the Okapi BM25 [16] metric that evaluates the predicted similarity between
a query q and a document d as:

sim(q, d) =
∑
t∈q

log
(

N − ft + 0.5
ft + 0.5

)
× (k1 + 1)fd,t

K + fd,t

where N is the number of documents in the collection and ft is the number of
distinct documents that contain term t. K is set to k1((1 − b) + b × Ld/avl)
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where k1 and b are tuning parameters; Ld is the length of document d, and avl
is the average document length in the collection. Our implementation does not
consider query-term frequency, which is not used in this context.

Evaluation of a query proceeds as follows. For each term in the query, the
corresponding inverted list is loaded from disk. The list is decoded, and for each
posting a partial similarity between the document and query is calculated and
stored in an accumulator structure. If the posting represents a document that
has not been previously seen, a new accumulator is initialised for the document
with the calculated partial score. If the posting represents a document that has
been previously seen, then the accumulator for that document is updated to
include the new partial similarity. When all of the query term lists have been
processed, the set of accumulators is partially sorted to produce the top R scoring
documents, and the results are returned to the user.

For queries containing terms that are common in the collection, the num-
ber of accumulators that need to be initialised can be large. This can increase
main memory usage and query evaluation time. Moffat and Zobel have proposed
techniques that limit the number of accumulators at query evaluation, and have
shown that such techniques can be as effective as having an unlimited number
of accumulators [9].

The internal representation of the collection as used by the search engine
is critical to service user information needs quickly. Standard query evaluation
requires processing the entire inverted list for each query term. Reorganising
inverted lists, so that the postings towards the head of each list are the most
important postings for that term, has a key benefit: query evaluation time can
be reduced by only processing the early portion of each inverted list. The list
pruning techniques applied at query evaluation time vary with each reordering
scheme and are discussed next.

One well known approach to collection reordering is that of frequency-ordering
where the postings within the inverted lists are organised by descending within
document frequency fd,t value [11]. This approach is based on the assumption
that those documents that contain the term most frequently, are the most impor-
tant in the list. At query evaluation time inverted lists are processed in inverse
document frequency order. When a new list is about to be processed, two thresh-
old values ains and aadd are calculated. Postings are decoded sequentially, and
as the list is processed the within document frequency of each posting is com-
pared to the ains threshold. While the within document frequency values remain
greater than the ains threshold, new accumulators are initialised. Then, when
the within document frequency values fall below ains, and while they remain
greater than the aadd threshold, processing continues with only existing accu-
mulators being updated. Finally, when the within document frequency values
fall below the aadd threshold, the processing of the list terminates.

A side effect of the list reordering is that d-gaps can no longer be used to com-
pact the inverted lists as adjacent postings are no longer ordered by ascending
document identifier. However, Persin and Zobel found that by storing a single
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Fig. 1. Frequency of document access over 20 million queries in a 7.5 million document
collection

fd,t value for blocks of postings that share the same frequency value, frequency-
ordering can achieve comparable compression gains to a standard index that
uses d-gap compaction.

Anh and Moffat proposed an alternate inverted list organisation approach
where inverted list postings are organised by the contribution of the posting to
the similarity metric [1,2]. In an impact-ordered inverted list, the postings are
ordered by descending impact of the document on the similarity measure. The
definition of an impact varies between similarity metrics.

Several pruning strategies were proposed for impact-ordered indexes that dy-
namically prune lists based on the impact of the current posting being processed,
the number of equi-impact blocks of postings processed to date, and the docu-
ment frequency of the current query term.

Compression of the inverted lists is difficult for impact-ordered lists, as the val-
ues in the lists may be real numbers requiring a floating point representation. To
overcome this difficulty, Anh and Moffat propose quantising the impacts to a pre-
defined integer range. As in frequency-ordered lists, the impact value need only
be stored once per group of postings that share the same quantised impact value.

Examination of Web query logs has shown that term appearance in query logs
is non-uniform. In an exploration of Web query logs, Spink et. al. found that
the 75 most common search terms accounted for 9% all query terms [17]. Garcia
et. al. demonstrated that such a skew in query terms leads to a non-uniform
distribution of documents returned to the user at query time [7]. That is, given
a query log, the search system will in general return a subset of documents from
the collection more frequently than all other documents.

Figure 1 shows the skew in distribution of document access on a collection
of 7.5 million documents when 20 million queries from Lycos.de are run against
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the collection. The analysis is based on the top 1,000 results returned for each
query. This query log is discussed further in Section 4. The most frequently oc-
curring document appears in the result set for over 1 million queries, that is,
it appears in the results approximately once every 20 queries. Further, the 10%
most frequently accessed documents account for over 70% of the documents in
the result sets. Based on such trends, Garcia et. al. proposed an index organisa-
tion technique where the most frequently accessed documents are placed towards
the head of the inverted lists [7]. They label this technique access-ordering.

In access-ordering, frequency of document access is determined as follows: for
each document in a collection a counter is initialised to zero. A query log is run
over the collection, and for each document appearing in the top 1,000 results of a
query, the counter is incremented by 1. After the query log has been completely
processed, each document will have an associated access-count. Each inverted
list in the index is then reordered so that postings are organised by descending
access-count.

Consider again the collection from our previous example. Assume that we run
four queries over our collection, taking the top 3 results per query as follows:
Query 1 – D5, D3, D14; Query 2 – D1, D14, D5; Query 3: – D12, D1, D9; and
Query 4 – D14, D2, D7. After processing the queries, we can determine an access-
count for each document. For example, the access-count for document D1 is 2
as it appears in the result set for two queries. We then store the access-counts
in the inverted lists within posting triples < d, fd,t, ad >, where d and fd,t are
defined as above, and ad is the access count for document d. The access-ordered
inverted list for the term Kalimdor becomes:

< 14, 2, 3 >; < 1, 5, 2 >; < 12, 3, 1 >

Note that document D14 now is the first posting in the list, as it appeared most
frequently in the result sets.

Garcia et. al. explored several early termination heuristics ranging from sim-
ple approaches such as processing a fixed number of postings per list, and only
processing postings with a minimum access count, to more elaborate techniques
such as tracking the average accumulator contribution of a list as it is processed
and terminating when a threshold is passed. They found the most effective prun-
ing technique was an adaption of the frequency-ordered pruning approach, where
processing terminates when the contribution of a posting falls below a threshold
value that is calculated once per inverted list. In this scheme, a threshold value
is calculated for each term prior to processing its inverted list as follows:

aallow = (callow.Smax)/(wt
2 + 1)

where wt is the weight of the query term t, Smax is the largest accumulator
seen to date while processing this query, and callow is a global tuning para-
meter. Terms are processed in descending inverse document frequency order,
with list processing terminating when the access-count of a term falls below the
aallow value. Accumulator limiting is also used to bound main memory usage as
required.
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The initial work with access-ordering and list pruning reports savings in
processing time of up to 25% over the conventional approach. However, as access-
ordered lists do not have ordered document identifiers or ordered document con-
tributions, the advantages of d-gap compaction are minimal. Indeed, without
compaction, the index size grows by 60% when ordering lists by access-count.

An alternative to index reorganisation is collection reordering. In a reordered
collection, instead of reorganising the inverted lists independently, the document
identifiers of the entire collection are remapped to meet a specified criterion. Typ-
ically, similar documents are assigned document identifiers in the same proxim-
ity. The key benefit of this approach is that if similar documents are clustered
together, then the inverted lists of the terms that appear in these documents will
contain postings that have a reduced average d-gap. This in turn leads to compres-
sion gains. Blandford and Blelloch [3] and Silvestri et. al. [14,15] propose collection
reordering techniques based on the clustering of similar documents, and show that
this can reduce index size by as much as 23% over a conventional approach.

3 Access-Reordering

Access-ordered indexes have been shown to be an efficient technique to reduce the
costs of query evaluation. However, the increase in index size offsets part of the
potential benefit of the index organisation. Also, as the index reorganisation is
based on an ordering determined from a query log, it is possible that the ordering
will become less effective over time, as the pattern of user queries change. In this
work, we propose a novel extension to access-ordered indexes that overcomes the
issue of index size, and explore the effect of temporal changes in user queries.

Unlike other index reorganisation techniques, access-ordered indexes are re-
ordered by a collection–wide ordering. All lists are ordered by the same set of
access-counts.

We propose an improvement to compression by reassigning document iden-
tifiers. Specifically, after establishing access-counts, documents are assigned an
identifier based on their rank in the access-ordering. That is, the document with
the highest access count is assigned the document identifier 1, the document with
the second highest access count is assigned the document identifier 2, and so on.

Consider the following example. After processing a query log we are left with
the following access scores in a collection of 15 documents: D1 = 12, D3 = 11,
D5 = 2, D7 = 1, D9 = 13, D12 = 5, D14 = 33. All other documents have an
access score of 0. Based on these values, D14 with an access score of 33 is the
most accessed document, so it is assigned document identifier 1. Similarly, D1
with an access-count of 12 is the third highest scoring document, and is assigned
document identifier 3. Finally, D12 is ranked fifth and is assigned identifier 5.
Our access-reordered list for Kalimdor becomes:

< 1, 2, 3 >; < 3, 5, 2 >; < 5, 3, 1 >

Note that with ascending document identifiers, we can now make use of d-gap
compaction, which should lead to reduced index size.
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An advantage of access-ordering is that changes to the access-counts can be
reflected in the index by resorting the inverted list of each term. Lists can be
updated independently, as needed, without reference to the rest of the collection.
On the other hand, remapping the document identifiers makes updates difficult
as it requires updating all postings in all lists.

For the access-reordering approach to be effective, remapping of the index
must not be required at frequent intervals. We therefore need to explore the sta-
bility of a generated ordering. In particular, two questions need to be addressed:
first, do changes in user queries over time cause the index to become unstable
for list pruning? Second, how many training queries are required to generate an
access-reordered index that can efficiently service user queries?

4 Results

In this section we present experimental results that demonstrate the effectiveness
of access-reordering. We begin with a discussion of the experimental environ-
ment. We then explore the effects of pruning at query time, and show that there
is minimal difference between the results returned by a conventional system, and
the results returned by our approach. We also show that an index trained on
as few as 100,000 queries can be used to process as many as 20 million queries
with effective query time pruning. Finally, we demonstrate the efficiency of our
system by showing that our approach with pruning can process queries up to
62% faster than the conventional approach.

4.1 Experimental Environment

All experiments were conducted on an Intel Pentium 4 server with 2Gb of RAM.
The server made use of the Linux Fedora Core 3 operating system. For all timed
experiments, the system cache was flushed between runs.

We made use of the the Zettair search engine1; an open source search en-
gine developed by the RMIT Search Engine Group. Queries are bag-of-words or
ranked queries, with similarity scores evaluated using the Okapi BM25 measure
described in Section 2.

4.2 Collections and Query Logs

Our experiments made use of a subset of the Gov2 collection from the 2004 Text
REtrieval Conference (TREC) [4]. The Gov2 collection is composed of Web
documents from the .gov domain crawled during 2004. Our subset consisted of
the first 7.5 million documents in the collection as distributed by TREC. This
subset accounted for the first 100Gb of uncompressed documents.

To explore the effect of training query set size, a large query log was required.
We experimented with two distinct query logs with different properties. The first
query log from Lycos.de2 contains over 200 million time–ordered queries from
1 See: http://www.seg.rmit.edu.au/zettair/
2 See: www.lycos.de
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the Lycos Web search engine. Unfortunately, a high proportion of these queries
contain German terms that do not occur frequently in the Gov2 collection.

The second query log was generated from data provided by Microsoft3 in 2003.
We were provided a list of over 500 million queries ordered from most to least fre-
quently occurring. Queries that occurred less than three times during the period
in which the queries were gathered were not included in the list. While more
compatible with the collection, this list does not provide a time reference for
each query, therefore simulating a stream of queries over time requires randomi-
sation of the query log, and does not reflect trends in query use such as those
explored by Ozmutlu et. al. [10] and Diaz and Jones [5]. For the purposes of this
work, we generated a simulated time–ordered query log of 10 million queries by
sequentially selecting queries from the Microsoft list of queries based on their
frequency of occurrence.

4.3 Relevance Framework

To evaluate the effectiveness of our system we make use of the well–known in-
formation retrieval measures recall, precision and mean average precision [18].
Recall measures the proportion of known relevant documents that are returned
by a search system, and precision measures the proportion of relevant documents
returned in a result set. Mean average precision is mean of average precision val-
ues for each query, where average precision is the average of precision values for
each relevant document in the retrieved results.

To measure the effect of training set size and query drift, a large number of
queries and relevance judgments are required. While the query logs that we work
with meet the former requirement, relevance judgments are unavailable. However
it is still possible to measure change in system performance by measuring the
change in the results returned by two search systems when processing the same
query log.

In our approach, we process a query log using system A over our collection and
record of all returned results in the set RA. We label this the oracle run. A second
run with the same query log and collection is processed using search system B
and the results are stored in RB . By treating RA as the set of relevant documents,
and RB as the returned result set, we can compare the difference between the
two runs using precision and recall. Under such an approach precision and recall
values of 100% indicate that both systems produce identical results. Lower values
of recall indicate dramatically different result sets, and low values of precision
at N indicate that system B produces different results ranked within the top N
documents to the results returned by system A.

4.4 Effects of Pruning

To explore the effects of pruning at query time, we compared the result sets of
our access-reordered index with query time pruning with the results returned
by a standard index. Using 1,000 queries from each log, we marked the results
3 See: www.msn.com



114 S. Garcia and A. Turpin

0 20 40 60 80 100

Recall (%)

50

60

70

80

90

100
P

re
ci

si
on

 (
%

)

N = 10
N = 100
N = 1,000

(a) Reordering based on Lycos query
log.

0 20 40 60 80 100

Recall (%)

50

60

70

80

90

100

P
re

ci
si

on
 (

%
)

N = 10
N = 100
N = 1,000

(b) Reordering based on MSN query
log.

Fig. 2. Difference in results returned by an access-reordered index with query time
pruning, to that of a standard index with no pruning. N is the number of results
examined per query.

returned by the standard approach as the oracle run, and compared these to the
results returned by our access-reordered scheme. The 1,000 queries selected for
this experiment were not part of the queries used to train the access-counts. The
pruning parameter callow was trained, for each query log, to process on average
10% of the inverted lists.

Figure 2 shows the difference in result sets between the two runs when we con-
sider the top 10, 100 and 1,000 returned results per query. Figure 2(a) compares
an index reordered by access-counts based on the first 20 million Lycos queries,
while Figure 2(b) compares an index reordered by access-counts generated by 10
million random Microsoft queries. For the collection reordered by access-counts
from the Lycos queries, we can see that, for 10 results per query (N = 10), pre-
cision at 100% recall drops to only 85.79%. As we increase the number of results
considered per query, the similarity between our approach and the standard dif-
fer more, however, across all three levels of considered results, for up to 90%
recall, the precision never drops below 80%. Figure 2(b) shows that an access-
reordered index based on the Microsoft log produces similar results. The pruning
scheme therefore gives robust performance across a broad range of recall levels.

4.5 Stability of Access-Reordering

For a search system, the cost of reordering a collection is significant. When the
collection is reordered, the entire index must be rebuilt. In this experiment, we
show that with as few as 50,000 queries, we can generate a collection ordering
that gives search results that do not differ greatly from results obtained using
an index reordered on access counts based on 20 million queries.

To examine the effects of query drift over time, we generated indexes based
on query logs from 50,000 queries up to 20 million queries from the temporally
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Fig. 3. Comparison of results returned by indexes trained on varying numbers of train-
ing queries, compared to an index trained on 20 million queries

ordered Lycos log. For each reordered index, we ran 1,000 test queries and col-
lected the top 1,000 results per query. We treated the results returned by the
index trained on 20 million queries as the oracle run, and compared the differ-
ence in results returned by indexes trained on the smaller sized query sets. If the
ordering produced is stable, then an index trained on a relatively small amount
of queries should be able to return similar results to those of an index trained
on a large number of queries.

The mean average precision of results returned by indexes trained on query
logs of varying sizes are compared to the oracle run in Figure 3. The figure
shows that when pruning so that only 20% of the inverted lists are processed
on average, the mean average precision obtained when training with only 50,000
queries is already over 90%. Further, with 100,000 training queries the results
are 96% similar.

The figure also shows the similarity between the indexes when pruning the
inverted lists to process 10% of the postings on average. In this case, little per-
formance is lost compared to that of 20% processing.

The Microsoft log is generated by sampling queries based on their frequency
of occurrence. As such, results for this experiment using the Microsoft log are
not presented as they do not exhibit the temporal property of query drift that
is being investigated for this experiment.

4.6 Efficiency

We have shown that an access-reordered index with pruning produces results
comparable to those obtained using a standard index. We now compare the effi-
ciency of query evaluation when using an access-reordered index to the standard
approach.
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Table 1. Time to process a query with a standard index and an access-reordered index
when callow is tuned to process 10% of inverted list

Index Milliseconds per query
Baseline 67
Access-reordered 25
Baseline (stop) 36
Access-reordered (stop) 20

To compare the efficiency of query evaluation, we timed both systems using
100,000 queries from the Lycos log. To avoid bias, the timing queries were dif-
ferent to the ones used to train the access-reordered index. An index trained on
20 million queries was used, with the callow parameter set to process 10% of the
inverted lists on average. Main memory was flushed between each run to avoid
caching effects.

Table 1 shows the time to process a single query using a standard index and
an access-reordered index. The access-reordered approach with pruning is 62%
faster.

In our experiments, the access-reordered index was 2% larger than the stan-
dard index, as a result of storing a single access-count value for each document
in the collection. This is a significant improvement over the results reported by
Garcia, et al. with access-ordering where index size grew by as much as 60% [7].

When pruning inverted lists at query time, a large saving comes from not
processing postings in terms that occur frequently in the collection. These terms,
often referred to as stop-words, are commonly disregarded by search systems. To
investigate this effect we performed timings on stopped queries using the same
callow parameter. In the case of stopping, the access-reordered approach remains
44% faster than the standard approach.

5 Conclusions and Future Work

We have presented a new index representation that builds on access-ordered
indexes. This technique overcomes the compression difficulties raised by the
access-ordered approach by generating an index that is equivalent in design to a
standard document-ordered index. We have shown that even when inverted lists
are pruned at query time by up to 90%, the returned results are comparable to
the results returned by a standard index with no pruning.

We have also shown that an access-ordering is robust, where an index based on
as little as 100,000 queries can produce similar results to orderings based on larger
query training sets. This suggests that an access-reordered index has a durable life
span, and that the index need not be rebuilt frequently to allow for query drift.

Finally, we have shown that access-reordered indexes with pruning are signif-
icantly faster than the standard approach, both with and without stopping.

Several aspects of this work however remain to be explored. Specifically, given
the cost of reordering the collection, the ability to add new documents into an
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already constructed index would be advantageous. However, determining the
access-count to assign to new documents is problematic. One possible approach
is to query the collection using each new document, and assigning it the access-
count of the highest result. Further, we would like to explore optimisations to the
collection reordering technique so that the entire index need not be reordered at
once, but instead reordered dynamically as the inverted lists are used.

Acknowledgments

We would like to thank Hugh Williams, Adam Cannane and Falk Scholer for their
ideas and input into this work. We would also like to thank Klye Peltonen for
access to the Microsoft query log. This work was supported in part by Australian
Research Council Grant DP0558916.

References

1. V. N. Anh and A. Moffat. Impact transformation: Effective and efficient web re-
trieval. In K. Järvelin, M. Beaulieu, R. Baeza-Yates, and S. H. Myaeng, editors,
Proc. ACM SIGIR Conference on Research and Development in Information Re-
trieval, pages 3–10, Tampere, Finland, Aug. 2002.

2. V. N. Anh and A. Moffat. Simplified similarity scoring using term ranks. In
G. Marchionini, A. Moffat, J. Tait, R. Baeza-Yates, and N. Ziviani, editors, Proc.
ACM SIGIR Conference on Research and Development in Information Retrieval,
pages 226–233, Salvador, Brazil, Aug. 2005.

3. D. Blandford and G. Blelloch. Index compression through document reordering.
In J. Storer and M. Cohn, editors, Data Compression Conference, pages 342–351,
Snowbird, Utah, Apr. 2002.

4. C. Clarke, N. Craswell, and I. Soboroff. Overview of the TREC 2004 terabyte
track. In Proc. TREC Text REtrieval Conference, 2004.

5. F. Diaz and R. Jones. Using temporal profiles of queries for precision prediction.
In M. Sanderson, K. Järvelin, J. Allan, and P. Bruza, editors, Proc. ACM SIGIR
Conference on Research and Development in Information Retrieval, pages 18–24,
Sheffield, United Kingdom, July 2004.

6. P. Elias. Universal codeword sets and representations of the integers. IEEE Trans-
actions on Information Theory, IT-21(2):194–203, Mar. 1975.

7. S. Garcia, H. E. Williams, and A. Cannane. Access-ordered indexes. In V. Estivill-
Castro, editor, Proc. ACSC Australasian Computer Science Conference, pages 7–
14, Dunedin, New Zealand, Jan. 2004. Australian Computer Society, Inc.

8. S. W. Golomb. Run-length encodings. IEEE Transactions on Information Theory,
IT–12(3):399–401, July 1966.

9. A. Moffat and J. Zobel. Fast ranking in limited space. In Proc. IEEE ICDE
Conference on Data Engineering, pages 428–437, Houston, Texas, Feb. 1994.

10. S. Ozmutlu, A. Spink, and H. C. Ozmutlu. A day in the life of web searching: an
exploratory study. Information Processing & Management, 40(2):319–345, Mar.
2004.

11. M. Persin, J. Zobel, and R. Sacks-Davis. Filtered document retrieval with
frequency-sorted indexes. Journal of the American Society for Information Sci-
ence, 47(10):749–764, Oct. 1996.



118 S. Garcia and A. Turpin

12. J. M. Ponte and W. B. Croft. A language modeling approach to information
retrieval. In W. B. Croft, A. Moffat, C. J. van Rijsbergen, R. Wilkinson, and
J. Zobel, editors, Proc. ACM SIGIR Conference on Research and Development in
Information Retrieval, pages 275–281, Melbourne, Australia, Aug. 1998.

13. F. Scholer, H. E. Williams, J. Yiannis, and J. Zobel. Compression of inverted
indexes for fast query evaluation. In K. Järvelin, M. Beaulieu, R. Baeza-Yates, and
S. H. Myaeng, editors, Proc. ACM SIGIR Conference on Research and Development
in Information Retrieval, pages 222–229, Tampere, Finland, Aug. 2002.

14. F. Silvestri, S. Orlando, and R. Perego. Assigning identifiers to documents to
enhance the clustering property of fulltext indexes. In M. Sanderson, K. Järvelin,
J. Allan, and P. Bruza, editors, Proc. ACM SIGIR Conference on Research and
Development in Information Retrieval, pages 305–312, Sheffield, United Kingdom,
July 2004.

15. F. Silvestri, R. Perego, and S. Orlando. Assigning document identifiers to enhance
compressibility of web search engines indexes. In H. M. Haddad, A. Omicini, R. L.
Wainwright, and L. M. Liebrock, editors, Proc. ACM SAC Symposium on Applied
Computing, pages 600–605, Nicosia, Cyprus, Mar. 2004.

16. K. Sparck-Jones, S. Walker, and S. Robertson. A probabilistic model of informa-
tion retrieval: Development and comparative experiments. Parts 1&2. Information
Processing & Management, 36(6):779–840, Nov. 2000.

17. A. Spink, D. Wolfram, B. J. Jansen, and T. Saracevic. Searching the web: the
public and their queries. Journal of the American Society for Information Science,
52(3):226–234, 2001.

18. I. Witten, A. Moffat, and T. Bell. Managing Gigabytes: Compressing and Indexing
Documents and Images. Morgan Kaufmann Publishers, Los Altos, CA, second
edition, 1999.



Natural Document Clustering by Clique
Percolation in Random Graphs

Wei Gao and Kam-Fai Wong

Department of Systems Engineering and Engineering Management,
The Chinese University of Hong Kong,

Shatin, N.T., Hong Kong
{wgao, kfwong}@se.cuhk.edu.hk

Abstract. Document clustering techniques mostly depend on models
that impose explicit and/or implicit priori assumptions as to the num-
ber, size, disjunction characteristics of clusters, and/or the probability
distribution of clustered data. As a result, the clustering effects tend to be
unnatural and stray away more or less from the intrinsic grouping nature
among the documents in a corpus. We propose a novel graph-theoretic
technique called Clique Percolation Clustering (CPC). It models cluster-
ing as a process of enumerating adjacent maximal cliques in a random
graph that unveils inherent structure of the underlying data, in which we
unleash the commonly practiced constraints in order to discover natural
overlapping clusters. Experiments show that CPC can outperform some
typical algorithms on benchmark data sets, and shed light on natural
document clustering.

1 Introduction

Document clustering is an important technique that facilitates the navigation,
search and analysis of information in large unstructured text collections. It uses
an unsupervised process to identify inherent groupings of similar documents
as a set of clusters such that the intra-cluster similarity is maximized and the
inter-cluster similarity is minimized.

Generally, clustering has three fundamental issues to solve: a data presenta-
tion model, a data similarity measure, and a clustering algorithm that builds the
clusters using the data model and the similarity measure. Most existing cluster-
ing methods are based on vector space model [1,17] and represent document as a
feature vector of unique content-bearing words that occur in the document sets,
which is also known as “bag-of-words” model. Document similarity is calculated
using one of the mathematical association measures, such as Euclidean distance,
Cosine, Overlap, or Dice coefficients, etc., formulated with the feature vectors.
Many clustering models and algorithms have been proposed. From different per-
spectives, they can be categorized into agglomerative or divisive, hard or fuzzy,
deterministic or stochastic [11].

Most existing clustering algorithms optimize criterion functions with respect
to the similarity measure in use over all the documents assigned to each poten-
tial partition of the collection [11,22]. They always impose some explicit and/or
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implicit constraints with respect to the number, size, shape and/or disjoint char-
acteristics of target clusters. For example, partitional algorithms like k-means
assumes the cluster number k and does not allow one document belonging to
multiple groups. Although fuzzy clustering, such as fuzzy C-means/medoids al-
gorithm [3,13], does support overlapping clusters by the membership function
and fuzzifier parameter, they are still confined by cluster number and can find
only spherical shape clusters (due to the assumption like k-means that each
cluster can be described by a spherical Gaussian). Some algorithms, e.g. EM
(Expectation-Maximization) clustering, are model-based, assuming Naive Bayes
or Gaussian Mixture model [2,14]. They strongly presume certain probabilistic
distributions of clustered documents and try to find the model that maximizes
the likelihood of the data. When data cannot fit the hypothetical distribution,
poor cluster quality can result. k-way clustering or bisection algorithms [22]
adapt all kinds of criterion functions, but require to specify cluster number and
force clusters to be equally sized. Recently, spectral clustering [8,9] based on
graph partitioning has emerged as one of the most effective clustering tools,
whose criterion functions are based on max-flow/min-cut theorem [5]. However,
they prohibit overlapping clusters which ought to be important for document
clustering.

In this paper, we define natural document clustering as a problem of finding
unknown number of overlapping document groups with varied sizes and arbi-
trary data distributions. We try to obtain the clustering results with these free
characteristics by removing as many external restrictions as possible and leav-
ing things to the inherent grouping nature among documents. For this purpose,
we propose a document clustering technique using a novel graph-theoretic algo-
rithm, named Clique Percolation Clustering (CPC). The general idea is to iden-
tify adjacent maximal complete subgraphs (maximal cliques) in the document
similarity graph using a threshold clique. Certain adjacent maximal cliques are
then merged to form one of document clusters that can be fully explored by the
threshold clique. Although CPC does introduce an explicit parameter k, which
is the size of threshold clique, our algorithm can automatically settle the critical
point, at which the natural clustering of the collection can be achieved. We show
that CPC can outperform some representative algorithms with experiments on
benchmark data.

The rest of this paper is organized as follows: Section 2 gives related work; Sec-
tion 3 describes the proposed CPC method and its algorithmic implementation;
Section 4 presents experiments and results; Finally, we conclude this paper.

2 Related Work

2.1 Graph-Based Document Representation

Two types of graph-based representations have been proposed for modeling doc-
uments in the context of clustering. One is the graph obtained by computing
the pairwise similarities between the documents [9], and the other is obtained
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by viewing the documents and the terms as a bipartite graph (co-clustering) [8].
Our work use the first model.

In general, suppose V = {d1, d2, . . . , d|V |} is a collection of documents. We
represent the collection by an undirect graph G = (V, E), where V is the vertex
set and E is the edge set such that each edge {i, j} is a set of two adjacent
vertices di, dj in V . The adjacent matrix M of the graph is defined by

Mij =
{

wij if there is an edge {i, j}
0 otherwise , (1)

where each entry Mij is the edge weight, and wij is the value of similarity metric
(in what follows we assume Cosine coefficient) between di and dj . The graph can
also be unweighted where an edge exists indicating that the distance of its two
vertices is smaller than some threshold, in which case Mij is binary.

A clique in G is a subset S ⊆ V of vertices, such that {i, j} ∈ E for all distinct
{di, dj} ∈ S. Thus, any two vertices are adjacent in a clique that constitutes a
complete subgraph of G. A clique is said to be maximal if its vertices are not
a subset of the vertices of a larger clique. The maximal cliques are considered
the strictest definition of a cluster [16]. In graph theory, enumerating all max-
imal cliques (equivalently, all maximal independent sets or all minimal vertex
covers) is a fundamental combinatorial optimization problem and its worst-case
complexity is believed NP-hard [4,21].

2.2 Graph-Theoretic Clustering

Traditional hierarchical agglomerative clustering (HAC) are intrinsically graph-
based. HAC treats each data point as a singleton cluster and then successively
merges pairs of clusters until all clusters have been merged into a single cluster
that contains all documents. Single-link, complete-link and average-link are the
most popular HAC algorithms.

In single-link algorithm [19], the similarity between clusters is measured by
their most similar members (minimum dissimilarity). Generally, agglomerative
process are rather computationally intensive because the minimum of inter-
cluster distances must be found at each merging step. For single-link clustering,
an efficient implementation of Minimum Spanning Tree (MST) algorithms of a
weighted graph is often involved. Therefore, single-link produces clusters that
are subgraphs of the MST of the data and are also connected components. It
is capable of discovering clusters of varying shapes, but often suffers from the
so-called chaining effect. Complete-link [12] measures the similarity between two
clusters by their least similar members (maximum dissimilarity). From graph-
theoretic perspective, complete-link clusters are non-overlapping cliques and are
related to the node colorability of graphs. Complete-link is not vulnerable to
chaining effect, but generates excessive compact clusters and is thus very sensi-
tive to outliers. Average-link clustering [6] is a compromise between single-link
and complete-link: the similarity between one cluster and another is the averaged
similarity from any member of one cluster to any member of the other cluster;
it is less susceptible to outliers and elongated chains.
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3 Clique Percolation Clustering Model

3.1 Preliminaries

Suppose |V | number of documents are given in a measure space with a similarity
metric wij . We define a binary relation ∼t between documents on G = {V, E}
with respect to parameter t: i ∼t j := wij ≤ t, which is self-reflexive, symmetric
and non-transitive. There is an edge {i, j} ∈ E connecting vertices di and dj

whenever i ∼t j with respect to threshold t. Fig. 1 illustrates that given a matrix
reflecting the distances between 7 documents and the t value, a series of graphs
for the relation i ∼t j are produced with different connectivity densities. Clearly,
if each maximal clique were considered as a cohesive form of cluster, we could
discover different number of clusters from these graphs, where t = 0.5, 2.5 and
3.5 results in 7, 5 and 3 number of clusters, respectively. Different from HAC
clusters, they are planar and overlapping rather than hierarchical and disjoint.
They also display interesting properties of natural clusters except for excessive
intra-cluster cohesiveness like complete-link clusters.

Fig. 1. Graphs with respect to the threshold level t and different cohesive clusters (in
dotted regions) resulted from the respective t value

The series of graphs parameterized by t above can be seen as random graphs
with constant set of vertices and a changing set of edges generated with some
probability p, the probability that two vertices can be connected by an edge.
Intuitively, tuning the value of t is somehow equivalent to adding or removing
some edges according to p in a monotonic manner. In order for an appropriate t,
we first try to determine pc, the critical value of p, and then derive t given pc by
making use of their interdependency relationship. The critical value pc is defined
as the probability, under which a giant k-clique percolation cluster will emerge in
the graph, and is known as the percolation threshold for a random network [7].
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At this threshold, the percolation transition takes place (see Section 3.2). For
clustering, the assumption behind is that no cluster can be excessively larger
than others by commanding p < pc.

3.2 k-Clique Percolation

Concepts. The concept of k-clique percolation for random networks was re-
cently studied in biological physics in [7]. Its successful applications for uncover-
ing community structure of co-authorship networks, protein networks and word
association graphs can be found in [15]. Here we briefly describe some related
notions.

Definition 1. k-clique is a complete subgraphs of k vertices.

Definition 2. k-clique adjacency: Two k-cliques are adjacent if they share k−1
vertices, i.e., if they differ only in a single vertex.

Definition 3. k-clique percolation cluster is a maximal k-clique-connected sub-
graph, i.e., it is the union of all k-cliques that are k-clique adjacent.

Definition 4. k-clique adjacency graph is a compressed transformation of the
original graph, where the vertices denote the k-cliques of the original graph and
there is an edge between two vertices if the corresponding k-cliques are adjacent.

Moving a particle from one vertex of a k-clique adjacency graph to another along
an edge is equivalent to rolling a k-clique template (threshold clique) from one
k-clique of the original graph to an adjacent one. A k-clique template can be
thought of as an object that is isomorphic to a complete graph of k vertices. It
can be placed onto any k-clique of the original graph, and rolled to an adjacent
k-clique by relocating one of its vertices and keeping its other k−1 vertices fixed.
Thus, the k-clique percolation clusters of a graph are all those subgraphs that can
be fully explored by rolling a k-clique template in them [7]. Fig. 2 illustrates the
effects of one-step rolling of a k-clique template (for k = 2, 3, 4 when t = 3.5) that
produce different topologies of clusters. Note that a k-clique percolation cluster
is equivalent with all maximal cliques adjacent by at least k − 1 vertices. Thus,
compared to the strict maximal clique clusters aforementioned (see Section 3.1),
the cohesiveness of a k-clique percolation cluster can be adjusted by the k value.
In addition, such clusters are connected components on a k-clique adjacency
graph that can be discovered with efficient algorithms. The goal of CPC is to
find all k-clique percolation clusters.

Percolation Threshold pc. How to estimate the threshold probability pc of
k-clique percolation with respect to k? Under such pc (critical point), a giant
k-clique percolation cluster that is excessively larger than other clusters will
take place [10,7]. Intuitively, the greater the value of p (p > pc), the more likely
the giant cluster appears, and the bigger its size is (which includes most graph
nodes), as if using a k-clique can percolate the entire graph.
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Fig. 2. Effects of k-clique template rolling in a relocation step (black nodes are fixed
and bold edges are involved when rolling) with respect to different k that results in
different k-clique percolation clusters (in dotted regions)

Consider the heuristic condition of template rolling at the percolation thresh-
old: after rolling a k-clique template from a k-clique to an adjacent one by re-
locating one of its vertices, the expectation of the number of adjacent k-cliques,
where the template can roll further by relocating another of its vertices, be equal
to 1. The intuition behind is that a larger expectation value would allow an infi-
nite series of bifurcations for the rolling, ensuring that a giant cluster is present
in the graph. The expectation value can be estimated as (k−1)(|V |−k)pk−1

c = 1,
where (k−1) is the number of template vertices that can be selected for the next
relocation, (|V | − k) is the number of potential destinations for this relocation,
out of which only the fraction pk−1 is acceptable, because each of the new k − 1
edges must exist in order to reach a new k-clique after relocation. Therefore, we
get the percolation threshold function pc(k) with respect to k and |V |:

pc(k) =
1

[(k − 1) (|V | − k)]
1

k−1
. (2)

For k = 2 in particular, pc(2) = 1/(|V | − 2) gives the percolation threshold of
2-clique connectedness (edge connectedness) of the graph, i.e., most graph nodes
can be fully explored by a traversal along the edges.
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Generation of Random Graph. By no means, an appropriate graph for
clustering can be obtained without prior information regarding the global or local
statistics of node connectivity in terms of certain degree distribution. In order to
generate such a graph, one commonly specifies a series of hard threshold values
of edge weight t, and then determines a good value tc by trial and error. However,
its time cost is generally very expensive due to the complexity of graph-theoretic
approaches. Thus, tc is usually hard to achieve. The concept of clique percolation
provides a fundamental probabilistic formalism for determining the critical point,
with which we can estimate tc more directly without prior knowledge on statistics
of graph and save the time cost of trial and error.

We examine the co-relation between p and t. Given pc, we estimate the
bound(s) of tc so that the graph with the equivalent connectivity as that at
the percolation threshold can be generated. Because p-t are monotone, an ap-
propriate graph for clustering could be obtained using t slightly less than tc.
This is to prohibit the emergence of a giant cluster at the critical point. For
simplification, we derive the upper bound of tc by an approximation:

tc(k) = pc(k) × (wmax − wmin) , (3)

where wmax and wmin are the maximum and minimum values of document
similarity in the collection, respectively.

3.3 Algorithmic Implementation

The clustering process is turned out to be a problem of finding all maximal
cliques and then merging those with k − 1 common nodes into clusters. The
proposed CPC method includes 5 major steps:

1. Preprocessing: Eliminate words in the stop list, use Porter’s stemmer as
the stemming algorithm, build document vectors, and create a |V | × |V |
document similarity matrix A.

2. Given k as parameter, compute pc(k) using (2), and compute tc(k) using (3).
3. For each entry in matrix A, if wij < tc(k), then reassign wij = 1, otherwise

set wij = 0; Create document similarity graph G using the updated A as
adjacent matrix.

4. Enumerate all maximal cliques in G using Algorithm 1.
5. Create a M × M adjacent matrix B (where M is the number of maximal

cliques identified), find k-clique percolation clusters using Algorithm 2 on B.

Enumerating Maximal Cliques. Algorithms for finding maximal cliques
(step 4 above) was studied in [4,21] and achieved processing time bounded by
O(v2) and O(nmµ)1, respectively. Their algorithms are distinctive because they

1 v is the number of maximal cliques. n, m and µ are the number of the vertices,
edges and all the maximal independent sets, respectively. Note that each maximal
independent set of a graph G corresponds one-to-one to each maximal clique of the
complementary graph of G [4,21].
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can be applied to a graph of comparatively large size. We implement an efficient
counterpart of the algorithm using back-tracking method (see Algorithm 1). A
maximal click is output at each end of back-track. Thus the running time is
O(v). Because v may be exponential with the growth of the number of vertices
in worst case, our method is not a polynomial time algorithm either.

Algorithm 1. Enumerate All Maximal Cliques
input: Vertex set V and edge set E of graph G.
output: All maximal cliques of G into MC.

procedure EnumMC (MC, U , E)
1: if U = φ then
2: output MC
3: return
4: end if
5: for every vertex u ∈ U do
6: U ⇐ U − {u}
7: EnumMC (MC ∪ {u}, U ∩ {v|(v, u) ∈ E}, E)
8: end for

end procedure

MC ⇐ φ
EnumMC (MC, V, E)

Finding k-Clique Percolation Clusters. When all the maximal cliques are
enumerated, a clique-clique adjacent matrix is prepared. It is symmetric where
each row (column) represents a maximal clique and matrix values are equal to
the number of common vertices between the two cliques (the diagonal entries are
the clique sizes). Note that the intersection of two cliques is always a clique with
at least k − 1 (common) nodes. The k-clique percolation clusters are the one-to-
one correspondents to the connected components in the clique-clique adjacency
graph, which can be obtained using Algorithm 2 (step 5 above). The algorithm
first creates a clique-clique adjacent matrix B, in which every off-diagonal entry
smaller than k − 1 and every diagonal element smaller than k are erased (line
2–12), and then carrying out a depth-first-search (DFS) to find all the connected
components. The resulted connected components are used as indices of maximal
cliques for outputting k-clique percolation clusters.

4 Experimental Evaluations

4.1 Data Sets

We conduct the performance evaluations based on Reuters-215782 corpus, which
is popular for document clustering purpose. It contains 21,578 documents that
2 http://www.daviddlewis.com/resources/testcollections/reuters21578



Natural Document Clustering by Clique Percolation in Random Graphs 127

Algorithm 2. Find All k-Clique Percolation Clusters
input: A set of all maximal cliques MC and k.
output: All k-clique percolation clusters into CPC.

procedure Find-k-CPC (CPC, MC, k)
1: B ⇐ 0 {Initialize entries in B as 0}
2: for i from 1 to M do
3: for j from 1 to M do
4: B[i][j] ⇐ |MCi ∩ MCj | {Count common nodes of two maximal cliques}
5: if (i = j) ∧ (B[i][j] < k) then
6: B[i][j] ⇐ 0 {Off-diagonal element < k is replaced by 0}
7: else if (i �= j) ∧ (B[i][j] < k − 1) then
8: B[i][j] ⇐ 0 {Diagonal element < k − 1 replaced by 0}
9: end if

10: end for
11: end for
12: CC ⇐ φ {Initialize connected component set CC}
13: i ⇐ 1 {Initialize recursion counter i}
14: CC ⇐ DFS (CC, B, i) {Recursive DFS to find connected components CC in B}
15: CPC ⇐ OutputCPC (CC, MC) {CC is as index of MC for the output of CPC}
end procedure

Find-k-CPC (CPC, MC, k)

are manually grouped into 135 classes. The number of documents for different
clusters is very unbalanced, ranging from 1 to 3,945. Many documents have
multiple category labels, and documents in each cluster have a broad scope of
contents. In our experiments, we remove the clusters with less than 5 documents.
We then extract 9,459 documents with unique class labels to form one of our
data sets TS1, and rest of 11,084 documents with multiple class labels form TS2.
At last, we result in 51 classes in TS1 and 73 classes in TS2. Table 1 shows the
statistics of the original Reuters corpus (ORG) and the two resulted data sets.

4.2 Evaluation Metrics

We adopt two quality metrics widely used for document clustering [20], i.e., F-
measure and Entropy. The F-measure of a class i is defined as F (i) = 2PR

P+R .
The precision and recall of a cluster j with respect to a class i are defined as:
P = Precision(i, j) = Nij

Nj
and R = Recall(i, j) = Nij

Ni
, where Nij is the number

of members of class i in cluster j, Nj is the size of cluster j, and Ni is the size
of class i. The overall F-measure of the clustering result is the weighted average
of F (i):

F =
∑

i(|i| × F (i))∑
i |i| , (4)

where |i| is the number of documents in class i.
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Table 1. Statistics of data sets ORG (Reuters-21578 original corpus), TS1 and TS2

ORG TS1 TS2
# of documents 21578 9459 11084

# of clusters 135 51 73
max cluster size 3945 3945 3508
min cluster size 1 5 5
avg. cluster size 186 153 167

Entropy provides a measure of homogeneity of a cluster. The higher the ho-
mogeneity of a cluster, the lower the entropy, and vice versa. For every cluster
j in the clustering result, we compute pij , the probability that a member of
cluster j belongs to class i. The entropy of each cluster j is calculated using
Ej = −∑

i pij log(pij), where the sum is taken over all classes. The total en-
tropy for a set of clusters is calculated as the sum of entropies of each cluster
weighted by the size of that cluster:

E =
m∑

j=1

(
Nj

N
× Ej) , (5)

where Nj is the size of cluster j, m is the number of clusters, and N is the size
of document collection.

4.3 Performance Evaluation

Experiment 1. Table 2 shows the performance of CPC given the different size
of threshold clique. Obviously CPC produces more clusters than the number
of categories in the benchmark. This is because Reuters corpus are manually
classified according to a set of pre-defined keywords (one for each class). Thus
the schema for the categorization is rather unifarious. One document with less
discriminative features may belong to more groups and the grouping criterion
could be more diverse. CPC is less limited by external constraints, which favors
multifarious categorization schemes, and thus has more clusters.

The results on TS2 are better than on the other two data sets in terms of
both F-measure and Entropy. Because TS2 contains documents all belonging
to multiple classes, we think the better results on it can be attributed to CPC
favoring overlapping clusters. We originally expected that the results on ORG
would be far and few between the performances on TS1 and TS2, but the worst
results of the three are observed on it. One possible reason is that we had pruned
the classes with less than 5 documents for producing TS1 and TS2, where fewer
small clusters are remained. This may indicate that CPC is disadvantageous in
identifying excessively small clusters. We can also observe that the algorithm
gives the best results when k = 4. Note that when k = 2, the performance
is significantly poorer than other choices of k. This is because at k = 2, the
procedure of CPC algorithm is degenerated to find connected components, which
is regarded as the most relaxed criterion for clustering.
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Table 2. Performance of CPC with respect to different sizes of the threshold clique

# of clusters F-measure Entropy
k ORG TS1 TS2 ORG TS1 TS2 ORG TS1 TS2
2 454 106 183 0.501 0.529 0.542 0.381 0.319 0.322
3 328 94 112 0.762 0.836 0.863 0.224 0.107 0.109
4 273 85 97 0.748 0.833 0.875 0.205 0.111 0.104
5 306 91 124 0.603 0.771 0.852 0.237 0.135 0.107
6 362 99 138 0.579 0.725 0.852 0.253 0.151 0.107

Experiment 2. In this experiment, we compare CPC with the other three repre-
sentative clustering algorithms, k-means, single-link and complete-link. Because
it is impossible to command CPC to produce exact number of clusters with the
benchmark, we use k = 4 for the threshold clique, which is the optimal solution
based on Table 2 and also brings about the closest number of clusters to the
benchmark. To make fair comparisons under this condition, we examine every
one of k-means, single-link and complete-link twice: one with the same number
of clusters as the benchmark, and the other with the same number of clusters
as CPC. The results are denoted by KM-b, KM-c, SL-b, SL-c, CL-b and CL-
c (suffixes b and c represent benchmark and CPC, respectively). Furthermore,
because k-means is well-known to be sensitive to local optima, we repeat the
algorithm 50 times with different initializations (initial centroids) and choose
the best outcomes achieved. In order to align with the clustering results of CPC
and the benchmark, we stop the HAC process of single-link and complete-link
when the specified number of clusters are left.

Table 3 shows that CPC outperforms other algorithms on all three test sets
irrespective of the cluster number used. When compared with KM-b, SL-b and
CL-b, CPC can only produce proximate number of clusters, but performs better
on both measurements. This indicates that CPC clustering, although multifar-
ious, is still more accurate than other clusterings with exact the same number
of clusters as benchmark. When using the same number of clusters as CPC, the
results of KM-c, SL-c and CL-c are even worse in some extent. In addition, CPC
performs better on TS2 than TS1, and all the remaining algorithms demonstrate
an opposite outcome, i.e., the results on TS1 are relatively better than TS2. This
testifies the advantages of our method over the partitional algorithms that can
only produce disjoint clusters.

k-means performs the worst among the three. Its poor performance on TS2
is very obvious because k-means can only produce spherical partitional clus-
ters of the corpus. Single-link results in clusters that are connected components
and complete-link clusterings are non-overlapping cliques. It is reasonable for
complete-link performing better than single-link. The superiority of CPC stems
from several main reasons: First, CPC aims to form natural clusters that should
be by all means overlapping for Reuters corpus; Second, the cohesiveness of
CPC clusters is moderate in comparison with relaxed single-link and restricted
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Table 3. Comparisons of CPC and the other three representative algorithms, k-means
(KM), single-link (SL) and complete-link (CL). We use k = 4

# of clusters F-measure Entropy
ORG TS1 TS2 ORG TS1 TS2 ORG TS1 TS2

CPC 273 85 97 0.748 0.833 0.875 0.205 0.111 0.104
KM-b 135 51 73 0.512 0.631 0.391 0.310 0.286 0.372
KM-c 273 85 97 0.503 0.509 0.344 0.326 0.315 0.360
SL-b 135 51 73 0.547 0.572 0.466 0.307 0.290 0.325
SL-c 273 85 97 0.533 0.559 0.485 0.310 0.302 0.317
CL-b 135 51 73 0.694 0.727 0.715 0.219 0.279 0.195
CL-c 273 85 97 0.670 0.759 0.734 0.235 0.162 0.183

complete-link; Third, because CPC does not assume each cluster described by
any distribution, it tends to be more flexible and natural than model-based
approaches like spherical k-means.

5 Conclusion and Future Work

We present a novel clustering algorithm CPC by applying clique percolation
technique introduced from the area of biological physics. A more generalized
framework related to it is the so-called “small-world network” describing many
kinds of community structures in nature and society, which is extensively studied
in random networks [10]. This is the first time for the clique percolation being
applied in document clustering. The preliminary results demonstrate it is feasible
and promising for document clustering. We are confident that CPC is interesting
and worth of further studies. There are still many issues left to be studied more
deeply. One is the determination of threshold values of tc according to the per-
colation threshold probability pc. So far, the mathematical relationship between
them is not exact and clear-cut. To generate an appropriate random graph from
pc, an alternative is to make use of the degree distribution of graph vertices. For
each vertex, some nearest neighbors associated with its degree distribution are
considered to produce the connectivity instead of depending on the harsh cut
by tc (derived from pc). This will lead to the further exploration on techniques
to analyze complex networks. Furthermore, due to the NP-hardness of maxi-
mal clique enumeration algorithms, the CPC method is time-consuming. More
efficient maximal cliques enumeration algorithm is required. In the future, we
will also compare CPC to more advanced clustering algorithms, such as spectral
clustering [8,9] and Information Bottleneck method [18].
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Abstract. This paper investigates the idea of incorporating incremen-
tal user feedbacks and a small amount of sample documents for some,
not necessarily all, clusters into text clustering. For the modeling of each
cluster, we make use of a local weight metric to reflect the importance of
the features for a particular cluster. The local weight metric is learned
using both the unlabeled data and the constraints generated automat-
ically from user feedbacks and sample documents. The quality of local
metric is improved by incorporating more precise constraints. Improving
the quality of local metric will in return enhance the clustering per-
formance. We have conducted extensive experiments on real-world news
documents. The results demonstrate that user feedback information cou-
pled with local metric learning can dramatically improve the clustering
performance.

1 Introduction

Human beings are quite familiar with grouping text documents into categories.
However, with the rapid growth of the Internet and the wide availablitity of
electronic documents, it is infeasible for a user to browse all the documents and
determine the underlying clusters. Therefore, it is very useful if a system can
simulate human learning and discover the clusters automatically. Text clustering
technique deals with finding a structure in a collection of unlabeled text docu-
ments. Often, text clustering is conducted in a completely automated manner.
However, a small amount of user provided information often offers good hints on
guiding the clustering to a better partition. Our goal is to incorporate limited
user provided information into the automatic clustering process which in return
improves the clustering performance.

Although browsing the whole document collection is not feasible, it is much
easier for users to read a small amount of documents and grasp a preliminary
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understanding on the document set. Users can provide a small amount of sample
documents on some, not necessarily all, clusters. These sample documents are
helpful to guide the clustering process. This problem can be viewed and handled
as a semi-supervised clustering problem. After the clustering process, some un-
labeled documents are grouped into existing clusters with samples. Besides, new
clusters are also generated.

After the clusters are learned, users may examine the clustering results and
give a small amount of feedback information. The user feedback is useful since it
can provide the learning bias in the subsequent clustering task. Another round
of clustering process is then invoked taking into consideration of the newly user
feedback information. The user feedback can be provided in such an incremental
manner until a satisfactory partition of the document collection is obtained.
Some natural user feedbacks are:

– Document d should belong to cluster S.
– Document d should not belong to cluster S.
– Document d should be switched from cluster Si to Sj .
– Two documents should be in the same cluster.
– Two documents should be in different clusters.

For the modeling of each cluster, it is common to find that each cluster em-
phasizes on different features. In our model, a weight metric is associated with
each cluster. The weight metric captures a set of weights for the features of
each cluster. The more important a feature, the higher weight is assigned to the
feature. This local weight metric contributes to the distance calculation and it
is learned using both constraints and the unlabeled data via a separate opti-
mization procedure. The quality of metric is improved by incorporating more
precise constraints automatically generated from user feedbacks. After the qual-
ity of local metric for every cluster is improved, the clustering results will also
be improved in the subsequent learning process.

We have conducted extensive experiments comparing the two variants of our
proposed approach. One of them is to incrementally consider the constraints
generated from user feedbacks. We also compared with the approach without
local metric learning. From the experimental results, our approach of learning
local metric from user feedbacks is more effective than the approach without
local metric learning. User feedbacks can dramatically improve the clustering
performance especially when there are a small amount of constraints.

2 Related Work

Semi-supervised clustering is of great interest in recent years. Wagstaff and
Cardie proposed instance-level hard constraints to improve the performance of
clustering algorithms [9]. Demiriz et al. [4] proposed an unsupervised clustering
method which labels each cluster with class membership, and simultaneously
optimizes the misclassification error of the resulting clusters. Basu et al. [1] ex-
plored the use of labeled data to generate initial seed clusters, as well as the use
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of constraints generated from labeled data to guide the clustering process. All of
the approaches use only user provided labeled documents or constraints to guide
the clustering algorithm. However, the distance measure does not consider the
user provided information.

Bilenko et al. [3] described an approach that unifies the constraint-based and
metric-based semi-supervised clustering methods. It restricts that constraints
are needed for every cluster. Sugota et al. [2] investigated a theoretically mo-
tivated framework for semi-supervised clustering that employs Hidden Random
Markov Fields. It learns a single distance metric for all clusters, forcing them to
have similar shapes. A common shortcoming of all of the above semi-supervised
clustering algorithms is that they do not consider the user feedback information
in an incremental manner.

There are also some recent research works on learning better metric over the
input space. Frigui and Nasraoui [6] proposed an approach that performs clus-
tering and feature weighting simultaneously in an unsupervised manner. Jing et
al. [7] presented a modification to the original FW-KMeans to solve the sparsity
problem that occurs in text data where different sets of words appear in different
clusters. All of these approaches do not consider user feedback to guide the met-
ric learning. Only the unlabeled data are considered. Xing et al. [10] presented
an algorithm that, given examples of similar pairs of points, can learn a distance
metric that respects these relationships. The limitation of this approach is that
it only uses the constraints to learn the metric. We propose an approach con-
sidering both the unlabeled documents and constraints to learn the local weight
metric for each cluster.

3 Our Learning Approach

3.1 Constraint Generation from User Feedback

We formulate the problem as a semi-supervised clustering problem. The sam-
ple documents and user feedbacks are handled by a set of constraints. Two
kinds of constraints namely, must-link constraints and cannot-link constraints
are adopted. If a must-link relationship is specified for two documents di and dj ,
they must be grouped into the same cluster. In some situations, there is a fur-
ther specification that they should be in the same cluster as a particular sample
document. If a cannot-link relationship is specified for two documents di and dj ,
they must be grouped into different clusters.

After the clusters are learned, users can examine the clustering result and
give feedbacks on the quality of the clusters. The user feedback information is
used to guide the clustering process to a better partition in the next round. The
user feedback information is transformed automatically into a set of constraints.
Suppose cluster S contains some previously provided sample documents. If a user
suggests document d should belong to cluster S, d will form must-link constraints
with all the sample documents of S. d will also be regarded as a sample document
of S. Similarly if a user suggests d should not belong to S, it will form cannot-link
constraints with all the sample documents of S. If a user suggests document d
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should be switched from cluster Si to Sj , it will form must-link constraints with
all the sample documents of Sj and cannot-link constraints with all the sample
documents of Si. A user can also specify that two documents should belong to
the same cluster. In this case, a must-link constraint is generated. Similarly, if
a user specifies that two documents should belong to different clusters, the two
documents form a cannot-link constraint.

3.2 Metric-Based Distance Measure

We make use of cosine similarity to measure the similarity between two docu-
ments or between a document and a cluster centroid. Standard cosine similarity
fails to estimate similarity accurately if different features contribute to differ-
ent extent to the similarity value. We design a local metric A for each cluster.
Each feature is assigned a weight to indicate its contribution to the similarity
of two documents in that particular cluster. Precisely, the local weight metric
A = {ai, i = 1 . . .m} is a set of weights assigned to each feature of the cluster.
The metric-based distance is calculated as follows:

ΨA(X, Y ) = 1 − m
i=1 xiaiyi

||X||A||Y ||A (1)

where X and Y are the vector representation of two documents; m is the number
of features in A; xi, ai, and yi are the values of feature i in the vector represen-
tation of X , metric A, and Y respectively; ||X ||A denotes the weighted L2 norm:
||X ||A =

√∑m
i=1 x2

i ai.

3.3 Objective Function

Clusters are learned by minimizing an objective function. The objective func-
tion is composed of two parts, namely, the document distance function and the
penalty function, which considers the documents and constraints respectively.
An optimal partition is obtained when the overall distance of the documents
from the cluster centroids is minimized while a minimum number of constraints
are violated.

The document distance function Υ measures the distance of the documents
from the cluster centroids. The distance is calculated with the help of the local
weight metric AS for cluster S. This function is formulated as follows:

Υ =
K∑

S=1

∑
d∈DS

ΨAs(d, µS) (2)

where K is the number of clusters; DS is the set of documents that belong to
the cluster S; d and µS are the vector representation of a document and the
centroid of the cluster S respectively; AS is the local metric associated with
cluster S; ΨAs(d, µS) measures a metric-based distance between document d to
cluster centroid µS . Since the amount of labeled documents is small compared
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with unlabeled documents, the document distance function Υ is mainly related
to the unlabeled documents.

The penalty function ∆ is related to the constraints. It measures the cost of
violation of the constraints. We denote the set of must-link constraints as M
and the set of cannot-link constraints as C. A traditional must-link constraint
is violated when two documents are grouped into different clusters. When a
must-link constraint M is specified for two documents and the documents are
regarded as sample documents for a particular cluster, the following situation is
regarded as violating a must-link constraint. A must-link constraint is specified
for two documents. One of the documents is grouped into the correct cluster
as a particular sample document. The other document is assigned to a wrong
cluster. When a cannot-link constraint C is specified for two documents and
they are grouped into the same cluster, we regard this situation as a violation
of cannon-link constraints. We make use of the distance of the two documents
in the constraints as the penalty cost for violating the constraints in M and C.
The penalty function ∆ is formulated as follows:

∆=
∑

(di,dj)∈M

ΨAS (di, dj)β(Sdi , Sdj , Ldi)+
∑

(di,dj)∈C

(1−ΨAS(di, dj))δ(Sdi=Sdj) (3)

β(Sdi , Sdj , Ldi) =

⎧⎨
⎩

1 when Sdi = Ldi Sdi �= Sdj

1 when Sdj = Ldi Sdi �= Sdj

0 otherwise

where Sd is the cluster that d belongs to; AS is local weight metric for cluster
S; Ld is the actual cluster to which document d should belong; δ is the indicator
function. For the traditional must-link constraint, Ldi is not known from the user
feedback and sample documents. β will be replaced by the indicator function.
Therefore, the penalty function ∆ is formulated as follows:

∆ =
∑

(di,dj)∈M

ΨAS(di, dj)δ(Sdi �= Sdj ) +
∑

(di,dj)∈C

(1 − ΨAS (di, dj))δ(Sdi = Sdj)(4)

Consequently, the objective function Ξ is formulated as follows:

Ξ = αΥ + (1 − α)∆ (5)

where α is a parameter for balancing the contribution of the document distance
and constraints in the objective function. Therefore the semi-supervised cluster-
ing task is to minimize the following objective function:

Ξ = α
∑K

S=1
∑

d∈DS
ΨAS (di, µS)

+(1 − α)(
∑

(di,dj)∈M ΨAS(di, dj)β(Sdi , Sdj , Ldi)
+

∑
(di,dj)∈C(1 − ΨAS(di, dj))δ(Sdi = Sdj ))

(6)

3.4 EM Process

The optimization for finding the clusters minimizing the objective function ex-
pressed in Equation 6 is achieved by an iterative EM process. The outline of the
algorithm is presented in Figure 1.
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——————————————————————————————————-
1 Initialization: the centroid of each cluster is initialized.
2 Repeat until convergence
3 E-step: Given the centroid and the local weight metric for each cluster,

update the document assignment to clusters.
4 M-step(I): Given the current cluster assignment, re-calculate the centroid

of each cluster.
5 M-step(II): Given the current cluster assignment, learn the local weight

metric by a separate optimization process for each cluster.
——————————————————————————————————–

Fig. 1. The EM process in semi-supervised clustering

The user provided samples are used as seeds to initialize the cluster centroids.
Let λ be the number of clusters that the user has provided sample documents.
We assume that λ ≤ K. In addition to λ sample document centroids, we select
K − λ centroids using the farthest-first algorithm [2].

In the E-step, the assignment of the documents to the clusters are updated.
Each unlabeled document is assigned to the cluster that minimizes the objective
function.

The M-step consists of two parts. Every cluster centroid µS is re-estimated
using the current document assignment as follows:

µS =

∑
d∈DS

d

||∑d∈DS
d||AS

(7)

where DS is the set of documents that belong to the cluster S; AS is the local
metric associated with cluster S;

The second part of the M-step performs local weight metric learning for each
cluster. The local weight metric is learned by a separated optimization process
presented in Section 3.5.

Two different methods are investigated for incorporating the new constraints
to the semi-supervised clustering process. The first method is denoted by Method-
B. It conducts the next round of clustering process with the updated constraints
without considering the current document partition. After the new constraints are
obtained from the user feedbacks, the semi-supervised clustering is invoked from
Step 1 of the algorithm shown in Figure 1. The clusters are initialized with updated
sample documents and farthest-first algorithm. Clustering process is conducted
considering the whole set of the updated constraints.

The second method is denoted by Method-I. It conducts the semi-supervised
learning with feedback in an incremental manner. The current clustering result
is a local optimal partition. User feedback information provides some sugges-
tions on the direction where the learning process should go in the next round.
Illustrated by Figure 1, we invoke the clustering process starting from Step 2
with the current clustering result. The semi-supervised clustering is conducted
by considering the whole set of the updated constraints.
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3.5 Method for Local Metric Learning

Given the current document assignment, the local metric is learned to obtain
different weights on the features used by each cluster. We cast the metric learning
as a separate optimization problem for each cluster. The objective function is
composed of the objective function components ΞS of each cluster as follows:

Ξ =
∑K

S=1 ΞS

=
∑K

S=1(αΥS + (1 − α)∆S)
(8)

where ΥS is the document function for cluster S; ∆S is the penalty function for
cluster S. ΥS and ∆S are formulated as follows:

ΥS =
∑

d∈DS
ΨAS (d, µS)

∆S =
∑

κS
ΨAS(di, dj)β(Sdi , Sdj , Ldi)

+
∑

(di,dj)∈C∩(di,dj)∈DS
(1 − ΨAS (di, dj))δ(Sdi = Sdj)

κS = {(di, dj)|(di, dj) ∈ M ∩ (Ldi = S) ∩ ((di ∈ DS) ∪ (dj ∈ DS))}
(9)

where κS is the set of must-link constraints involved in cluster S; DS is the set of
documents that belong to the cluster S; d and µS are the vector representation of
a document and the centroid of the cluster S respectively; AS is the local metric
associated with cluster S; where Sd is the cluster that d belongs to; Ld is the
actual cluster to which document d should belong; ΨAS (·, ·) measures the metric-
based distance between two documents or between a document and a cluster
centroid; δ is the indicator function. For the traditional must-link constraint,
the ∆S is formulated as follows:

∆S =
∑

(di,dj)∈M∩((di∈DS)∪(dj∈DS)) ΨAS(di, dj)δ(Sdi �= Sdj)
+

∑
(di,dj)∈C∩(di,dj)∈DS

(1 − ΨAS (di, dj))δ(Sdi = Sdj )
(10)

The metric is learned by minimizing the objective function ΞS. We employ the
steepest descent method to conduct the optimization for the metric AS for each
cluster using the objective function component for each cluster. Every weight aS

in the local metric AS is updated using the formula:

aι+1
S = aι

S + η(−∂ΞS

∂aι
S

) (11)

where aι
S is the value of aS in the ι-th iteration; η is the steep length; −∂ΞS

∂aι
S

is
the gradient direction for the the ι-th iteration which is calculated as follows:

∂ΞS

∂aι
S

= α
∑

xi∈DS

∂ΨAS
(xi,µS)

∂aι
S

+(1 − α)(
∑

κS

∂ΨAS
(di,dj)

∂aι
S

β(Sdi , Sdj , Ldi)

+
∑

(di,dj)∈C∩(di,dj)∈DS
(1 − ∂ΨAS

(di,dj)
∂aι

S
)δ(Sdi = Sdj ))

κS = {(di, dj)|(di, dj) ∈ M ∩ (Ldi = S) ∩ ((di ∈ DS) ∪ (dj ∈ DS))}

(12)
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4 Experimental Result

4.1 Datasets

Two real-world data sets were used for conducting our experiments. The first
dataset was derived from the TDT3 document corpus1. We selected the native
English newswire news documents with human assigned topics. The human as-
signed topics are also grouped into 12 general topic categories such as “Election”,
“Sports”, etc. This dataset contains 2,450 news stories organized in 12 classes
corresponding to those general topic categories. The second dataset is derived
from Reuters RCV1 corpus [8]. The RCV1 corpus is an archive of 800,000 man-
ually categorized newswire stories. The news stories are organized in four hier-
archical groups. We made use of part of the RCV1 corpus to form a dataset for
our experiments. We did not select those small clusters which contain a small
number of news stories. Stories belonging to at most one of clusters in the first
level and the second level were randomly selected. There were 10,429 news sto-
ries, in total, organized in four classes were chosen. In particular, there are 6037,
1653, 2239, and 500 news stories in each class respectively.

We pre-processed the TDT3 dataset by stop-word removal and TF-IDF
weighting. The RCV1 dataset has been pre-processed2. High-frequency and low-
frequency words removal were conducted for the two datasets, following the
methodology presented in [5]. The thresholds for removing high-frequency and
low-frequency words for TDT3 dataset were set to 30 and 2 respectively. The
thresholds for removing high-frequency and low-frequency words for RCV1
dataset were set to 1000 and 1 respectively.

4.2 Evaluation Methodology

We make use of FScore measure to evaluate the quality of a clustering solu-
tion [11]. Each true class L is mapped to an appropriate system output cluster
S to which it matches the best. The suitability of the cluster to the class is mea-
sured using the F value. The F value combines the standard precision measure
P and recall measure R used in information retrieval as follows:

F (Li, Sj) = 2∗P (Li,Sj)∗R(Li,Sj)
P (Li,Sj)+R(Li,Sj)

P (Li, Sj) = nij/nsj

R(Li, Sj) = nij/nli

(13)

where nij is the number of documents in cluster Sj belonging to Li; nsj is the
number of documents in cluster Sj ; nli is the number of documents belonging
to Li; The FScore for the class Li is the maximum F value for each system
generated cluster.

FScore(Li) = max
Sj∈T

F (Li, Sj) (14)

1 The description of the corpus can be found at http://projects.ldc.upenn.edu/TDT3/
TDT3 Overview.html

2 The pre-processed RCV1 dataset can be found at http://www.daviddlewis.com/
resources/testcollections/rcv1/
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where T is the set of system generated clusters. The FScore of the entire system
generated clusters is the summation of FScore for each class Li weighted by the
size of the class.

FScore =
K∑

i=1

ni

n
FScore(Li) (15)

where n is the total number of documents in the dataset.

4.3 Experimental Setup

We make use of the set of true classes as a reference to simulate the user feed-
backs. The clustering solution is compared with the true classes. For each cluster
with sample documents, some wrongly assigned documents are selected. The cor-
rect cluster of the document is provided if the correct cluster has some sample
documents. For the clusters without sample documents, we select document pairs
to simulate the user feedbacks. One document in such pairs belongs to a cluster
with sample documents while the other does not belong to the clusters with
sample documents.

We conducted experiments for our proposed two methods, namely, Method-B
and Method-I. For comparative investigation, we also conducted experiments for
our proposed method but without local metric learning. The number of clusters,
K, for TDT3 dataset and RCV1 dataset was set to 12 and 4 respectively. In
each experiment, the number of clusters with user provided sample is less than
K. For TDT3 dataset, Figure 2, Figure 3, and Figure 4 depict the clustering
performance of 9, 10, and 11 clusters with user provided samples respectively. In
each experiment, the initial sample documents for each cluster was set to 10. The
feedback information was provided incrementally. We repeat such experiment
setup for different combinations of clusters with user provided samples. The
performance was measured by the average of the FScore of 3 combinations of
clusters.

The experiments for RCV1 dataset were conducted in a similar way. The
number of clusters with user provided sample was 2 and 3 as shown in Figure 5
and Figure 6. The performance was measured by the average of the FScore of 4
combinations of clusters with sample documents. The initial sample documents
for each cluster was 40. In each round, 20 user feedbacks were provided for each
cluster.

4.4 Analysis of the Results

From the experimental results, it shows that the Method-B and Method-I out-
perform the approach without local metric learning in all of the experiments.
The local metric learning is effective in improving the clustering performance.

Incorporating user feedbacks is useful especially when there are a few number
of constraints. After some iterations, when the number of constraints for each
cluster reach to 25 for TDT3 dataset and 100 for RCV1 dataset, the performance
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Fig. 2. Clustering performance of TDT3 dataset. The number of clusters with sample
documents is 9. Method-B refers to our proposed approach which conducts the cluster-
ing with metric learning and considers the constraints generated from user feedbacks in
batch. Method-I refers is an incremental version of Method-B. Without metric learn-
ing refers to the approach which conducts the clustering without metric learning. The
computational time (in second) for each method is also depicted.
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Fig. 3. Clustering performance of TDT3 dataset. The number of clusters with sam-
ple documents is 10. Method-B refers to our proposed approach which conducts the
clustering with metric learning and considers the constraints generated from user feed-
backs in batch. Method-I refers is an incremental version of Method-B. Without metric
learning refers to the approach which conducts the clustering without metric learning.
The computational time (in second) for each method is also depicted.
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Fig. 4. Clustering performance of TDT3 dataset. The number of clusters with sam-
ple documents is 11. Method-B refers to our proposed approach which conducts the
clustering with metric learning and considers the constraints generated from user feed-
backs in batch. Method-I refers is an incremental version of Method-B. Without metric
learning refers to the approach which conducts the clustering without metric learning.
The computational time (in second) for each method is also depicted.
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Fig. 5. Clustering performance of RCV1 dataset. The number of clusters with sample
documents is 2. Method-B refers to our proposed approach which conducts the cluster-
ing with metric learning and considers the constraints generated from user feedbacks in
batch. Method-I refers is an incremental version of Method-B. Without metric learn-
ing refers to the approach which conducts the clustering without metric learning. The
computational time (in second) for each method is also depicted.
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Fig. 6. Clustering performance of RCV1 dataset. The number of clusters with sample
documents is 3 Method-B refers to our proposed approach which conducts the cluster-
ing with metric learning and considers the constraints generated from user feedbacks in
batch. Method-I refers is an incremental version of Method-B. Without metric learn-
ing refers to the approach which conducts the clustering without metric learning. The
computational time (in second) for each method is also depicted.

of the clustering becomes stable. Providing more user feedbacks does not affect
the clustering performance dramatically. Therefore, only a small number of user
feedback is needed to guide the clustering process to a better document partition.

From all the experimental results, it shows that the performance of Method-B
and Method-I are close to each other. However, the execution time of Method-I
is much faster than Method-B. In TDT3 corpus, Method-I uses 28%, 27%, and
30% less time than Method-B for the clustering performance of 9, 10, and 11
clusters with user provided samples respectively. In RCV1 corpus, it takes 62%
and 47% less time than Method-B. Incremental semi-supervised clustering is
computationally more efficient than conducting the clustering process in batch3.

5 Conclusions and Future Work

We have presented an approach that incorporates incremental user feedback
into text clustering. User feedbacks and a small amount of sample documents
are provided for some clusters and are transformed into a set of constraints.
A local weight metric is associated with each cluster reflecting the importance
of each feature of the cluster. The local weight metric is learned with the help
of unlabeled data and constraints. The quality of local weight metric can be
3 The experiments were conducted on a 3.6 GHz PC with 2 GB memory. The operating

system is Linux Fedora Core 4.
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improved with newly updated constraints learned from user feedbacks. After the
quality of local weight metric for every cluster is improved, a better document
partition can be obtained in the subsequent clustering process. Experimental
results show that our proposed approach on user feedback incorporation and
local metric learning is effective for improving the clustering performance.

There are some directions for further study. Incorporating more natural types
of user feedbacks especially for the newly generated clusters can be one direction.
Currently, the user feedbacks in our approach capture the relationship between
documents. Another useful user feedback can be the term feedback reflecting
the relationship between features and clusters. Also, currently we only generate
cannot-link constraints from the newly generated clusters. The clustering per-
formance can be further improved if we can consider more user feedbacks and
generate more kinds of constraints.

Another direction is to allow users provide feedbacks with a confidence value.
Since a user only has a preliminary understanding on the dataset, he/she may
provide some feedbacks with uncertainty. In this situation, we can assign a con-
fidence value to the user feedbacks. The confidence value can help to judge how
much the clustering process will rely on the user feedbacks.
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Abstract. A cluster labeling algorithm for creating generic titles based on 
external resources such as WordNet is proposed. Our method first extracts 
category-specific terms as cluster descriptors. These descriptors are then 
mapped to generic terms based on a hypernym search algorithm. The proposed 
method has been evaluated on a patent document collection and a subset of the 
Reuters-21578 collection. Experimental results revealed that our method 
performs as anticipated. Real-case applications of these generic terms show 
promising in assisting humans in interpreting the clustered topics. Our method 
is general enough such that it can be easily extended to use other hierarchical 
resources for adaptable label generation.  

Keywords: Hypernym search, WordNet, correlation coefficient. 

1   Introduction 

Document clustering is a powerful technique to detect topics and their relations for 
information analysis and organization. However, unlike document categorization 
where a set of labels or terms is predefined for each category, clustered documents 
require post-assignment of concise and descriptive titles to help analysts interpret the 
results. Most existing work selects the title words from the terms contained in the 
documents themselves. Although this is justifiable, this may not be sufficient. It 
would be desirable to further suggest generic topic terms for ease of analysis, 
especially in the applications where documents cover a wide range of domain 
knowledge. Examples of this need are often found in topic analysis for patent or 
scientific publications [1-3]. 

In this work, we attempt to automatically create generic labels which do not 
necessarily exist in the clustered documents for easier cluster interpretation. As an 
example, if documents in a cluster were talking about tables, chairs, and beds, then a 
title labeled “furniture” would be perfect for this cluster, especially when this 
hypernym does not occur in it. This kind of problem was often solved by human 
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experts, such as those in [4-5], where cluster titles were given manually. To make our 
automatic approach feasible, external resources such as WordNet or other hierarchical 
knowledge structures are used. Our method first selects content-indicative terms for 
each cluster. A hypernym search algorithm is then applied to map these terms into 
generic titles. 

The rest of the paper is organized as follows: Section 2 reviews some related work. 
Section 3 introduces our method for content-indicative term extraction. Section 4 
describes the hypernym search algorithm based on WordNet. Section 5 details the 
experiments that evaluate our method. Section 6 discusses the results and suggests 
possible improvement. Section 7 concludes this work and shows its implications. 

2   Related Work 

Labeling a clustered set of documents is an inevitable task in text clustering 
applications. Automatic labeling methods mainly rely on extracting significant terms 
from clustered documents, where the term significance can be calculated very 
differently from clustering algorithms to algorithms. 

For example, in the vector space model, where clusters are represented as weighted 
sums or centroids of the document vectors, terms with heaviest weights in the cluster 
vectors are extracted as the cluster labels. In [6-7], the term weight in a document 
vector is the normalized term frequency (TF), while in [8], it is a version of the 
TFxIDF (Inverse Document Frequency) weighting scheme. As to its effectiveness, 
the authors in [9] pointed out (although without experiments) that the simple centroid-
based approach outperformed the probabilistic odds scheme which computes the ratio 
of the conditional probability of a term appearing in a cluster over the sum of the 
conditional probabilities of the term in other clusters. 

In the Self-Organization Map (SOM) method [10], where clusters are organized in 
a 2-D map, the label of a cluster is the term having the highest goodness measure. 
This measure is the square of the relative term frequency in the cluster normalized by 
the sum of the relative term frequencies in other distant clusters. 

In an application to group terms for detecting events over time [11], the cluster title 
consists of the highest ranked named entity followed by the highest ranked noun 
phrase. The ranks of these terms were obtained by sorting the maximum chi-square 
values of the terms occurring in a time interval. 

In clustering web search results, the longest phrases occurred in most documents in 
a cluster were used as its title [12]. 

In other related fields, such as document summarization and translation, there were 
tasks in the Document Understanding Conference (DUC) [13] to generate very short 
summaries. These short 10-words summaries have the potential to serve as cluster 
titles. However, most participants use extraction-based methods [14]. Even there were 
studies that generate document titles not from the document themselves, a large corpus 
of documents with human-assigned titles is required to train the “translation model” so 
as to map document words into human-assigned titles [15]. Besides, these summaries 
tend to be event-descriptive rather than topic-indicative for a set of documents. 

As can be seen, despite there are various techniques to label a set of documents, 
there are few studies that attempted to deal with the problem that we propose. 
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3   Cluster Descriptor Selection 

The methods to extract cluster descriptors in the above-mentioned studies are mostly 
related to their clustering algorithms. In our application, we would like to have a 
general approach that is independent of the clustering process. To this end, we seek 
solutions from text categorization where selecting the best content-revealing or 
category-predictive features has been widely studied. 

Yang et al [16] had compared five different methods for selecting category-specific 
terms. They found that chi-square is among the best that lead to highest 
categorization performance. The chi-square method computes the relatedness of term 
T with respect to category C in the manner: 

TN)+FP)(FN+TN)(TP+FN)(FP+(TP

)FP FN-TN TP(
),(

2
2 ××=CTχ . (1) 

where TP (True Positive), FP (False Positive), FN (False Negative), and TN (True 
Negative) denote the number of documents that belong or not belong to C while 
containing or not containing T, respectively. With content terms sorted by chi-square 
values in descending order, top-ranked terms can be selected as the cluster title. 

However, chi-square does not distinguish negatively related terms from positively 
ones. A remedy to this problem is the use of the correlation coefficient (CC), which is 
just the square root of the chi-square: 

TN)+FP)(FN+TN)(TP+FN)(FP+(TP

)FP FN-TN TP(
),(

××=CTCo  . 
(2) 

As pointed out by Ng et al [17], correlation coefficient selects exactly those words 
that are highly indicative of membership in a category, whereas the chi-square method 
not only picks out this set of terms but also those terms that are indicative of non-
membership in that category. This is especially true when the selected terms are in 
small number. As an example, in a small real-world collection of 116 documents with 
only two exclusive categories: construction vs. non-construction in civil engineering 
tasks, some of the best and worst terms that are computed by both methods are shown 
in Table 1. As can be seen, “engineering” is a lowest-ranked term (-0.7880) based on 
correlation coefficient in the non-construction category, while it is a top-ranked term 
in both categories based on chi-square (0.6210 is the square of -0.7880). Therefore, 
instead of chi-square, correlation coefficient is used as our basic word selection 
method. 

Table 1. Some best and worst terms computed by chi-square and correlation coefficient in a 
collection with two exclusive categories 

Chi-square Correlation Coefficient 
Construction Non-Construction Construction Non-Construction 

engineering 0.6210 engineering 0.6210 engineering 0.7880 equipment 0.2854 
improvement 0.1004 improvement 0.1004 improvement 0.3169 procurement 0.2231 

…    …    
kitchen 0.0009 kitchen 0.0009 communiqué -0.2062 improvement -0.3169 
update 0.0006 update 0.0006 equipment -0.2854 engineering -0.7880 
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A further analysis of the correlation coefficient method reveals that it may be 
effective for large number of short documents. But without considering the occurring 
frequency of the term in each document (i.e., TF), it tends to select category-specific 
terms that are not generic enough for long documents. Therefore, we choose only 
those terms whose document frequency in a cluster exceeds a ratio r of the number of 
documents in that cluster. We denote this revised method as CCr, where r is a tunable 
parameter and is 0.5 in our implementation. Another remedy is to multiply the term’s 
CC with its total term frequency in the cluster (TFC), denoted as CCxTFC, where 
TFC is the sum of a term’s TF over all documents in the cluster. 

4   Generic Title Generation 

The cluster descriptors generated in the above may not be topic-indicative enough to 
well summarize the contents of the clusters. One might need to map the identified 
clusters into some predefined categories for supporting other data mining tasks (e.g. 
[18]). If the categories have existing data for training, this mapping can be recast into 
a standard text categorization problem, to which many solutions can be applied. 
Another need arises from the situation that there is no suitable classification system at 
hand, but some generic labels are still desired for quick interpretations. This case is 
often solved by human experts, where cluster titles are given manually. Below we 
propose an automatic solution by use of an extra resource, i.e., WordNet. 

WordNet is a digital lexical reference system [19]. English nouns, verbs, adjectives 
and adverbs are organized into synonym sets. Different relations, such as hypernym, 
hyponym, meronym, or holonym, are defined to link the synonym sets. With these 
structures, one can look up in WordNet all the hypernyms of a set of given terms and 
then choose the best among them with some heuristic rules. Since the hypernyms 
were organized hierarchically, the higher is the level, the more generic are the 
hypernyms. To maintain the specificity of the set of terms while revealing their 
general topics, the heuristics have to choose as low-level common hypernyms as 
possible. When there are multiple choices, ranks should be given to order the 
hypernyms in priority. 

In our implementation, we look up for each given term all its hypernyms alone the 
path up to the root in the hierarchical tree. The number of occurrence (f) and the depth 
in the hierarchy (d) of an encountered hypernym are recorded. With the root being 
given a depth value of 0, a weight proportional to the normalized f and d is calculated 
for each hypernym as follows: 

−
+

××= ×− 5.0
exp1

1
2)( dcnt

f
hypernymweight  . (3) 

where nt is the number of given terms to normalize the occurrence f to a value ranges 
from 0 to 1 and c (0.125 in our implementation) is a constant to control the steepness 
of the sigmoid function 1/(1+exp(-c x d)) whose value approaches 1 (-1) for large 
positive (negative) d. Since the depth d only takes on non-negative value, the actual 
range of the sigmoid is from 0.5 to 1. It is thus subtracted with 0.5 and then multiplied 
by 2 to map the value of d into the normalized range: 0 to 1. Note that a term having 
no hypernym or not in WordNet is omitted from being counted in nt. Also note that a 
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term can have multiple hypernyms and thus multiple paths to the root. A hypernym is 
counted only once for each given term, no matter how many times the multiple paths 
of this term pass this hypernym. This weight is finally used to sort the hypernyms in 
decreasing order to suggest priority. 

In the example mentioned at the beginning, where the 3 terms were given: table, 
chair, and bed, their hypernym: “furniture” did result from the above calculation with 
a highest weight 0.3584 based on WordNet version 1.6. 

5   Experiments 

5.1   Document Collections 

Two collections were used to evaluate the proposed method. One contains 612 patent 
documents downloaded on 2005/06/15 from the USPTO’s website [20] with 
“National Science Council” (NSC) as the search term in the assignee field. NSC is the 
major government agency that sponsors research activities in Taiwan. Institutes, 
universities, or research centers, public or private, can apply research fundings from 
NSC. Once the research results have been used to apply for US patents, the 
intellectual property rights belong to NSC. In other words, NSC becomes the assignee 
of the patents. (However, this policy has been changed since year 2000 so that the 
number of NSC patents per year declines since then.) Due to this background, these 
documents constitute a knowledge-diversified collection with relative long texts 
(about 2000 words per document) describing various advanced technical details. 
Analysis of the topics in this collection becomes a non-trivial task as very few 
analysts know of such diversified technologies and fields. Although each patent has 
pre-assigned International Patent Classification (IPC) or US Patent Classification 
(UPC) codes, many of these labels are either too general or too specific such that they 
do not fit the intended knowledge structures for topic interpretation. Therefore, using 
them alone do not meet the requirement of the analysis. As such, computer-suggested 
labels play important roles in helping humans understand this collection. This work is 
in fact motivated by such a need. 

The other collection is a subset of the widely used Reuters-21578 collection for 
text categorization. It contains brief stories (about 133 words per story) in the 
financial domain. Each document was assigned at least one category to denote its 
topics and there are a total of 90 categories based on Yang’s preprocessing rules [21]. 
In this work we used the largest 10 categories of them to evaluate our method. 

5.2   Document Clustering 

Since it would be hard to have a consensus on the number of clusters to best organize 
the NSC collection, we clustered it using different options and parameters to get 
various views on it. Specifically, we analyzed the collection based on document 
clustering and term clustering as well. 

The 612 US patent documents were parsed, filtered, segmented, and summarized. 
Structured information in the documents such as assignees, inventors, and IPC codes 
were removed. The remaining textual parts were segmented into several main sections 
(Abstract, Claims, Field of the Invention, Background of the Invention, Summary of 
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the Invention, and Detailed Descriptions) based on the regularity of the patent 
document style. Since these sections varies drastically in length, they were 
summarized using extraction-based methods [22] to select at most 6 best sentences 
from each section. They were then concatenated to yield the document surrogates for 
key term extraction, term co-occurrence analysis, indexing, and clustering. These 
document surrogates did not include the Claims section due to its legal-oriented 
contents. 

From the document surrogates, 19,343 key terms (terms occur at least twice in a 
document) were extracted. They were used in the term co-occurrence analysis to see 
which terms are often co-occurred with each other in the same sentence [23]. Only 
2714 of the key terms occur in at least two documents and have at least one term co-
occurred with them. These 2714 terms were clustered by a complete-link method into 
353 small-size clusters, based on how many co-occurred terms they share. These 
clusters were then repeatedly clustered, again based on the common co-occurred 
terms (co-words), into 101 medium-size clusters, then into 33 large-size clusters, and 
finally into 10 topic clusters. The reason that we performed this multi-stage clustering 
is due to the fact that even we set a lowest threshold, we could not obtain as low as 10 
clusters in a single step. The 353 small-size clusters are actually obtained with the 
similarity threshold set to 0.0. In other words, among the 2714 terms, no two terms in 
different small-size clusters share the same co-words. Through this term clustering, 
the topics of the collection were revealed as the key terms were merge into concepts, 
which in turn were merge into topics or domains. This approach has the merit that it 
can be efficiently applied to very large collections due to the fast co-occurrence 
analysis [23]. 

As another way for topic analysis, the 612 NSC patents were clustered directly 
based on their summary surrogates. As with the above term clustering, they were first 
clustered into 91 topics, which in turn were grouped into 21 sub-domains, from which 
6 major domains were found. 

We did not cluster the Reuters collection since it already has been organized by its 
predefined labels. These labels were used to compare with our cluster titles. 

5.3   Evaluation of Descriptor Selection 

For comparison, we used three methods to rank cluster terms for descriptor selection, 
namely TFC, CC0.5, and CCxTFC, as defined in Section 3. These ranking methods 
were applied to three sets of clustering results. The first is the first-stage document 
clustering as described above. The second is the second-stage document clustering. 
The third is the third-stage term clustering based on their co-words. For each cluster, 
at most 5 best terms were selected as its descriptors. 

Two master students majored in library science were invited to compare the 
relative quality of these descriptors under the same clusters. For each ranking method, 
the number of cases where it has the best title quality over the other methods was 
counted. Multiple best choices for a cluster are allowed and those cluster titles that are 
hard to assess can be omitted from being considered. The ranking methods are coded 
in such a way that the assessors do not know which method is used to generate the 
examined titles. The assessment results are shown in Table 2. Note hierarchical 
clustering structures were shown to the assessors. They were free to examine 
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whatever clusters or sub-clusters they were interested in. This is why the numbers of 
examined clusters differ between them. 

In spite of this difference, this preliminary experiment shows that cluster 
descriptors selected by CC0.5 or CCxTFC are favorable by one assessor, while those 
generated by TFC are not by either. This is somewhat useful to know, since most past 
studies use TFC or a variation of it to generate cluster titles. 

Table 2. Comparison of three descriptor selection methods among three cluster sets 

  Ranking 
method

Cluster set 
Assessor 

No. of clusters 
examined 

No. of clusters 
that TFC is the 
best 

No. of clusters 
that CC0.5 is the 
best 

No. of clusters 
that CCxTFC is 
the best 

1 73 5  7% 52 71% 20 27% First-stage doc. 
clusters 2 19 6 32% 12 63% 13 68% 

1 13 0  0%  9 69%  6 46% Second-stage 
doc. clusters 2  7 1 14%  3 43%  5 71% 

1 16 5 31% 12 75%  9 56% Third-stage 
term clusters 2 10 5 50% 4 40%  8 80% 

5.4   Evaluation of Generic Title Generation 

The proposed title mapping algorithm was applied to the final-stage results of the 
document and term clustering described above. The first set has 6 clusters and the 
second has 10. Their best 5 descriptors selected by CCxTFC are shown in the second 
column of Table 3. 

The proposed method was compared to a similar tool called InfoMap [24] which is 
developed by the Computational Semantics Laboratory at Stanford University. This 
online tool finds a set of taxonomic classes for a list of given words. It seems that 
WordNet is also used as its reference system, because the output classes are mostly 
WordNet’s terms. Since no technical details about InfoMap were found on the Web, 
we cannot implement the InfoMap’s algorithm by ourselves. Therefore, an agent 
program was written to send the descriptors to InfoMap and collect the results that it 
returns. Only the top-three candidates from both methods are compared. They are 
listed in the last two columns in Table 3, with their weights appended. 

The reasonable classes are marked in bold face in the table. As can be seen, the two 
methods perform similarly. Both achieve a level of 50% accuracy in either set. 

The 10 largest categories in the Reuters collection constitute 6018 stories. Since 
they are both short and in a large number in each of these categories, the basic CC 
method was used to select the cluster descriptors. As can be seen from the third 
column in Table 4, 8 (those in boldface) out of 10 machine-selected descriptors 
clearly coincide with the human labels, showing that the effectiveness of the CC 
method in this collection. When compared to the results made by [25], as shown in 
Table 5, where mutual information (MI) was used to rank statistically significant 
features for text categorization, the CC method yields better topical labels than the MI 
method. 
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Table 3. Descriptors and their machine-derived generic titles for the NSC collection 

ID Cluster’s Descriptors WordNet InfoMap 

1 
acid, polymer, catalyst, 
ether, formula 

1:substance, matter:0.1853 
2:drug:0.0980 
3:chemical compound:0.098 

1:chemical compound:1.25 
2:substance, matter:1.062 
3:object, physical object:0.484 

2 
silicon, layer, transistor, 
gate, substrate 

1:object, physical object:0.1244 
2:device:0.1211 
3:artifact, artefact:0.1112 

1:object, physical object:0.528 
2:substance, matter:0.500 
3:region, part:0.361 

3 
plastic, mechanism, plate, 
rotate, force 

1:device:0.1514 
2:base, bag:0.1155 
3:cut of beef:0.1155 

1:device:0.361 
2:entity, something:0.236 
3:chemical process:0.0 

4 
output, signal, circuit, 
input, frequency 

1:communication:0.1470 
2:signal, signaling, sign:0.1211 
3:relation:0.0995 

1:signal, signaling, sign:1.250 
2:communication:1.000 
3:abstraction:0.268 

5 
powder, nickel, electrolyte, 
steel, composite 

1:substance, matter:0.1483 
2:metallic element, metal:0.1211 
3:instrumentation:0.0980 

1:metallic element, metal:0.500 
2:substance, matter:0.333 
3:entity, something:0.203 

6 
gene, protein, cell, acid, 
expression 

1:substance, matter:0.1112 
2:object, physical object:0.0995 
3:chemical compound:0.0980 

1:entity, something:0.893 
2:chemical compound:0.500 
3:object, physical object:0.026 

1 
resin, group, polymer, 
compound, methyl 

1:substance, matter:0.1853 
2:chemical compound:0.098 
3:whole:0.0717 

1:substance, matter:2.472 
2:object, physical object:0.736 
3:chemical compound:0.5 

2 
circuit, output, input, 
signal, voltage 

1:communication:0.1470 
2:signal, signaling, sign:0.1211 
3:production:0.0823 

1:signal, signaling, sign:1.250 
2:communication:1.000 
3. round shape:0.000 

3 
silicon, layer, material, 
substrate, powder 

1:substance, matter:0.1483 
2:object, physical object:0.1244 
3:artifact, artefact:0.1112 

1:substance, matter:2.250 
2:artifact, artefact:0.861 
3:object, physical object:0.833 

4 
system, edge, signal, type, 
device 

1:artifact, artefact:0.1483 
2:communication:0.1470 
3:idea, thought:0.0980 

1:instrumentality:1.250 
2:communication:0.861 
3:artifact, artefact:0.750 

5 
solution, polyaniline, 
derivative, acid, aqueous 

1:communication:0.1633 
2:legal document,:0.1540 
3:calculation, computation:0.1372 

1:drug of abuse, street drug:0.000 
2:chemical compound:0.0 
3:set:0.000 

6 
sensor, magnetic, record, 
calcium, phosphate 

1:device:0.1514 
2:object, physical object:0.1244 
3:sound/audio recording:0.12 

1:device:0.312 
2:fact:0.000 
3:evidence:0.000 

7 
gene, cell, virus, infection, 
plant 

1:structure, construction:0.1225 
2:contrivance, dodge:0.1155 
3:compartment:0.1029 

1:entity, something:0.790 
2:life form, living thing:0.5 
3:room:0.000 

8 
density, treatment, strength, 
control, arrhythmia 

1:property:0.1112 
2:economic policy:0.1020 
3:attribute:0.0995 

1:power, potency:1.250 
2:property:0.674 
3:condition, status:0.625 

9 
force, bear, rod, plate, 
member 

1:pistol, handgun, side arm:0.1020 
2:unit, social unit:0.0980 
3:instrumentation:0.0980 

1:unit, social unit:1.250 
2:causal agent, cause,:0.625 
3:organization:0.500 

10 
transistor, layer, channel, 
amorphous, effect 

1:artifact, artefact:0.1390 
2:structure, body structure:0.1225 
3:semiconductor:0.1029 

1:anatomical structure:0.500 
2:artifact, artefact:0.040 
3:validity, validness:0.000 

As to the generic titles shown in Table 4, about 70% of the cases lead to reasonable 
results for both the WordNet and the InfoMap methods. It is known that the Reuters 
labels can be organized hierarchically for further analysis [26]. For example, grain, 
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wheat, and corn can be merged into a more generic category, such as foodstuff. As can 
be seen from Table 4, this situation was automatically captured by the proposed method. 

Table 4. Descriptors and their generic titles for the Reuters collection 

ID Category Descriptors WordNet InfoMap 

1 earn NET, QTR, Shr, cts 
Net, Revs 

1:goal:0.2744 
2:trap:0.2389 
3:income:0.2389 

1:trap:1.000 
2:game equipment:1.000 
3:fabric, cloth, textile:1.000 

2 acq acquire, acquisition, 
stake, company, share 

1:device:0.1514 
2:stock certificate, stock:0.1386
3:wedge:0.1386 

1:asset:0.500 

3 
money-

fx 

currency, money 
market, central banks, 
TheBank, yen 

1:backlog, stockpile:0.0850 
2:airplane maneuver:0.0850 
3:marketplace, mart:0.0770 

1:medium of exchange, 
monetary system:0.750 

4 grain wheat, grain, tonnes, 
agriculture, Corn 

1:seed:0.1848 
2:cereal, cereal grass:0.1848 
3:foodstuff, food product:0.182

1:weight unit:1.250 
2:grain, food grain:1.250 
3:cereal, cereal grass:1.250 

5 crude crude oil, bpd, OPEC, 
mln barrels, petroleum 

1:lipid, lipide, lipoid:0.2150 
2:oil:0.1646 
3:fossil fuel:0.1211 

1:oil:0.750 
2:fossil fuel:0.750 
3:lipid, lipide, lipoid:0.500 

6 trade trade, tariffs, Trading 
surplus, deficit, GATT 

1:business:0.0823 
2:UN agency:0.0823 
3:prevailing wind:0.0823 

1:liability, financial obligation, 
indebtedness, pecuniary 
obligation:0.062 

7 interest 
rate, money market, 
BANK, prime, 
discount 

1:charge:0.1372 
2:airplane maneuver:0.0850 
3:allowance, adjustment:0.0850

1:charge:0.111 

8 ship ship, vessels, port, 
Gulf, TANKERS 

1:craft:0.2469 
2:instrumentation:0.1959 
3:vessel, watercraft:0.1848 

1:craft:0.812 
2:physical object:0.456 
3:vessel, watercraft:0.361 

9 wheat wheat, tonnes, grain 
agriculture, USDA 

1:weight unit:0.1792 
2:foodstuff, food product:0.151
3:executive department:0.1386 

1:weight unit:1.250 
2:foodstuff, food product:0.500 

10 corn corn, maize, tonnes, 
soybean, grain 

1:seed:0.1848 
2:cereal, cereal grass:0.1848 
3:foodstuff, food product:0.182

1:cereal, cereal grass:1.250 
2:weight unit:1.250 
3:foodstuff, food product:0.790 

Table 5. Three best words in terms of MI and their categorization break-even precision (BEP) 
rate of the 10 largest categories of Reuters [25] 

Category 1st word 2nd word 3rd word BEP 
earn vs+ cts+ loss+ 93.5% 
acq shares+ vs- inc+ 76.3% 

money-fx dollar+ vs- exchange+ 53.8% 
grain wheat+ tonnes+ grain+ 77.8% 
crude oil+ bpd+ OPEC+ 73.2% 
trade trade+ vs- cts- 67.1% 

interest rates+ rate+ vs- 57.0% 
ship ships+ vs- strike+ 64.1% 

wheat wheat+ tonnes+ WHEAT+ 87.8% 
corn corn+ tonnes+ vs- 70.3% 
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6   Discussions 

The application of our generic title generation algorithm to the NSC patent collection 
leads to barely 50% of the clusters to have reasonable results. However, this is due to 
the limit of WordNet in this case. WordNet does not cover all the terms extracted 
from the patent documents. Also WordNet’s hypernym structures may not reflect the 
knowledge domains desired for analyzing these patents. On one hand, if the texts of 
the documents better fit the vocabulary of WordNet, the performance improves, as is 
the case in the Reuters collection. On the other hand, it is thus anticipated that if a 
suitable classification system can be found for the document collection to be 
analyzed, the hypernym search algorithm may lead to more desirable labels. We have 
tried Google’s directory for the NSC collection, but the categories returned from 
searching the descriptors did not meet the intension to analyze the collection. So far 
we haven’t found any better classification systems that improve the generic titles of 
the NSC clusters. However, even with the current level of performance using 
WordNet, this method, as well as the method to select the cluster descriptors, are still 
helpful, as noted by some NSC analysts. 

As an example, Figure 1 shows a topic map of the 612 NSC patents. In this figure, 
each circle denotes an identified topic, the size of the circle denotes the number of 
patents belonging to the topic, and the number in the circle corresponds to the topic 
ID. With the Multi-Dimensional Scaling (MDS) method [27] to map these clustered 
topics, the relative distance between each topic in the map reflects their relatedness 
(while the absolute position and orientation of each topic does not matter). Details of 
the topic titles and their IDs are shown in Table 6. The 6 major domains circled by 
dashed lines in the figure were those derived from the final-stage document clustering 
and were labeled by hand with the help of the proposed method. 

 

 

Fig. 1. A top map resulted from analyzing the 612 NSC patent documents 

6. Biomedicine 

1.Chemistry 

5. Material 
2. Electronics and 
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3. Generality 

4. Communication 
and computers 
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Table 6. Final-stage document clusters from the NSC patents 

1: 122 docs. : 0.2013 (acid:174.2, polymer:166.8, catalyst:155.5, ether:142.0, formula:135.9) 
  * 108 docs. : 0.4203 (polymer:226.9, acid:135.7, alkyl:125.2, ether:115.2, formula:110.7) 
     o 69 docs. : 0.5116 (resin:221.0, polymer:177.0, epoxy:175.3, epoxy resin:162.9, acid: 96.7) 
       + ID=131 :26 docs.:0.2211(polymer: 86.1, polyimide: 81.1, aromatic: 45.9, bis: 45.1, ether …) 
       + ID=240 : 43 docs.:0.1896(resin:329.8, acid: 69.9, group: 57.5, polymer: 55.8, monomer: 44.0) 
     o ID=495:39 docs.:0.1385(compound: 38.1, alkyl: 37.5, agent: 36.9, derivative: 33.6, formula …) 
  * ID=650 : 14 docs. : 0.1230(catalyst: 88.3, sulfide: 53.6, iron: 21.2, magnesium: 13.7, selective: 13.1) 
 
2: 140 docs. : 0.4068 (silicon:521.4, layer:452.1, transistor:301.2, gate:250.1, substrate:248.5) 
  * 123 docs. : 0.5970 (silicon:402.8, layer:343.4, transistor:224.6, gate:194.8, schottky:186.0) 
    o ID=412 : 77 docs. : 0.1503(layer:327.6, silicon:271.5, substrate:178.8, oxide:164.5, gate:153.1) 
    o ID=90 : 46 docs. : 0.2556(layer:147.1, schottky:125.7, barrier: 89.6, heterojunction: 89.0, … 
  * ID=883 : 17 docs. : 0.1035(film: 73.1, ferroelectric: 69.3, thin film: 48.5, sensor: 27.0, capacitor …) 
 
3: 66 docs. : 0.2203 (plastic:107.1, mechanism: 83.5, plate: 79.4, rotate: 74.9, force: 73.0) 
  * 54 docs. : 0.3086 (plastic:142.0, rotate:104.7, rod: 91.0, screw: 85.0, roller: 80.8) 
    o ID=631 : 19 docs.:0.1253(electromagnetic: 32.0, inclin: 20.0, fuel: 17.0, molten: 14.8, side: 14.8) 
    o ID=603 : 35 docs. : 0.1275(rotate:100.0, gear: 95.1, bear: 80.0, member: 77.4, shaft: 75.4) 
  * ID=727 : 12 docs. : 0.1155(plasma: 26.6, wave: 22.3, measur: 13.3, pid: 13.0, frequency: 11.8) 
 
4: 126 docs. : 0.4572 (output:438.7, signal:415.5, circuit:357.9, input:336.0, frequency:277.0) 
  * 113 docs. : 0.4886 (signal:314.0, output:286.8, circuit:259.7, input:225.5, frequency:187.9) 
    o ID=853 : 92 docs. : 0.1052(signal:386.8, output:290.8, circuit:249.8, input:224.7, light:209.7) 
    o ID=219 : 21 docs. : 0.1934(finite: 41.3, data: 40.7, architecture: 38.8, comput: 37.9, algorithm: … 
  * ID=388 : 13 docs. : 0.1531(register: 38.9, output: 37.1, logic: 32.2, addres: 28.4, input: 26.2) 
 
5: 64 docs. : 0.3131 (powder:152.3, nickel: 78.7, electrolyte: 74.7, steel: 68.6, composite: 64.7) 
  * ID=355 : 12 docs. : 0.1586(polymeric electrolyte: 41.5, electroconductive: 36.5, battery: 36.1, ... 
  * ID=492 : 52 docs. : 0.1388(powder:233.3, ceramic:137.8, sinter: 98.8, aluminum: 88.7, alloy: 63.2) 
 
6: 40 docs. : 0.2501 (gene:134.9, protein: 77.0, cell: 70.3, acid: 65.1, expression: 60.9) 
  * ID=12 : 11 docs. : 0.3919(vessel: 30.0, blood: 25.8, platelet: 25.4, dicentrine: 17.6, inhibit: 16.1) 
  * ID=712 : 29 docs. : 0.1163(gene:148.3, dna: 66.5, cell: 65.5, sequence: 65.1, acid: 62.5) 

7   Conclusions 

Cluster labeling is important for ease of human analysis. In the attempt to produce 
generic cluster labels, a hypernym search algorithm based on WordNet is devised. 
Our method takes two steps: the content-indicative terms are first extracted from the 
documents; these terms are then map to their common hypernyms. Because the 
algorithm uses only the depth and occurrence information of the hypernyms, it is 
general enough to be able to adopt other hierarchical knowledge systems without 
much revision. Real-case experiments using two very different collections justify our 
anticipation on the performance of the proposed method. Possible improvements were 
suggested and have been tried. The equality in performance with other similar 
systems such as InfoMap suggests that our well-described method are among the very 
up-to-date approaches to solve the problem like this. 
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Abstract. This paper proposes a word sense language model based
method for information retrieval. This method, differing from most of tra-
ditional ones, combines word senses defined in a thesaurus with a classic
statistical model. The word sense language model regards the word sense
as a form of linguistic knowledge, which is helpful in handling mismatch
caused by synonym and data sparseness due to data limit. Experimental
results based on TREC-Mandarin corpus show that this method gains
12.5% improvement on MAP over traditional tf-idf retrieval method but
5.82% decrease on MAP compared to a classic language model. A com-
bination result of this method and the language model yields 8.92% and
7.93% increases over either respectively. We present analysis and discus-
sions on the not-so-exciting results and conclude that a higher perfor-
mance of word sense language model will owe to high accurate of word
sense labeling. We believe that linguistic knowledge such as word sense
of a thesaurus will help IR improve ultimately in many ways.

1 Introduction

Natural languages are inherently full of ambiguity and synonymity. One word can
be used in various contexts with different meanings, while dissimilar words may
represent a same meaning in certain contexts. The variance of word meanings in
natural language has posed problems for the applications related to the Natural
Language Processing (NLP).

The field of Information Retrieval (IR) is no exception to this problem. For
example, if a retrieval system encountered the word ‘bank’ in a query, should
the system regard the word as the meaning of ‘either side of rivers’ or ‘the place
where money is deposited’? Besides, a system would perform better if it finds
words as ‘resume’ when a user inputs phrases like ‘curriculum vitae’. IR systems
based on keywords usually suffer from problems out of variance meanings of
words.

For that matter, it seems to be reasonable to assume that an IR system will
improve its performance if the documents are represented by words and word
senses rather than the former only. Besides, word senses, defined in thesaurus,
can be viewed as knowledge representation. It is obvious that every thesaurus

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 158–171, 2006.
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published owes much to expert staffs of lexicographers, who contribute to refining
knowledge of inner connections between words in a language. IR systems must
benefit from this kind of knowledge if they make the most of resources like
thesauri. Research of years ago focused on this point of using word senses in
information retrieval. Classical methods were most based on empirical methods.
And some of experiments on disambiguated collection showed a drop in retrieval
performance (e.g. [1][2]).

In recent years, language modeling approaches for IR has been prevailing,
which are based on statistical models with solid mathematics foundation. Their
improvement in performance makes them the state-of-the-art methods in IR
evaluations.

In this paper we present a word sense language modeling method, taking
word senses into account within a language model framework. The word sense
model has a close connection with classic language models but the starting point
towards retrieval is diverse. Experiments were conducted using TREC-Mandarin
collection and TREC-5/6 topics. The collection was labeled with word sense
codes defined in Tongyici Cilin, a well-known Chinese thesaurus in NLP.

The remainder of this paper is organized in this way: Section 2 reviews previ-
ous methods using word senses in IR; Section 3 presents the word sense language
model; Section 4 and Section 5 describe series of experiments and analysis. Our
conclusion on the attempt use of word senses in language model and future work
come in Section 6.

2 Previous Work

There has been a lot of work dealing with combination of word sense with infor-
mation retrieval.

The first work where a word sense based algorithm was used with an IR
system was done by Weiss [3]. He tested the algorithm on five handpicked words
in the Aviation Data Internet (ADI) collection. Resolving ambiguities before
information retrieval, Weiss showed that he improved performance of his IR
system by 1% for the five test words. Krovetz and Croft [2] established more
interesting results, giving information about the relation between Word Sense
Disambiguation (WSD) and IR. They concluded that WSD did not have a very
important impact on IR, but that disambiguation could be beneficial to IR
when there were a few words in common between the query and the document.
Voorhees [4] presented a method using WordNet to disambiguate word sense
for text retrieval. Retrieval experiments comparing the effectiveness of sense-
based vectors which are based on IS-A relations contained in WordNet with
stem-based vectors show stem-based vectors to be superior overall. Voorhees
concludes that the IS-A relation does not fit to word sense selection for IR.
In 1994, Mark Sanderson [1] used a technique that introduces additional sense
ambiguity into a collection, doing a research that goes beyond previous work
in this field to reveal the influence that ambiguity and disambiguation have
on a probabilistic IR system. And in late 1990s, O. Uzuner [5] developed a
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WSD algorithm which will be used in disambiguating natural language queries
to an IR system. In 2003, Stokoe et al [6] make a study, exploring the using of
word sense disambiguation in retrieval effectiveness and subsequent evaluation
of a statistical word sense disambiguation system which demonstrates increased
precision from a sense based vector space retrieval model over traditional tf-idf
techniques.

A large amount of work dealing with language modeling for information re-
trieval has been done since 1998. The basic approach for using language models
for IR assumes that the user has a reasonable ideal of the terms that are likely to
appear in the “ideal” document that can satisfy his/her information need, and
the query terms the user chooses can distinguish the “ideal” document from the
rest of the collection (e.g. [7]). The query is generated as the piece of text rep-
resentative of the “ideal” document. The task of the system is then to estimate,
for each of the documents in the collection, which is most likely to be the ideal
document. Liu et al gives a nice review of statistical language modeling for IR [8].

3 Word Sense Language Model for IR

3.1 Word Sense Representation

When concerning with the word sense, we need to two assumptions [9]:

(1) Only one sense of a word is used in each occurrence;
(2) Each word has a fixed number of senses.

It is necessary to find a practical way to represent word senses in IR systems.
There are mainly two ways: one is to pick up representative words for word
senses and the other is to design a coding system for word sense representation.
We follow the latter way. In our system, we use a thesaurus called Tongyici
Cilin, which has assigned a unique code to a word sense. For the sake of further
discussion, we will describe the details about the thesaurus.

Tongyici Cilin (Cilin for short) is a well-known Chinese thesaurus in Chinese
Natural Language Processing (NLP). It was first published approximately in the
1980’s. Cilin contains more than 70,000 of words, all of which are arranged into
three-level categories according to the word senses of words. The top level of
Cilin consists of 12 main classes, denoted by a single capital letter. The second
level of Cilin consists of 94 classes which are labeled by two lowercase letters.
At the third level, concepts have been classified into 1,428 classes named after
two-bit numbers as the labels. Information Retrieval Laboratory (IR-Lab, HIT)
extended Cilin from three levels to five levels with more than 30,000 old words
replaced or added (see Figure 3.1). The fourth level in the latest version has been
extended for concept clusters, labeled by a single capital letter, for words with
closer meaning compared to the third level. The deepest level in which words
are nearly synonyms stands for atomic concepts. As a whole, every word sense
can be coded uniquely within a tree structure. Our work has been based on the
extended version of Cilin.
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Every word sense has been assigned an eight-bit code for five levels. Look at
Table 1. It defines bits and symbols for each level. There are three extra flags
at eighth bit of codes for future extension. All the words in the same class of
the fifth level category can be regarded as of similar meaning. For example,
given the word “ ” (xiaoshi/hour), we can find the synonyms such as “

”(zhongdian/hour), “ ”(zhongtou/hour) and “ ”(shi/time or time unit).

Level 1

Level 2

Level 3

Level 4

Level 5

Fig. 1. This figure illustrates the hierarchical structure of “Tongyici Cilin (Extended)”

Table 1. This table shows each bit of the code defined in Cilin

bit property level example
1 top 1 D
2 medium 2 A
3

bottom 3
1

4 5
5 cluster 4 B
6

atom 5
0

7 2
8 flag -

Three-level codes of word sense in the thesaurus Cilin are usually used for
labeling because this level is a balance of similar meanings and distinguishable
characteristics. Figure 2 is an example of a tagged sentence with word sense
codes in Cilin:

In other languages, similar forms of word sense codes for synonyms in thesauri
are available, such as Roger’s Thesaurus, WordNet and the like. Those codes,
though differ from code form or definition of Cilin mentioned above, can also
work in applications of word sense language model for IR. It is just like that the
language models work on both English words and Chinese words.

3.2 The Word Sense Language Model

In the language modeling approaches to information retrieval, it is a common way
to estimate multinomial models over terms for each document D in the collection
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/Di02 /Di15 /-1 /Ca23 /Kc01 /Ca23
/Ka23 / Hi05 /Hi02 /Kd01 /Di02

/Af08 /-1 /Kc01 /Di02 /Af10 /-1 /-1
/Dd05 /Ka07 /Cb08 /Di11 /Cb04 /Ka35

/Hi37 /Cb08 /Ef01 /Da01 /Hi27 /Kd05
/ Df14 /-1

Fig. 2. It is an example of a sentence after word sense resolution

C, the whole set of documents to be searched. Given a query Q, documents are
ranked respect to the probability that P (Q|D) could be observed as a sample
from the document D models. The word sense language model goes further. It
takes the procedure of retrieval as a two-stage generation: (1) a sequence of word
sense representation is generated; (2) each word sense representation produces
respective words in the query.

The procedure goes as a natural way. In language modeling for IR, the query
is usually viewed as a specific representation of a user’s information need. We
assume that the user constructs a query in two steps: he or she forms meanings
of the information need in the mind first and then choose proper words and
expressions in order to write out exact query phrases or paragraphs. The word
sense retrieval model follows as the user’s way by calculating the probability of a
document generating the query at the word sense level first and then probability
from senses to query words.

The model calculates the probability of by covering all possible word sense
tagging forms:

P (Q|D) =
∑
S

P (Q, S|D) =
∑
S

P (S|D)P (Q|S, D) (1)

where S stands for any possible word sense resolution schemas.
It is nearly impossible to enumerate all possible schemas in (1) to calculate the

probability and difficult to estimate so many parameters. One assumption would
simply this model [10]: following the common practice in statistical language
modeling, we can assume that there exists a primary word sense resolution which
dominates the sum over all possible resolutions. We will just use S representing
S∗ for simplicity below. The equation (1) can be approximately simplified as
follows:

P (Q|D) = P (S∗|D)P (Q|S∗, D) (2)

such that S∗ = argmax
S

P (S|Q).

We can find that equation (2) is consist of two parts: one is the language model
of word sense codes P (S|D) and the other P (Q|S, D) is a model describing the
generation of query Q given a word sense resolution S and documents D.

Since there has been a large amount of work dealing with language models
in information retrieval, any reasonable language model in IR could be applied
in modeling on word sense codes. One of the most popular language models for
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IR is based on an assumption that each term is dependent on previous terms,
which is also called history. Let S be the word sense code sequence for query Q
where si is the ith word sense code corresponding to the ith word in Q. Then
the word sense code language model can be rewritten as:

P (S|D) =
∏

i

P (si|si−1
1 , D) (3)

If the history is limited as size N with a Markov assumption, the equations
can be approximated as follows:

P (S|D) .=
∏

i

P (si|si−1
i−N+1, D) (4)

When concerning with the generation model P (S|D), we make an assumption
that every word sense generates a term independently. Following that assump-
tion, the model can be rewritten as:

P (Q|S, D) =
∏

i

P (Q|si, D) =
∏

i

P (qi|si, D) (5)

Thus by combining two models (4) (5), we get the ranking strategy function
based on word sense language model:

P (Q|D) =
∏

i

P (si|si−1
i−N+1, D)P (qi|si, D) (6)

Usually, a logarithm form is needed:

log P (Q|D) =
∑

i

(
log P (si|si−1

i−N+1, D) + log P (qi|si, D)
)

(7)

In later experiment, we carried out a unigram model of P (S|D), which yields:

log P (Q|D) =
∑

i

(log P (si|D) + log P (qi|si, D)) (8)

3.3 Compare with Other Models

In this section, we will discuss differences and similarities between the word
sense language model and some of previously proposed retrieval models based
on language modeling.

The word sense language model is different from traditional approaches in IR
based on word senses. Most of these approaches focus on disambiguates of word
senses with a vector space model, retrieving on sense codes compared with those
on words. The weighing strategies are usually empirical. Our model, based on
language model, provides a combination within a statistical model.

Our model has a close with recent language modeling approaches for IR such
as translation model and dependency language model for IR.
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If we take the procedure from a word sense to a concrete word as a translation
progress, our model is quite similar with translation model for IR proposed by
A. Berger in [11]. But the start point is different. Berger viewed the information
retrieval as a translation from documents to query, the modeling of which needs
to estimate translation probabilities between terms in the same language. The
estimation proves to be hard because it is necessary to provide a large enough
corpus, which must include sufficient information on synonymies and related
words, for training parameters. The word sense language model takes it natural
from word senses to words within thesauri. The estimation is relatively easier
than translation model because it is easier to label words with sense codes than
to find synonymies by hand.

The word sense language model is also close to dependence language model for
IR proposed by Gao et al [10]. But both of the two models work with different
starting points and knowledge. The dependence language model uses structural
information, such as dependency links, for better performance. The word sense
language model makes the most of word senses for both parameters smoothing
at the sense level and clustering of synonymies at the generating procedure.
Besides, Gao’s model aims to capture long distance dependency relations while
our model tries to exploit abstract word senses for IR.

The reason why those models are more or less similar is that they are all
derivations or modifications of a classic model – Hidden Markov Model (HMM),
which provides a framework for combining language model with knowledge of
linguistics.

4 Parameter Estimation

In equation (3), two main categories of parameters are needed to be estimated
as follows.

4.1 Estimating S∗

Recall that S∗ is the most probable resolution of word senses to given sentences
or phrases. To determine such resolution, a module of word sense disambiguation
(WSD) could be used. Much attention has been paid to the research of WSD,
which studies how to select correct word senses within a context. WSD is quite
difficult because word senses have to be determined by considering contexts,
which is hard to model and analysis. Borrowing methods, we implement a tagger
for word sense resolution using Näıve Bayesian model [12]:

S∗ = arg max
S

P (S|V ) (9)

The model was trained with 11,331 hand-labeled sentences. Those sentences
are all Chinese and the sense codes are based on three-level codes in Tongyici
Cilin – the thesaurus introduced above. There are 1,791 words with ambiguous
senses in the training data, as shown in Table 2.
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Table 2. The distributions of word senses in training data

No of sense count ratio
1 18824 91.31%
2 1399 6.24%
3 238 0.74%
4 82 0.26%
5 39 0.12%
6 16 0.05%
7 6 0.02%
8 7 0.02%
10 2 0.01%
12 1 0.00%
13 1 0.00%

labeled 20615 -
unlabeled 11073 -

In this implement, most words were labeled as the word sense code with the
largest probability. The precision of this implement of word sense resolution is
75% approximately.

4.2 Estimating P (si|D) and P (qi|si, D)

We use a two-stage smoothing method, one of the state-of-the-art approaches,
to estimate the unigram probability [13].

P̂ (si|D) = (1−α)P (si|D)+αP (si|C) .= (1−α)
CD(si) + CC(si)∑

si

CC(si) + µ
+α

CC(si) − δ∑
si

CC(si)

(10)
where µ is a parameter of the Dirichlet distribution, and δ is a constant discount.

And the equation for generation query terms can be estimated in a similar
way:

P̂ (qi|si, D) = (1 − β)
CD(qi, si)
CD(si)

+ β
CC(qi, si)
CC(si)

(11)

5 Experiment Results

5.1 Experiment Setup

Our experiment is based on a collection of Chinese corpus: TREC Mandarin
(LDC2000T52). For Chinese track in TREC-5 and TREC-6, the collection of
TREC-Mandarin consists of the People’s Daily and Xinhua News articles in-
cludes 164,761 documents, the volume of which is about 170 MB. Before index-
ing, the whole collection will be labeled with word sense codes of Cilin using a
tagger trained out of hand-marked word sense corpus, as we mentioned before.
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The topics used for evaluation are provided by TREC as well as relevance
judgment for test and evaluation of Chinese text retrieval. Topics in Chinese
are similar with those in English and other languages in TREC Tracks. Each
topic consists of several fields: document number or ID, title, description and
narrative. We constructed queries by merging the title, description and part of
narrative.

5.2 Results with Labeled Collection

We carried out several methods: tf-idf (with words), tf-idf (with word sense codes
and words), the word sense language model method and a general language
method (unigram) on the labeled collection.

Table 3. Results on precision of four methods

tf-idf(word) tf-idf(WS) WSLM Unigram
P@Recall

0.00 0.6320 0.6370 0.7517 0.7699
0.10 0.5365 0.5591 0.6188 0.6483
0.20 0.4804 0.5004 0.5540 0.5815
0.30 0.4283 0.4499 0.4962 0.5174
0.40 0.3816 0.3989 0.4338 0.4608
0.50 0.3445 0.3618 0.3764 0.4029
0.60 0.2955 0.3116 0.3070 0.3445
0.70 0.2397 0.2517 0.2343 0.2623
0.80 0.1731 0.1894 0.1521 0.1785
0.90 0.0852 0.0933 0.0709 0.0826
1.00 0.0108 0.0125 0.0084 0.0091

Average 0.3280 0.3423 0.3640 0.3871

Prec@N
5 0.4481 0.4481 0.5815 0.6259

10 0.4574 0.4629 0.5685 0.5888
15 0.4481 0.4506 0.5580 0.5666
20 0.4324 0.4407 0.5333 0.5425
30 0.4154 0.4327 0.5012 0.5049

100 0.3092 0.3312 0.3485 0.3675
200 0.2304 0.2426 0.2503 0.2625
500 0.1275 0.1304 0.1351 0.1368

1000 0.0735 0.0740 0.0735 0.0735
MAP 0.3136 0.3280 0.3530 0.3748

R-Prec 0.3498 0.3769 0.3864 0.4043

Table 3 shows the results of methods for TREC Mandarin topics 1-54. In
the figure we see the eleven point recall/precision results as well as the non-
interpolated average precision and R-precision.

The results of the first two columns were obtained by using Lemur toolkit. The
first column was based on Chinese words only. We use a module for Chinese word
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segmentation with an accurate higher than 95%. The experiment of the second
column is based on a pair of words and sense code like this form “word/sense
code”. From Figure 3.1, two results are shown as “tf-idf(word)” and “tf-idf(WS)”,
based on words and sense codes with words respectively. They are only baseline
results for comparison. It is interesting that the tf-idf based on word sense codes
with words performs a little better than results on words only. The reason might
be that word sense resolution reduces noisy by labeling a null sense (“-1”) to
those out-of-vocabulary terms, such as punctuation and some of unknown words.

Column 3 shows the results based on our model. We implemented a unigram
word sense language model in the experiment (named WSLM).

Fig. 3. The Precision-Recall Curves for word sense language model(WSLM), unigram
language model, combined results of the two models and results of two tf-idf methods

The fourth column is the result of unigram based on words. A unigram lan-
guage model for IR [14][15] is used in the experiment for comparison:

P (Q|D) =
∏
q∈Q

(λP (q|C) + (1 − λ)P (q|D)) (12)

From the result in Table 4 and Figure 5.2, we can see that WSLM performs
better than tf-idf approaches with 12.56% and 7.62% increases but a little worse
than unigram based on words only with 5.82% decrease. We expected that the
word sense language model would help improve IR performance due to synonym
knowledge and smoothing effect to some extent. But the results turn out to be
opposite. After careful analysis, we find one of main reason leading to this result
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Table 4. Performance compared with MAP percent change over WSLM

MAP R-Prec P@10 % change
tf-idf(word) 0.3136 0.3498 0.4574 +12.56
tf-idf(WS) 0.3280 0.3769 0.4629 +7.62
WSLM 0.3530 0.3864 0.5685 –
GLM 0.3748 0.4043 0.5888 -5.82

is that incorrect sense resolution has a much deleterious effort on a retrieval
performance, causing mismatches of terms in the documents and the query.

For example, we explored a few ambiguous words in the 54 topics first. The
Chinese word ‘ ’seems to be an interesting word for case study here. It carries
out at least two meanings: (1) among and within something, such as ‘ ’
(‘during a conference’); (2) short for China, such as ‘ ’(Sino-America
relationships). These two meanings are distinguishable. Therefore, according to
the assumption mentioned before that only one sense of a word is used in each
occurrence, the word ‘ ’ should be labeled with different codes due to its context.
Among the 54 topics, CH12, CH23, CH32, CH33, CH46, CH50 and CH54 contain
the ambiguous word and the word sense tagger fails to distinguish senses of it
within restricted contexts. Most of the word meaning ‘China’ in occurrences were
labeled with the former sense as ’among, within and the like’. The case is the
same in the collection because we use a same implement of sense tagger. The
incorrect resolution results in biased distributions of word senses which cause
mismatch between relative documents and the query. It is unrealistic to amend
all the incorrectly labeled word senses in such a large collection by hands. If
we just modified part of the documents, it can not reflect the real situation in
retrieval and yet the real degree of effectiveness of the word sense model. Acute
word sense resolution is needed in the word sense language model.

5.3 Results with Combination

Does the word sense based method turn out to hinder the process of retrieval
only? Though from the compare with unigram language model it cause a minor
due to low precision of word sense resolution, it might be unfair to conclude
that the model is totally weak and of no use. It is possible that the sense model
describes the documents from a different logical view, which can contribute to
boost retrieval results. We carry out an experiment, combining two results of
language model based on words and word sense codes to a final result using a
linear interpolation:

r(D) = λr′1(D) + (1 − λ)r′2(D) (13)

where r′(D) is a normalized rank function of a retrieval model.
Figure 5.2 shows the combined result. Table 5 presents MAP, P@10 and R-

Precision of two models and the combined result separately. Figure 4 shows scores
with different λ. It is interesting to find out that there is relative improvement
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Table 5. Result of combination at λ=0.6

WSLM GLM combined %over WSLM %over unigram
MAP 0.3498 0.3530 0.3810 +8.92% +7.93%
P@10 0.5629 0.5685 0.5960 +5.88% +4.84%
R-Prec 0.3806 0.3864 0.4110 +7.99% +6.37%

over both the word sense language model and the unigram language model for
retrieval.

From those results, we can see that WSLM provides another logical view
towards retrieval, which can be used in boosting retrieval performance rather
than hindering. This result shows positive effectiveness of word sense in retrieval.
Otherwise, the combination of result must have gone worse.

Fig. 4. This figure illustrates the relations between λ and MAP, P@10, R-Precision.
From the figure, we can see that when λ is between 0.6 and 0.8, the three evaluation
indicators all trend towards acme

6 Conclusion and Future Work

We presented a word sense language model for IR. This language model takes
word sense codes as sense representation for computing into account, which is
able to handle synonymy and reduce data sparseness because diverse words can
be treated as a same sense and the space of sense codes is relatively smaller
than the space of words. The experiment results show that word sense language
model performs better than traditional approaches such as tf-idf based, though a
minor decrease on average scores compared to a unigram language model based
on words for IR. Close analysis finds that the accurate of word sense resolution
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highly concerns with the performance of this model. However by dominating two
results from word sense language model and unigram, we obtain improvement
over either of results. This result indicates that word sense language model and
word-based language model views the documents from different aspects, which
can boost the retrieval result together.

We hold a belief that information retrieval needs linguistic knowledge to
achieve its ultimate goals. From this start point, we explore a method com-
bining thesaurus-based knowledge into a statistical model for IR, which is quite
different from traditional approaches. In the future we conduct more experiments
to seek for the effectiveness of this kind of model. This progress owes much to
development and research in natural language processing as well as research in
statistical approaches in IR, such as language modeling.

Acknowledgements. This research has been supported by the National Nat-
ural Science Foundation of China via Grant No.60435020, No.60575042 and
No.60503072.
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Abstract. In this paper, we discuss the properties of statistical behavior and 
entropies of three smoothing methods; two well-known and one proposed 
smoothing method will be used on three language models in Mandarin data sets. 
Because of the problem of data sparseness, smoothing methods are employed to 
estimate the probability for each event (including all the seen and unseen 
events) in a language model. A set of properties used to analyze the statistical 
behaviors of three smoothing methods are proposed. Our proposed smoothing 
methods comply with all the properties. We implement three language models 
in Mandarin data sets and then discuss the entropy. In general, the entropies of 
proposed smoothing method for three models are lower than that of other two 
methods. 

Keywords: Language models, smoothing methods, statistical behaviors, cross 
entropy, natural language processing.  

I   Introduction 

Language models (LM) have widely been used in various tasks of natural language 
processing (NLP), such as speech recognition, machine translation, part-of-speech 
tagging, spelling correction and word sense disambiguation, etc, [2], [5], [10], [16].  
Many research works of language modeling approach, such as [23], [24] and [25], 
have been used on information retrieval (IR).  

An event can be regarded as a possible type of n-gram [1],[3],[13] in LM, n>=1. 
We can calculate the probability for the each occurred event according to its count in 
training corpora. When the unseen events occur, smoothing methods will be used to 
re-estimate the probability for each event. 

For the possible word’s estimation, the word sequence Wmax with maximum 
conditional probability P(W) in n-gram model will be expressed as: 

                                                           
* Correspondence author. 
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As shown in Eq. (1), the probability for each event can be obtained by training the 
bigram model. Therefore the probability of a word bigram b will be written as: 

−

−
− =

w i

ii
ii wwC

wwC
wwP

)(

)(
)|(

1

1
1

                                              (2) 

where C(wi) denotes the count of word wi in training corpus. The probability P of Eq. 
(2) is the relative frequency and such a method of parameter estimation is called 
maximum likelihood estimation (MLE). In the general case of n-gram models, Eq. (2) 
can be rewritten as: 

(3) 

 

1.1   Cross Entropy and Perplexity  

Two common metrics to evaluate language model is called cross entropy and 
perplexity. For a testing data set T which contains a set of events, e1,e2,…,em, the 
probability for the testing set P(T) can be described as: 

 (3) 

where m denotes the number of events in testing set T and P(ei) denotes the 
probability of event ei, obtained from n-gram language model, assigning to event ei. 
The entropy H(T) can be regarded the bit size needed to encode each word in testing 
set T . H(T) can be shown as: 

 

(4)  
 

The perplexity PP(T) is the weighted average number of words in testing set T. 

Perplexity PP(T) is defined in term of entropy H(T): 

(5) 

In general, lower entropy H(T) and perplexity PP(T) for testing set T leads to the 
better performance of language model. As seen in Eq. (5), smaller entropy H(T) leads 
to lower perplexity too. In this paper, entropy metric will be used to compare the 
proposed smoothing methods with the previous methods. 

Cross entropy CH is a useful yardstick measuring the ability of a language model 
to predict a source of data. If the language model is good enough for predicting the 
future output of the source, the cross entropy should be small. In the general case, CH 
>= H (where H employs the best possible language model, the source itself).  
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1.2   Zero Count: The Smoothing Issues 

According to the Eqs (2)~(3), we can estimate the most probable word sequence W 
with MLE. However, such method will lead to the degradation of performance. For a 
given word wi-1 in bigram model, if bigram wi-1wi never occur in the training corpus, 
then C(wi-1wi) is equal to 0. It is apparent that Eqs. (2) and (3) are both equal to zero. 

It is not reasonable and good to assign 0 to the unseen events. If we should assign 
certain probability to such events, how is the probability assigned? The schemes used 
to resolve the problems are called smoothing methods [4],[7],[15],[18]. The 
probability obtained from MLE will be adjusted and redistributed. Such a process will 
maintain the total probability to be unity. Usually, the smoothing methods can 
improve the performance of language models.  

Although there are currently several corpora containing more than twenty millions 
(20M) of training texts (such as WSJ corpus in English texts), the problems related 
with zero count for novel events always exist in NLP. As illustrated in [13], the events 
may be either word sequences (like n-grams) or single word (like Mandarin characters 
or words). 

1.3   Overview of Several Smoothing Methods 

The principal purpose of smoothing is to alleviate the zero count problems, as 
described above. In this section we will describe the smoothing methods in detail. 
There are several well-known smoothing methods [9],[11],[12],[22] in various 
applications. In the paper, three following methods are discussed: Additive 
discounting, Witten-Bell [17], and our proposed Smoothing method.  

1.3.1   Additive Discount Method 
Additive smoothing method is intuitively simple. A small amount is added into the 
count for all n-grams (including all seen and unseen n-grams). It is apparent that the 
count for each unseen and seen bigrams is tuned uniformly to δ and c+ δ . The 
adjusted count c* for bigrams bi, which occurred c times (c>=0) in training corpus, is 
defined as follows:  

 (6)  

Referring to Eq. (7), the smoothed probability P* for a given bigram bi can be 
rewritten as follows: 

 (7) 

 
where B=A2 is the number of bigrams in a language. 
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number of alphabets for a language, such as the number of Mandarin characters. 
Typically, 0< <=1. The case =1 is called add-1 smoothing. In such case, the 

discounted count                                                is regarded as the normalization factor 
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According to the previous experiments [3], the performance was usually degraded by 
using add-one smoothing. 

1.3.2   Witten-Bell C 
Here we discuss one of five W-B smoothing schemes (called W-B C), introduced by 
Wetten and Bell1[17].  

It is more complex than the additive discount technique. The basic concept is 

recurring: 

Key concept: use the count of things you’ve seen just once to help 

estimate the count of things never occurred. 

The W-B C is described as: 

 

 (8) 

 

where U, S and N denote the types of all possible unseen bigrams, seen bigrams in 
training corpus and the number of all the seen bigrams in training corpus, 
respectively.  

The discounted probability will be expressed for seen bigrams as: 

 (9) 

The probability mass Pmass for all unseen bigrams assigned by W-B C is obtained 
as: 

,            if ci=0                                            (10) 

The probability for each unseen bigram will be derived from Eq. (10) divided 
uniformly by U: 

 (11) 

As shown in Eq (8), it is obvious that the redistributed count c* for each bigram 
which doesn’t occurs is equal to S/U. The size of c* is subject to the ratio of S and U. 
The ratio may be greater or less than 1, depending on the value of S and U.  

1.3.3   Proposed Smoothing Method (Y-H) 
In this section, we will propose a novel smoothing methods (so-called Y-H 
smoothing). The probability mass Pmass assigned to unseen events by our method is 
heuristic. Basic Concept of our proposed smoothing method will be described: 
 

                                                           
1 There are 5 methods in [17]; method A, B, C, P and X. We just discuss one of them (W-B C) 
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In case for a bigram, our method calculates the smoothed probabilities as: 

 

 (12) 

  
 

where d denotes a constant (0<d<1) and independent of U. 
When computing the smoothed probability, the proposed method don’t employ 

interpolating scheme to combine the high order models and lower order models. As 
shown of Eq. (12), (N+1-d)/(N+1) is the normalization factor for Q* of seen 
bigrams. The probabilities for all the seen bigrams will be discounted by the 
normalization factor and then the accumulated probability then is re-distributed to 
the unseen bigrams. All the unseen bigrams will share uniformly the distribution 
mass dA/(N+1),  
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2   The Properties to Analyze Statistical Behaviors 

In this section, we will propose five properties which can be regarded as statistical 
features of LMs. These properties will be further used to analyze the statistical 
behaviors of smoothing methods in next section.  

A. Property 1 
The smoothed probability for any one bigram bi should falls between 0 and 1 (0,1), 
which is described as follows:    

10 *
, << NiP       ,for all bigrams bi (1<=i<=B) on any training size N                  (14) 

where *
,NiP  is the smoothed probability for a bigram bi (or word wi) on training size N, 

B is the number of types of bigrams. 

B. Property 2 
The summation of smoothed probability P* for all the bigrams is necessarily equal to 
1 on any training size N. Total smoothed probability P is summed as:  

,                    
(15)

 

where B denotes the total number of bigrams.  

C. Property 3 
The smoothed probability assigned to the bigrams b with different count should 
satisfy all the following inequality equations2: 

                                                           
2  The property was first proposed in [15] and we make a little modification. 
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                 for c=0,1,2,…,                          (16) 

where *
,NcQ  is the smoothed probability for the bigram bi with c counts on training 

corpus of size N. 
Inequality Eq. (16) describes the concept that smoothed probability for any 

bigram with same count should be same on any training size N. Furthermore, the 
probability for bigram bc+1 with c+1 counts should be larger than that of bigrams 
with c counts. 

D. Property 4 
Comparing to the probability P prior to smoothing process, the smoothed probability 
P* for all bigrams will be changed. Property 4 can be expressed as follows: 

0for      ,,0
*
,0 => cQQ NN

      //for all the unseen bigrams with 0 count      (17) 

1for       ,
 

,
*
, ≥< cQQ NcNc

      //for all the seen bigrams with count >=1      (18) 

Property 4 shows *
,0 NQ  for unseen bigrams will be larger than original NQ ,0  while 

*
,NcQ  will be decreased for all bigrams with more than one count (c>=1). The 

probability mass Pmass discounted from all seen bigrams is distributed uniformly to the 
smoothed probability for unseen bigrams. 

E. Property 5 
Three notations B, S and U can be expressed as B=S+U for bigram models. When the 
number of training size is increased, all the smoothed probability Q* for bigrams with 
same counts on training size N+1 should be decreased a bit while comparing to the Q* 
on training size N. For instance, when an incoming bigram (say bN+1) occurs, the 
training size is increase by one (now N=N+1). The smoothed probability Q* on N+1 
training set should be less than the probability Q* on N for 0≥c , except the P* for 
the incoming bigram bN+1: 
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In other words, in addition to the Q* of bN+1 at training size N+1, all other 
smoothed probability Q* at training size N+1 will be decreased than those at training 
size N. Although both the numerator and denominator of Eq. (19) are increased by 
1, due to N>>c, so the inequality equation *

1,1
*
, ++< NcNc QQ  hold. In summary, property 

5 can be expressed as: 

  

*
1,

*
, +> NcNc QQ                for all bigrams with count c >=0, and     (20) 

*
1,1

*
, ++< NcNc QQ               for the new bigram bN+1.                          (21) 

where  *
1,1

*
, , ++ NcNc QQ  denote the smoothed probability for bigram with c counts on 

training size N and N+1. Note that denotes the smoothed probability for unseen 
bigrams with 0 count. 
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3   Properties Analysis for Three Smoothing Methods 

From the statistical view, smoothed probability for bigrams computed from various 
smoothing methods should still comply with these properties. Based on the statistical 
properties, we will analyze the rationalization of each smoothing models. In this 
section, several smoothing methods are analyzed for five proposed properties in 
previous section. Although we focus on the bigram models in this paper, all these 
properties can be easily expanded into n-gram models (n>=3) for all smoothing 
methods. 

3.1   Additive Discount Method 

In this paper, we set the additive parameter δ  to 1. Therefore, the method refers to 
add-1 smoothing. Based on the Eq. (9), the probability Qi,N of bigrams with c counts 
(c >= 0) is discounted by the normalized factor N/(N+B). 

 

 

It is obvious that the property 1 holds.                         . Hence, property 2 holds. 

For the smoothed property of all bigrams, property 3 still holds.  
The property 4 for additive method is analyzed as: 
As shown of Eq. (18), NcNc QQ ,

*
,  ,  on training size N, can be expressed as follows: 
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According to property 4, Eq. (22) should be negative while numerator (N-cB) of Eq. 

(22) may be positive (>0), in certain case of three parameters N, c and V. For instance, 
assuming that N=mB, m>=1 and c<=m-1, therefore N - cB>0. In other  words, 

NcNc QQ ,
*
, > . Hence, property 4 does not hold. *

1,
*
,  and +NcNc QQ  can be shown as: 

 

 

Hence Eq. (22) of property 5 holds. We can also prove that for *
1,1

*
, ++< NcNc QQ , the 

new bigram bN+1, Eq. (21) in property 5 still holds. Therefore property 5 holds for this 
method.  

3.2   Witten-Bell Method    

As shown in Eq. (15) and (16), smoothed probability P* for any bigram will be (0,1), 
property 1 holds. The smoothed probability for all bigrams will be summed up to 1. 
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Therefore, property 2 still holds. The probability ratio3 for bigrams with zero and c 
counts can be expressed as follows:  

c
B

S
QQ NcN :: *

,
*
,0 =                                                                     (23) 

Based on the Eq. (16) of property 3, Eq. (23) should be less than 1. It is obvious 
that the ratio may be greater than 1, on certain S, U and c (c>=1). For instance, 

S=9000, U=4000 and c=1 (e.g., for Mandarin character unigram model), S/U>c 
(9000/4000>1). On the other words, it is possible that *

,1
*
,0 NN QQ ≥ . Hence, property 3 

does not hold.  
Finally, property 5 will be analyzed as follows. Smoothed probabilities Q*, derived 

from Eq. (20), for bigrams bi with c counts on training size N and N+1 are calculated 
as: 

Case I: When N=N+1, U keep unchanged and U>1.  

 

        
 

Case II: When N=N+1, U=U-1 and U>1.  

 

Hence, we can also prove that 
*

1,
*
, +> NiNi QQ . Hence, property 5 holds for this 

method. 

3.3   Proposed Smoothing Method (Y-H) 

We analyze furthermore the statistical behaviors of the proposed method. As shown in 
Eq. (13), the smoothed probabilities for any seen and unseen bigram can be (0,1). 
Therefore, property 1 does hold. The total probabilities P for seen and seen bigrams 
can be accumulated as: 

 

                                                           
3 The notations Q* here is P* in Eqs. (21)~(23). 
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So, property 2 does hold. The smoothed probability Q* for bigrams with c and c+1 
counts on N training data is calculated as follows. For c=0 and 1, 

                                    
(24)

 

Due to U>=1 and 0<d<1, numerator N(U-d)+U(1-d) of Eq. (24) is positive (>0).   
For c>1:  
 

 
 

(25) 
 

Because N>=1 and 0<d<1, Eq. (25) will be less than 0. Referring to the results of 
Eqs. (24) and (25), we can conclude that property 3 does hold. Original and smoothed 
probability for a bigram with c counts is as follows: 
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As shown of Eq. (26) and (27), we can conclude property 4 does hold. Finally, we 
analyze property 5. Smoothed probabilities Q* for bigrams with c >=0 on N and N+1 
training data are calculated as: 

Case I: When N=N+1, U is unchanged and U>1. In such case, the incoming event 
ever occurred at least once in current training set.  

 

 
(28) 
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It is obvious that Eq. (29) is greater than 0 (N >=1 and 0<d<1). From the results of 
Eqs. (28) and (29), property 5 does hold in this case. 

Case II:  When N=N+1, U is decreased by 1 and U>1. In this case, the incoming 
bigram never occurred in current training set. On the other words, the 
bigram is a novel and then S will be increased by 1 (S=S+1 and U=U-1.) 

 

                                                     

 
                (30) 

 

As shown of Eq. (30), numerator (U-N+2) may be less or greater than 0 in terms of 
N and U: 

 

 (31) 
 

When N<U+2, property 5 can holds while N>=U+2 the property can’t hold yet in 
such situation. In fact, because of the insufficiency of the training corpus, the training 
data N is usually much less than the unseen bigrams U in language processing 
(N<<U).  

Table 1 shows the relationship between 3 smoothing methods and five proposed 
properties. Among these smoothing methods, there isn’t any method which complies 
completely with 5 proposed properties. Add-1 discounting and W-B don’t comply 
only one of five properties. All other methods do not comply with more than two 
properties. Notations O and X denote the method does and does not comply with the 
proposed property, respectively.  

Table 1. Four smoothing methods and proposed statistical properties 

             property 
method 

1 2 3 4 5 

Additive discount O O O X O 

Witten-Bell (C) O O X O O 

Our proposed method O O O O O 

4   Experiment Results 

We will first describe the empirical data sets and three Mandarin models in this 
section. The probability mass Pmass assigned to unseen events by various smoothing 
methods are analyzed. The entropy of all smoothing method discussed for three 
models are shown. We further discuss the relationship between the Pmass and entropy 
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which is a metric for evaluating a LM. Whether the volume of Pmass affecting the 
entropy H of LM or not will be shown.  

4.1   Data Sets and Empirical Models  

In the following experiments, two text sources are used as data sets; the news texts 
collected from Internet and ASBC corpus [18]. The HTML tags and all unnecessary 
symbols are extracted and there are about 7M Mandarin characters in news texts. The 
Academic Sinica Balanced Corpus version 3.0 (ASBC) includes 316 text files 
distributed in different fields, 118MB memory size and 5.22 millions of words labeled 
with a POS tag. Our corpus contains totally up to 12M Mandarin characters.  

In the paper, we have constructed three models to evaluate the entropy of 
smoothing methods discussed; Mandarin character unigrams, character bigrams and 
word unigrams model. The entropy of each method is calculated on various data size 
in our experiments, from 1 M to 12M Mandarin characters. The first two models 
employ up to 12M Mandarin characters (unigrams and bigrams) and the 3rd model use 
about up to 5M Mandarin words in ASBC corpus.  

4.2   Probability Mass Assigned to Unseen Events 

Table 2 shows the probability mass Pmass to be redistributed to all unseen bigrams and 
normalized factor for each seen bigram. Pmass is varied primarily with the smoothing 
methods and then with respect to the parameters N, U, S and some constants. It is 
obvious that the term, normalization factor (NF) in each smoothing formula, will 
affect the probability discounted from the probability P assigned to the events with c 
counts (c >= 1) prior to smoothing process.  

Table 2. The probability mass Pmass and normalization factor (NF) in various smoothing 
methods 

            perperty  
method 

probability mass
for all novels 

N. F. for all  
seen events 

Additive  discount U/(N+U) N/(N+B) 
Witten-Bell (C) S/(N+S) N/(N+S) 
our method d/(N+1) (N+1-d)/(N+1) 

4.3   Entropy Evaluation for Three Language Models 

In the paper, three language models; Mandarin character unigrams, character bigrams 
and word unigram, will be evaluated to compare the entropy. These models employ 
the training data sets depicted in this section to compute the entropy. The entropy with 
respect to these methods will be shown in term of various training size N. 
Furthermore, we will observe the relationship between the probability mass Pmass 
assigned to all unseen events and entropy.  
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As shown in Figure 1, the entropy for various smoothing methods is displayed. 
Three smoothing methods are evaluated. The constant d in our method are set to 0.8, 
0.4, 0.1 and 0.01 to analyze the effectiveness of such constant. For the Mandarin 
character unigram model in top of Figure 1, the trend of entropy for all methods is 
similar and the maximum entropy will happen at training size 1M for all the methods.  
 

 

 

 

Fig. 1. Entropy H of smoothing methods with various training data N; (top) for Mandarin 
character unigram model, (middle) for Mandarin character bigram model, (bottom) for 
Mandarin word unigram model 
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The entropy of our methods is lower than that of other two methods. Among the 
methods, our method with parameter d=0.01 will obtain lowest entropy through all 
training size N. It is obvious that our method with any d<1 can obtain lower entropy 
than that of W-B C, which can be regarded as the special case of our method with d=1 
(see Eq. (14)). It is obvious that Add-1 always has higher entropy than all other 
methods through all training size N ( 1M<=N<=12M).  

For the Mandarin character bigram, smoothing method Add-1 also generate highest 
entropy than all other methods through all training size N. Our method with smaller  
d =0.01 will obtain lowest entropy than that from all other methods. In the model, the 
performance W-B C is better than that of our method with constant d = 0.8, 0.4 and 0.1.  

Finally, we look at the Mandarin word unigram model (see the bottom of Figure 1). 
First, Smoothing method Add-1 still generates higher entropy than all other methods 
through all training size N (up to 5M words). Our proposed with different d will 
obtain almost same results and it is always lower entropy than other methods.  

Several observations are listed below: 

1) The trend is that when the training size increase the entropy will decrease. 
However, shown in character unigram model of Figure 1, the entropy of 
our method with d=0.01 has reverse trend. 

2) For three models, it is apparent that Add-1 always generates highest entropy 
among three smoothing methods. 

3) Among three smoothing methods, our method with various constant d can 
generate lower entropy than that of other two methods for all three 
models.  

4) For our method, the smaller the parameter d is, the lower the entropy will 
be. In our experiments, four constant d values, 0.8, 0.4, 0.1 and 0.01 are 
used. The entropy obtained by our method with various constant d is 
always lower than that of other two methods for three models on  
various N. 

5   Conclusions and Future Researches 

We have discussed the properties of statistical behavior and entropies of three smoothing 
methods; two well-known and one our proposed smoothing method used for three language 
models. Five statistical properties were presented in this paper. These properties, which 
can be considered as statistical behaviors of language models, are applied for 
analyzing smoothing methods. We have analyzed all properties for these methods. 
Among published smoothing methods, they do not comply with all the properties. 
However, our proposed smoothing methods comply with all these properties based on 
some reasonable conditions.  

Three Mandarin language models are constructed; character unigram, character 
bigram and word unigram models. The training size for first model is up to 12M 
characters and 5 M words for the last model. Although we focus on the bigram 
models in this paper, all these properties can be easily expanded into n-gram models 
(n>=3) for all smoothing methods. Although only two well-known smoothing 
methods are discussed in the paper, the set of properties can be expanded into all other 
methods to analyze the statistical behaviors.   
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The topics in future include: evaluation for bigram model and trigram models of 
the smoothing methods; the perplexity between the various size of training data and 
smoothing methods; the relationship between the constant d in our method and 
perplexity. In other paper, we will further discuss the perplexity and the performance 
of real NLP applications in which the smoothing method is applied into POS tagging, 
Mandarin word semantics or WSD issues. 
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Abstract. Keyword search from Informational Retrieval (IR) can be
seen as one most convenient processing mode catering for common users
to obtain interesting information. As XML data becomes more and more
widespread, the trend of adapting keyword search on XML data also
becomes more and more active. In this paper, we first try nesting mech-
anism for XML keyword search, which just uses a little nesting skill.
This attempt has several benefits. For example, it is convenient for com-
mon users, because they need not to know any organization knowledge
of the target XML data. Secondly, the nesting pattern can be easily
transformed into structural hints, which has same mechanism as what
XML data model does. Finally, since there is no need of label infor-
mation, we can retrieve XML fragments from different schemas. Besides,
this paper also proposes a new similarity measuring method for retrieved
XML fragments which can be from different schemas. Its kernel is KCAM
(Keyword Common Ancestor Matrix) structure, which stores the level
information of SLCA (Smallest Lowest Common Ancestor) node between
two keywords. By mapping XML fragments into KCAMs, the structural
similarity can be computed using matrix distance. KCAM distance can
go well with the nesting keyword method.

1 Introduction

XML is rapidly emerging as the de facto standard for data representation and ex-
change on Web applications, such as Digital Library, Web service, and Electronic
business. XML−fashioned data has become one popular data type. Fig. 1(a) is
one instance. Along with the promising future of XML data, the management
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research around this kind of data also becomes one popular issue for database
community. How to retrieve interesting information from XML data is one impor-
tant part of this issue. The properties of semi−structured and self−description
make this problem challenging, because the processing not only should consider
the structural information, but also must not ignore the semantic implied in the
labels.

Generally there are two kinds of directions focusing on this issue. The first one
inherits the DBMS’s habit. It first defines elaborate query languages (Always in
regular expression style). Then users should learn their syntaxes and use them
to describe their query patterns. The system receives the query, does pattern
matching and finally returns the matched results. We mark this as XML Query
type. Examples are Lorel, XML−QL, XML−GL, Quilt, XPath [2], XQuery [3].
XPath and XQuery are recommended by W3C organization and are the delegates
of this kind of query languages. Regretfully they are inconvenient for common
users. In order to use them to describe the query patterns, users not only should
learn new mechanism but also should know the data organization information
beforehand, such as labels and label relationships. We can see this from Fig. 2 and
Fig. 3. Users should understand the meaning of “//”, “text()” and “@position”.
More inconveniently, they should also know the labels of the target XML data,
such as “article”, “title”, even the relationships of labels.

Seeing the disadvantage of elaborate XML query languages, more and more
researchers resort to the advantages from Information Retrieval (IR), and try to
adapt IR properties into XML data processing. This is the other direction. There
are also two kinds of directions during this procedure. The first one is to extend
the query languages mentioned above so as to absorb IR properties, marked as
XML IR/query type. Regretfully this kind of endeavors cannot cast off the disad-
vantages from the carriers, and still is inconvenient for common users. The other
direction is to integrate keyword search into XML data processing [4,5,6,7,8,9].

When we investigate the researches following XML keyword search, we found
there are two deficiencies. The first one is that there is no good method to ex-
press structural information in keyword search, however it is known that the
structural information means a lot for XML data. The common improvement
for keyword expression is to append label or label path information with key-
words,such as “author:Botnich title:Bibliography” [6,4]. We can see that this
skill still requires users know label information. Further more, the appended
labels or label paths also cause one limitation, that is we cannot retrieve the
XML fragments which are intimate with “Botnich Bibliography” but labeled
in other labels. The second deficiency is that most similarity measuring meth-
ods for XML ranking either are dependent on labels and relative positions of
nodes [10,11,12,13,14,15,16], or are not sensitive enough for structural discrim-
ination of retrieved XML fragments [6,17,5,7,8]. For example the TF*IDF (TF
means Term Frequency; while IDF means Inverse Document Frequency) like sim-
ilarity measuring methods introduced in [18,5,7] only use node level distribution
to sort the retrieved fragments, they do not capture the correlation relationship
between keyword nodes which is one important hint for illustrating structural
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(a)

(b)

Fig. 1. The XML document and its tree model. The integer sequence at the left of node
is the Dewey code [1]. The two dash line blocks are the keyword nodes for “Cohen”
and “Face Recognition” respectively. The tightest XML fragment for keywords “Cohen
Face Recognition” is circled. The node with label “article” and Dewey code “0.0.0.1”
is the SLCA node for “Cohen Face Recognition”.
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Fig. 2. XPath query instance Fig. 3. XQuery instance

information. As for the methods in [16,14], their computation heavily depends
on the label information and relative positions of nodes. So they are not suitable
for XML keyword ranking from different XML schemas. More details about the
deficiencies can be found in Section 2.3.

In this paper we reconsider the keyword searching on XML data. We first im-
port nesting mechanism so as to endow keywords with some structural hints. For
example we use “((Cohen) (Face Recognition))” to illustrate that the two words
belong to two different nodes and they together act as one unit in higher level.
Consequently we need not care the string like “Cohen Face Recognition” in XML
data at all. The other benefit of this nesting keywords is that we can still retrieve
fragments satisfying its structural hints from different XML schemas. This is not
easy for the extended keywords in [4] and [6]. By the way, this nesting keyword
mechanism itself can also include label information. Since the retrieved XML
fragments can be from different XML schemas, XML keyword search process-
ing need new ranking scheme, which should not only be independent of labels,
but also be more sensitive to structural difference between the fragments. Most
similarity measures are deficient for this kind of situations because of their sensi-
tivity for labels. Triggered from the SLCA (Smallest Lowest Common Ancestor)
concept [4,9], we introduce a new structure to capture the structural features
in fragments. Its name is KCAM (from Keyword Common Ancestor Matrix),
in which each element stores the SLCA node level information corresponding to
the keyword nodes. Since every XML fragment can be mapped into its corre-
sponding KCAM, the similarity between two fragments can be measured by the
matrix distance between their KCAMs.

The contributions of this paper can be concluded as follows:

1. We reconsider the nesting mechanism for keyword searching on XML data.
We use nested parentheses to capture the structural information which users
may be interested in. Since there is no labels needed in nesting keywords,
we can use it to retrieve fragments even they are from different schemas.
Besides, it is easy to absorb labels into nesting keywords like what [4,6] do.

2. Though nesting mechanism can fetch more interesting fragments, the fact,
which the retrieved fragments are from different schemas, makes it difficult to
measure the structural similarity between fragments. Triggered by SLCA con-
cept, we propose KCAM distance to cope with this trouble. It first transforms
every fragment into KCAM, in which each element stores the level information
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of SLCA node between two keywords. Then the matrix distance between two
KCAMs can capture the structural similarity of the two fragments.

3. We design and implement related algorithms. The extensive experiments
verify that the KCAM distance is effective and efficient to discriminate the
structural difference between fragments even they are from different schemas.

Section 2 reviews the related work, including three aspects−XML IR query
languages, Dewey encoding and XML similarity measures. Section 3 illustrates
the nesting keywords. Section 4 discusses the KCAM structure and proposes
the computation of KCAM distance. Experiments are illustrated in Section 5.
Finally, Section 6 concludes this paper.

2 Related Work

There are mainly three parts of related work associated with this paper. The first
is about the IR like query descriptors used to XML data. We briefly retrospect
XML query languages in Section 2.1. SLCA problem is illustrated in Section 2.2.
The third Section 2.3 shows the researches of similarity measuring techniques
for XML fragments.

2.1 XML IR Query Languages

There are two kinds of strategies when adapting IR properties into XML data
processing. The first one is to extend XML query languages so as to absorb IR
properties [19,20,21,22,23,24,25,26,27,28]. Among them, the extension on XPath
and XQuery is the delegate, and W3C recommends one specification, namely
XQuery FullText. Just as mentioned in Section 1, this kind of extensions is
hard to use for common users. Real XQuery/FT sentence in Fig. 4 illustrates
this point. From it we can see that XQueryFT also requires users to learn the
syntaxes and data organization information.

Fig. 4. XQueryFT instance

The other strategy is to use keyword search on XML data. Besides pure key-
words only, other consideration is to append labels or label paths with key-
words [4,6]. For example, a query in [6] is a list of query terms, where a query
term can be a keyword ( “Recognition”), a tag ( “article:”), or tag−keyword
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combination ( “author:Cohen”). One concrete example is “Face + Recognition
article: author:Cohen”. While [4] just replaces tag with label path. For exam-
ple it uses “(//article/title, Recognition)” to confine the target nodes. We can
see the essence of this kind of appending is just to help filter the leaf nodes.
It is helpless to capture the structural hints the user need indeed. Other direct
keyword query extenders [19,29,30] have similar limitations.

2.2 SLCA Problem

Different from the keyword search in traditional Information Retrieval, the tar-
gets of XML keyword search always are the XML fragments satisfying given
keywords. [4,6,9] transform it as the SLCA problem, defined as Definition 1.

Definition 1 (SLCA problem). Given one labeled directed tree, G = ( VG

, EG, r, A ), and a sequence of keywords W = { k1, k2, . . ., kk}, the SLCA
problem is to find all nodes which are the roots of all tightest XML fragments S
= { S1, S2, . . ., Sn } corresponding to W from G. The tightest XML fragment
Si ( 1 ≤ i ≤ n) has following properties.

1. Each Si must include W ;
2. There is no any subtree in Si which includes W ;

The circled part in Fig. 1(b) is the tightest fragment for keywords “Cohen Face
Recognition”. The “article” node with Dewey code “0.0.0.1” is the SLCA node.
The Dewey code for this SLCA node is just the common longest prefix of Dewey
codes corresponding to “Cohen” and “Face Recognition” nodes, whose Dewey
codes are “0.0.0.1.0” and “0.0.0.1.1.0” respectively. This obviously benefits from
that Dewey encoding adopts the node path information into the codes [1].

By the way, we can see from Fig. 1(b) that the SLCA node for keywords
has fixed structural relationship with the keyword nodes. We observe that the
relative level information of SLCA nodes with the keyword nodes still keeps fixed
even after we exchange the positions of keyword nodes. This simple observation
triggers us to incorporate SLCA information in similarity measuring technique.
More details are illustrated in Section 4.

2.3 Similarity Measures for XML Fragments

After retrieving XML fragments for given keywords, the next important task is to
rank them so as to return top targets to users. There are two kinds of techniques
for this problem. The first is to use tree edit distance concept [31,32,33]. After
proposing three edit operations (Relabel, Delete and Insert) and their operation
cost, the distance between two unordered label trees, T1 and T2, is defined as
the smallest cost of transforming tree T1 into T2 just using the three operations
mentioned above. We mark it as EDist(T1, T2). Since the computation compli-
cation of this kind of techniques, more researchers propose many approximate
techniques for this problem.

The related approximate similarity measures for this problem always inherit
VSM (Vector Space Model) model [34] and TF ∗ IDF concept [35], and can be
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categorized into four classes. Before the review of approximate similarity mea-
sures, we first illustrate three XML fragments for keywords { k1, k2, k3, k4, k5 }
in Fig. 5 here. The intention is to help readers intuitively understand the dif-
ference of our KCAM and other methods at later discussion by real instances.
The three fragments have same label domain, “{a, b, c, d }”. The fragment in
Fig. 5(a) is the source one. We achieve fragment in Fig. 5(b) by exchanging the
position of ‘k1’ and ‘k4’ of Fig. 5(a). We can directly infer that two fragments of
Fig. 5(a) and Fig. 5(b) are different in structure while having same text distrib-
ution similarity. When we exchange the position of ‘k2’ and ‘k3’ in Fig. 5(a), we
get the Fig. 5(c). The two fragments of Fig. 5(a) and Fig. 5(c) in fact are same
in structure and text distribution similarity.

(a) Source XML fragment (b) XML fragment after ex-
changing K1 and K4

(c) XML fragment after ex-
changing K2 and K3

Fig. 5. Three XML fragments. The latter two are the variants after exchanging the
sequence of some two elements.

The four kinds of approximate techniques are:

• Extended TF*IDF [29,12,36,5,18,7]. This kind of methods model XML frag-
ment similarity problem as multi-variant regression problem based on the
text distributions on leaf nodes. They first calculate the text distribution
similarity using the concept of TF ∗ IDF on leaf nodes. Then they use the
hierarchical information of XML fragment to calculate the final value, which
corresponds to the SLCA node of those leaf nodes. This kind of measures
only use hierarchical information to realize the regression, and cannot dis-
tinguish the structural difference of the fragments. So the three fragments
in Figure 5 always are same according to this kind of measures.

• MLP model [13]. It has two parts to simulate the similarity between frag-
ments. One is MLP (Maximum Leaf Path) length vector distance, which is
focusing on structural similarity simulation, and the other is label histogram
distance. One MLP is the node path corresponding to the longest path among
the pathes from one node to all its leaf nodes. We can infer from [13] that
MLP length vector has similar drawback as methods in Extended TF ∗IDF .
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• Path bag model [17]. This kind of methods uses node label path distribution
vector to simulate the distance between XML fragments. They do not con-
sider the correlation structure between leaf nodes, so they take for granted
that the two XML fragments in Fig. 5(a) and Figure 5(b) are same. [36] also
introduces XPath model with “node position” information trying to absorb
the branch information. Nevertheless this also leads to bad situation, i.e., it
becomes “node position” sensitive, which will see Fig. 5(a) and Figure 5(c)
different. Obviously this method is sensitive with labels, so that it is helpless
for fragments with same structure but different labels.

• Structural TF*IDF [37,11,14,15,16]. This kind of methods also absorb the
“term” concept in VSM and TF ∗ IDF , but the “term” here changes to the
“Twig unit”. So the key task of this method is to determine the Twig unit
vector space, which is proved to be complicated. [14] itself also admits this
and resort to path based approximation, which has similar drawback like
Path bag model. Researches in [11,15,16] have similar ideas. Obviously they
are sensitive with labels and node position.

We can see that the prominent limitation of current work is their sensitivity
with labels and relative node position. The essence of this limitation is induced
by the structural simulation using label strings. To sum up, it is necessary to
develop new similarity method mainly concentrating on structural feature of
XML fragments. The new method should be independent of the labels and node
position. It should also be easy to combine with other skills so as to satisfy users
when they are interested in fragments with special labels. Our KCAM here is
one example, we will discuss it in detail at Section 4.

Before that, we follow the tree edit distance concept and introduce ID edit
distance of tree structure as the standard to illustrate the structural similarity
between XML fragments, which is independent of node labels.

Definition 2 (ID edit distance). The edit distance between two XML frag-
ments, T1 and T2, satisfying given keywords W , is denoted as EDistI,D( T1,
T2). It is the minimum cost of all ID edit sequences that transform T1 to T2 or
vice versa. An ID edit sequence consists only of insertions or deletions of nodes:
EDistI,D(T1, T2) = min{c(S)|S is an ID edit sequences transforming T1 to T2}
Intuitively we have EDistI,D( T1, T2) ≤ EDist(T1, T2), where EDist(T1, T2) is
the popular edit distance with additional Relabeling. We can see that EDI,D(
T1, T2) mainly concentrates on the structure information.

3 Nesting Keywords

According to [35], the structural data processing has long been noticed. Regret-
fully the languages developed for it are not satisfactory. For instance, since the
concentrated data type at that time is mainly the Web data, Baeza−Yates, R.
investigates the query languages developed for Web data, and concludes at page
392 that they are “meant to be used by programs, not final users”. We can see
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from Section 2.1 that the XML Query (including XML IR/query) processing has
similar suspicion. Though keyword search has not this kind of limitation, there
is no structural hints in keywords either. This is a pity after all when adapting
keyword search for semi−structured XML data, in which structure plays a signif-
icant role. During the reading of the book [35], one interesting idea come to my
head, that is how about peeling off the labels from the XPath like queries, while
at the same time keeping the keywords? This is the inchoation of the nesting
keywords here.

In fact the concept of nesting keywords is simple. Its kernel is to organize the
keywords also in nested form. For example we can use parentheses to bracket the
interested keywords together. The artifice here is that the parentheses can be
nested. Obviously this skill has the ability to endow the keywords with structural
hints, since the XML specification uses this mechanism in same way. Besides this
skill also is easy for common users to use. The most interesting thing about this
skill is that it has great potential to describe query pattern, from pure keywords
to part of XPath.

1. The simplest form of nesting keywords is that all keywords are bracketed
in one parentheses. For example here is one keyword query “(Cohen Face
Recognition)”. It is clear that this query is just the pure keywords.

2. It is also easy to attach nesting keywords with labels or label paths. “au-
thor:(Cohen) title:(Face Recognition)” is one example. This means that nest-
ing keywords method also has same power as keyword pattern descriptor
proposed in [4] and [6].

3. From the two skills mentioned above, we can see that though they have
comparative description power as those developed for XML keyword search,
they do not touch the structural core yet. Fortunately this is quite easy in
fact. Here is one instance “((Cohen) (Face Recognition))”. It means that
Face Recognition and Cohen belong to two different nodes, and the two
nodes together are the two leaf nodes of one root node. It is just like the
Twig in XPath but without label information here.

4. When we add more complicated auxiliary information, nesting keywords
can even cover partial power of XPath or XQuery. Here is another query,
“article:(author:(Cohen) title:(Face Recognition))”. It represents one labeled
tree with three nodes. The root node is “article”. Two leaf nodes are “author”
and “title” respectively with words “Cohen” and “Face Recognition”.

Though we can attach more additional information to expand the description
power of nesting keywords, the interesting thing from above illustration is the
endowed structural hints proposed in the third item (3) which is meaningful
for XML keyword search. Since it implies structural hints in it and need not to
know the labels, it not only can help common users to organize their queries
in more accurate way, but also can conduct the subsequent processing in more
affirmatory style. The latter advantage can be found from the KCAM’s usage
in Section 4 when measuring the similarity between query keywords and the
retrieved XML fragments.
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4 KCAM (Keyword Common Ancestor Matrix)

The kernel structure of our new similarity measure is the Keyword Common An-
cestor Matrix (KCAM in short). It adopts the position independence of SLCA
node with its leaf nodes. By transforming each XML fragment into its corre-
sponding KCAM, the structural difference between XML fragments can be re-
flected by the matrix distance of their corresponding KCAMs. The KCAM for
one XML fragment satisfying given keywords is defined as follows.

Definition 3 (KCAM). Given one keyword sequence W = k1, k2, · · · , kk, T
is one tightest XML fragment satisfying the keywords W . The KCAM A for s
is one k × kupper triangle matrix whose element ai,j(1 ≤ i ≤ k, 1 ≤ j ≤ k) is
determined by following equation:

ai,j =

{
Level of leaf node corresponding to ki i = j

Level of SLCAnode of ki andkj i �= j

According to the KCAM definition above, we can see that one KCAM cap-
tures correlation relationship between keyword nodes, which is ignored in most
approximate techniques mentioned in Section 2.3. After we get the KCAMs cor-
responding to retrieved XML fragments, the structural difference between two
arbitrary XML fragments can be determined by the matrix distance between
their KCAMs. This distance is named as KDist(·, ·), defined as follows.

Definition 4 (KCAM Distance). Given one keyword sequence W = k1, k2,
· · · , kk, T1 and T2 are two tightest XML fragment satisfying the keywords W . Ac-
cording to KCAM definition above, we can construct two corresponding KCAMs,
AT1and AT2 . Then the KDist between AT1and AT2 is defined as follows.

KDist(T1, T2) =
||AT1 − AT2 ||F

k − 1
(1)

Where the matrix norm used in Equation (1) is the Frobenius norm. Its calcu-
lation is defined as follows.

||A||F =

√√√√ k∑
i=1

k∑
j=i

a2
i,j (2)

(k − 1) is one experiential factor so as to guarantee that KDist here is the
lower bound of EDistI,D, that is KDist ≤ EDistI,D. Its proof is omitted for room
reason.

Based on the two definitions above, we can easily discriminate the XML frag-
ments proposed in Fig. 5. Their KCAMs are illustrated in Fig. 6. Based on
the definition of KDist(T1, T2), we can see the distance between Fig. 5(a) and
Fig. 5(b) is

√
6/4 ≈ 0.612. The distance between Fig. 5(a) and Fig. 5(c) is 0.
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(a) KCAM for Source XML
fragment in Figure 5(a)

(b) KCAM for XML frag-
ment in Figure 5(b)

(c) KCAM for XML frag-
ment in Figure 5(c)

Fig. 6. Three KCAM instances for XML fragments in Figure 5

Clearly we can use KCAM method to distinguish Fig. 5(a) and Fig. 5(b), and
at the same time we will not classify Fig. 5(a) and Fig. 5(c) as same.

KCAM mechanism has similar properties with MLP scheme proposed in [13].
MLP also has the ability to simulate the structural similarity, but is different
from other methods in Extended TF ∗ IDF , which essentially care the weight
of keywords in retrieved fragments.Different from level information of our SLCA
nodes, it uses the maximum length among all pathes from the node to its leaves.
So MLP cannot distinguish the difference of fragments in Fig. 5(a) and Fig-
ure 5(b). MLP is also independent of labels and node position. Finally, MLP
can also be combined with other label filtering skill when users are interested
more at specific domain.

5 Experiments

5.1 System Architecture

Finally the system architecture is illustrated in Fig. 7. Our experimental sys-
tem mainly has two modules. One is the query processing module, which has
two blocks, Query processor and Ranker. The other is the data management
module, which is comprised of Dewey Index Management block and Indexer
block. The former parses the nesting keywords, calculates SLCA nodes based on
the retrieved Dewey codes from data management module, and uses KCAM in
Ranker to measure the structural similarity of fragments. The latter is in charge
with parsing the XML data in Indexer, and managing the indexed XML data in
Dewey Index Management block.

We do not illustrate the computation details in each function block, for minded
readers can find them when following the mathematical illustrations of this paper
and the related references. The only thing reminded here is that we suggest
that it is simpler to compute KDist using its matrix vector. We have following
transformation from matrix to its vector according to matrix theory. So the
matrix distance becomes the vector distance now. Since the algorithm design
is quite straightforward following above mathematical equations, we omit the
KCAM construction algorithm from this paper.
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Fig. 7. The architecture of our experimental system

⎛
⎜⎜⎜⎝

a1,1 a1,2 · · · a1,k

a2,2 · · · a2,k

...
...

ak,k

⎞
⎟⎟⎟⎠ ⇒ (a1,1, · · · , a1,k, a2,2, · · · , a2,k, · · · , ak,k) (3)

5.2 Experimental Environment

Synthesized Dataset. Even though there are many ways to get experimental
XML data, such as synthesized data from several tools (XMark, XMLGenerator),
or some ready benchmark XML datasets (DBLP, Shakespeare, Sigmod, INEX),
they are not adequate when to judge the performance of XML keyword searching
methods. The reason is that they are difficult to control the node number for
specific keyword, such as we need 20,0000 nodes for “Bibliography”. So in this
paper we verify the efficiency of our KCAM method on synthesized XML data
made as follows.

1. We first choose one XML fragment with k leaf nodes, G = ( VG , EG, r,
AG). counter is a counter and its initial value is 1. TS is the template set,
its initial is ∅.

2. We construct the first fragment template by inserting one Dummy node as
the new root of G, GT = ( VGT , EGT , rT , AGT ), and insert it into TS.
rT corresponds to the Dummy node. Then we can get the Dewey codes for
the k leaf nodes, DT = { d1, d2, . . ., dk }. maxLD = max{Ldi|1 ≤ i ≤ k},
corresponds to the maximum length of DT , while Ldi means the length of
Dewey code di.

3. Randomly select one template from TS, and run one step of following three
operations on it. Increase the counter by 1 at each time, and put the new
fragment into TS as the new template.
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(a) (b)

(c) (d)

(e)

Fig. 8. Illustrations for synthesized dataset. (a) is the source fragment; (b) is the new
fragment after one Copying action on (a); (c) is the new fragment after one Shuffling
action on (a); (d) and (e) are two new fragments after Inserting action on (a).

(a) Copying action
Change the integer of each di at level 2 to the current value of the

counter. This means to copy the subtree and insert it into rT as new
subtree.
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(b) Shuffling action
Randomly select two Dewey codes from { d1, d2, . . ., dk }, exchange

their positions, and change the integer of each di at level 2 to the current
value of the counter.

(c) Inserting action
Randomly select one Dewey code di from { d1, d2, . . ., dk }. Then

randomly select one integer from [1,Ldi] ,choose the position next to the
selected integer to insert one integer and refresh all Dewey codes of the
selected template.

Assuming n (2 ≤ n ≤ Ldi) is the candidate position, the refreshment
means to insert the current value of the counter into the same position
of all Dewey codes whose prefix equals to pdi(n).

The aim of this action is to randomly insert one new node.

We explain the procedure using Figure 8. Fig. 8(a) is the initial template
fragment. The Dewey codes of n1, n2, n3, n4, n5 are “0.0.0.0.0”, “0.0.0.0.1.0”,
“0.0.0.0.1.1”,“0.0.1.0” and “0.0.1.1.0” respectively. Figure 8(b) illustrates the
fragment after one Copying action on Fig. 8(b). Since the current value of the
counter is 1, the integers of all Dewey codes at 2nd level is changed to “1”.
Figure 8(c) shows the fragment after one Shuffling action of n1 and n3 on Fig-
ure 8(a). Figure 8(d) and Figure 8(e) correspond to two new fragments after
inserting new nodes respectively. The former is to insert node at 1st position
on Dewey code “0.0.0.0”. Since all Dewey codes are descendant of Dewey code
“0”, they are all refreshed. The latter is to insert new node at 5th position on
Dewey code “0.1.0.0.1.0”. We can see that only “0.0.0.0.1.0” and “0.0.0.0.1.1”
are refreshed because only they are the descendant of “0.0.0.0.1”.

From the Fig. 8 we can see that the synthesized fragments are random not
only on structure, but also on level distribution of SLCA nodes.

Configurations for Experiments. Since the description capability of nesting
keywords is clear, the goal of experiments here is to verify the effectiveness
of KCAM mechanism by comparing it with other methods. Regretfully as we
inferred from Section 2.3, only extended TF ∗ IDF methods and MLP are not
sensitive to label or node position. Since MLP has similar computation with
methods in extended TF ∗IDF , and it is independent of labels and node position,
we choose MLP as the comparison object with our KCAM.

The experimental dataset is constructed by following instructions mentioned
above. We first build several template fragments like Fig. 8(a), and then in-
crease the number of fragments by randomly shuffling the keyword position and
inserting new node. There are four parameters to control the fragments. One is
keyword number (10 in our experiment). The second is the number of template
fragments. The third is the times of randomly insertion. We set it as 20. The
last one is the exchange times among keywords for each template fragments and
their variants after insertion.

After getting synthesized dataset, we do two kinds of experiments. The first
one is for structural sensitivity. We randomly select 10 groups, each of which has
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30 fragments. We carry out KCAM and MLP on them, record the ratio of the
precision values between KCAM and MLP, and illustrate the average statistic.
The second kind is for the performance scalability. We separate the dataset into
9 groups, from 5000 to 45000. We run both methods on each group, and illustrate
the running time of each method.

All experiments are run on a Dell Dimension 8100 computer with 1.4GHz Pen-
tium IV processor and 256MB of physical main memory. The Operating System
is Windows 2000 Professional. We use JAVA as the programming language. The
JDK is Java 2 SDK Standard Edition Version 1.4.1. We execute each test 6 times
with the performance result of the first run discarded.

5.3 Experimental Result

Fig. 9 is the result for precision comparison of KCAM and MLP. When the
number of keywords is specified, we run MLP and KCAM on the sampled XML
fragments. After we obtain the precision of KCAM and MLP, we get the ratio of
the two precision values corresponding to the two methods. From Figure 9 we can
see that the KCAM/MLP precision ratio is adjacent when the keyword number
is small. While the ratio become larger when the keyword number increases.
This evolution verifies that KCAM method is more sensitive with the structural
differences than MLP method.

Fig. 10 illustrates the runtime performance result of the two methods. We first
construct two kinds of synthesized data corresponding to 5 and 10 keywords with
different number of fragments from 5000 to 45000. Then we run KCAM and MLP
respectively on the datasets. “KCAM5Key” and “KCAM10Key” mean that there
are 5 and 10 keywords in all fragments when running KCAM. “MLP5Key” and
“MLP10Key” mean that there are 5 and 10 keywords in all fragments when run-
ning MLP. From Figure 10 we can see that when the number of keywords is small,
KCAM has comparatively performance with MLP even there are 45000 frag-
ments. When there is many keywords, the performance of KCAM becomes lower
than MLP, and the gap becomes larger and larger as fragment number increases.

Illustration for precision ratio of KCAM and MLP on XML fragments 
with different keyword number
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Though the performance of KCAM is lower than MLP from Figure 10,
KCAM’s merit is still obvious according to Figure 9, that is KCAM has more
power to distinguish the structural difference. Besides, we notice that the largest
cost of KCAM performance is lower than 12,000 millisecond. This shows that
the computation of KCAM is still efficient and has pragmatic value for real
application.

6 Conclusion and Future Work

In this paper we reconsider the keyword processing on XML data. Seeing that the
current XML keyword extensions lack structural information, we propose nest-
ing keywords mechanism so as to endow keywords with structural hints. Though
this mechanism has simple concept, it is significant not only for common users
but also for similarity measures of retrieved XML fragments. When using nesting
keywords to retrieve information from XML database, the retrieved XML frag-
ments can be from different schemas (Pure keywords has same property). But
current similarity measures are incapable for this situation: they are either insen-
sitive for subtle structural differences between fragments, or too sensitive with
labels and node positions. Aiming at this problem, this paper proposes KCAM
distance method. Its kernel is keyword common ancestor matrix, in which each
element stores the level information of SLCA node corresponding to keyword
nodes in XML fragments. Since the level information of SLCA node implies the
relative position information between keyword nodes, KCAM can capture struc-
tural information of XML fragment. Therefore the matrix distance between two
KCAMs can be used to reflect the structural difference of the two corresponding
XML fragments.

Our future work will concentrate on the data redundancy problem in cur-
rent XML data processing systems. During the realization of our experimental
system, we investigate the developed XML systems. We find there is data redun-
dancy in current XML data processing scheme. That is the XML Query type
processing (including XML IR/query) and XML IR/keyword type processing
have their own particular XML data representation in their realization. Conse-
quently when querying one XML data in different query schemes, there must
be two copies of this XML data in the two processing types. Part of our future
work attempts to cope with this redundancy.
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Abstract. Search Engines today often return a large volume of results
with possibly a few relevant results. The notion of relevance is subjective
and depends on the user and the context of search. Re-ranking of these
results to reflect the most relevant results to the user, using a user profile
built from the relevance feedback has proved to provide good results. Our
approach assumes implicit feedback gathered from a search engine query
logs and learn a user profile. The user profile typically runs into sparsity
problems due to the sheer volume of the WWW. Sparsity refers to the
missing weights of certain words in the user profile. In this paper, we
present an effective re-ranking strategy that compensates for the sparsity
in a user’s profile, by applying collaborative filtering algorithms. Our
evaluation results show an improvement in precision over approaches
that use only a user’s profile.

1 Introduction

In general, interactions with current day web search engines could be character-
ized as ”one size fits all”. This means that all queries, posed by different users
are treated similarly as simple keywords where the aim is to retrieve web pages
matching the keyword. As a result, though the user has a focused information
need, due to the excess information on the WWW, the amount of results re-
turned for a particular keyword search is enormous. This places burden on the
user to scan and navigate the retrieved material to find the web pages satisfying
his actual information need. For example, two different users may use exactly the
same query ”Java” to search for different pieces of information - ’Java island in
Indonesia’ or ’Java programming language’. Existing IR systems would return a
similar set of results for both these users. Incorporating the user’s interests and
focus into the search process is quite essential for disambiguating the query and
providing personalized search results.

One way to disambiguate the words in a query is to associate a categorical tag
with the query. For example, if the category ”software” or the category ”travel”
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is associated with the query ”java”, then the user’s intention becomes clear. By
utilizing the selected categories as a context for the query, a search engine is
likely to return documents that are more suitable to the user. Current search
engines such as Google or Yahoo! have hierarchies of categories to help users
to specify his/her categories manually to the query. Unfortunately, such extra
effort can not be expected from the user in a web search scenario. Instead it is
preferred to automatically obtain a set of categories for a user query directly by
a search engine. However, categories returned from a typical search engine are
still independent of a particular user and many of the returned document results
could belong to categories that may not reflect the intention of the searcher.
This demands further personalization of the search results.

In this paper, we propose a two phase strategy to personalize search results
over the WWW. We first learn a user profile based on his relevance feedback
and use it effectively in a re-ranking phase to provide personalized search results.
Since it is difficult to assume that the users will provide the relevant documents
([1], [2], [3] etc) explicitly, we make use of the implicit feedback given by the
users which are captured in search engine interactions as ”Query logs” or ”Click
through data”. In the rest of the paper, we use the terms click through data,
query log data and implicit feedback interchangeably. Such data consists of the
queries, clicked documents and the identity of the user say ip address and is
invaluable for research in search personalization.

Liu et al [4] successfully built user profiles for re-ranking by incorporating
query categories in the learning process. We follow an approach similar to them.
We first infer the category of a query using existing search engines and open
directory project (ODP). We use the queries, their respective categories and
the corresponding clicked documents in the learning of a user profile for the
user. The user profile is represented as a matrix containing the pairs (term,
category) and their corresponding weights. Machine Learning algorithms are
used to automatically learn these term weights in the matrix. Each element
represents how important the term is when the user is searching for a query of
the given category. Re-ranking of the search results based on the user profile
thus built, has shown improvement in performance. Though category helps to
disambiguate the query, it adds another extra dimension to the user profile. This
typically brings in sparsity in the user profile, which was observed in our case.
Sparsity refers to the missing weights of certain words in the user profile.

In this paper, we present an effective re-ranking solution that compensates for
the sparsity in a user profile, by collaborative filtering algorithms. A great deal
of information overlap exists in web searches among users ([5], [6], [7] [8], etc).
This overlap is seen due to users with similar information needs, posing similar
queries. To our knowledge, this vast and rich source of information overlap hasn’t
much been properly exploited for the WWW. Collaborative filtering algorithms
work exceptionally well in a community like environment with significant overlap
of information needs and interests. The novelty of our re-ranking algorithm lies in
addressing the sparsity in the user profile by exploiting the information overlap,
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using collaborative filtering. Our approach shows an improvement in the overall
results when compared to a re-ranking performed based on just the user profile.

The rest of the paper is organized as follows. Section 2 discusses the Related
Work, Section 3 discusses the proposed approach of learning user profiles, the
re-ranking strategy, and addressing the sparsity in the user profiles. Section 4
describes the experimental setup and evaluation. Section 5 described our con-
clusions and future work.

2 Related Work

The related work related to the approach proposed in this paper, can broadly
be classified as work done in personalized search and work done in, collaborative
filtering applied to search.

2.1 Personalized Search

There has been a growing literature available with regard to personalization of
search results. In this section, we briefly overview some of the available literature.
Page et al [9] proposed personalized PageRank as a modification to the global
PageRank algorithm. However, the computation of personalized PageRank in
the paper is not addressed beyond the original algorithm. Haveliwala [10] used
personalized PageRank scores to enable topic sensitive web searches. However,
no experiments based on a user’s context such as browsing patterns, bookmarks
and so on were reported. Pretschner [11] used ontology to model a users in-
terests, which are studied from users browsed web pages. Speretta and Gauch
[12] used users search history to construct user profiles. Liu et. al [4] performed
personalized web search by mapping a query to a set of categories using a user
profile and a general profile learned from the user’s search history and a category
hierarchy respectively. Shen et. al [13] proposed a decision theoretic framework
for implicit user modeling for personalized search. They consider the short term
context in modeling a user. Radlinski and Joachims [[14], [15]] learn a ranking
function using Support Vector Machines and using it to improving search results.

2.2 Collaborative Filtering and Search

Chidlovski et al [16] describes the architecture of a system performing collabora-
tive re-ranking of search results. The user and community profiles are built from
the documents marked as relevant by the user or community respectively. These
profiles essentially contain the terms and their appropriate weights. Re-ranking
of the search results is done using the term wights using adapted cosine func-
tion. The search process and the ranking of relevant documents are accomplished
within the context of a particular user or community point of view. However the
paper does not discuss much about the experimental details. Sugiyama et.al
[17] performed personalization by adapting to users interests without any effort
from users. Further, they modified the traditional memory based collaborative
filtering algorithm to suit to the web search scenario and used it to improve
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the search results. They constructed a user-term weights matrix analogous to
user-item matrix in memory based collaborative filtering algorithms and then
applied traditional collaborative filtering predictive algorithms to predict a term
weight in each user profile. Lin et. al [18] presented an approach to perform per-
sonalized web search based on PLSA, Probabilistic Latent Semantic Analysis,
a technique which stems from linear algebra. They extracted a co-occurrence
triple containing the users, queries, and web pages by mining the web-logs of the
users and modeled the latent semantic relationship between them using PLSA.
Armin Hust [19] performed query expansion by using previous search queries by
one or more users and their relevant documents. This query expansion method
reconstructs the query as a linear combination of existing old queries. The terms
of the relevant documents of these existing old queries are used for query expan-
sion. However, the approach does not take the user into account. In ([6], [5], [20],
[7], [20], [21]) a novel approach to web search - Collaborative Web search was
introduced. It combined techniques for exploiting knowledge of the query-space
with ideas from social networking to develop a Web search platform capable of
adapting to the needs of communities of users. In brief, the queries submitted
and the results selected by a community of users are recorded and reused in order
to influence the results of future searches for similar queries. Results that have
been reliably selected for similar queries in the past are promoted. Rohini and
Vamshi [22] proposed an approach for re-ranking of search results in a digital
library scenario. The user profiles were constructed from the documents marked
as relevant or irrelevant. Re-ranking of the results is done using the user profile
and profile of others users in the community. They assumed and assigned a set
of static communities for each user which the user has selected while registering
with the system. Also, the user also selects the community before posing the
query and the re-ranking is done based on the community selected.

Several other works ([23], [24], [8], [25], [19] etc) have made use of past queries
mined from the query logs to help the current searcher.

3 Proposed Approach

The proposed approach to search result personalization consists of two phases.
The first is a learning phase and the second is a retrieval/re-ranking phase. We
use ”click through data” from a real world search engine, www.alltheweb.com, to
build and test our proposed approach. In this section we discuss in detail our ap-
proach of learning user profiles and re-ranking search results for personalization.

3.1 Mapping Query to a Category

User profiles are learned on implicit feedback data, annotated with the category
of the query posed. However, the click through data used here, does not consist of
an associated category for the query. We therefore enhance the click through data
by assigning category information to all the queries using the ODP, Open Di-
rectory Project (http://dmoz.org). The DMOZ Open Directory Project (ODP)
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is the largest, most comprehensive human-edited web page catalog currently
available. It covers 4 million sites filed into more than 590,000 categories (16
wide-spread top-categories, such as Arts, Computers, News, Sports, etc.) Cur-
rently, there are more than 65,000 volunteering editors maintaining it. ODP’s
data structure is organized as a tree, where the categories are internal nodes and
pages are leaf nodes.

In our work, we consider only the top most ODP categories in the hierarchy to
classify the query into categories. The category information of the query can be
obtained by posing the query to one or more of the directory services available
(directory.google.com, http://dmoz.org). which returns the related categories to
the query. Otherwise, based on the categories of the top 10 documents in the
search results, the most common document category is chosen and selected as
the query category. Other effective solutions for query categorization exist, like
training a text classifier on the documents contained in the ODP data. Such a
classifier could be used to categorize the clicked documents in the click-through
data. Improvements in performance of query categorization are always possible,
and will enhance our proposed approach. However, for simplicity we currently
focus on the former approach for query categorization that depends on direct
ODP lookup.

3.2 Learning User Profiles

We use machine learning algorithms for learning the user profiles from the im-
plicit feedback provided by the user. The input to the learning algorithms is a
user’s implicit relevance feedback, gathered from the click through data, along
with the query and the associated category. Learning the user profile involves
learning the weights of certain features extracted from the implicit feedback. The
effectiveness of the user profile depends to a large extent on the representation
of features. As mentioned earlier, we consider the features (term, category) to ef-
fectively represent the context through the category. The weights of the features
represent the importance of the term for the respective category.

We considered SVM for learning the weights of the features for its success
in various text applications [26], [27]. An SVM is trained using our proposed
features and at the end of the training phase, the weights of the features are
learned which constitutes our user profile. The procedure of learning weights is
similar to Radlinski and Joachims [14]. SVMlight [28] has been used for training
the SVM.

3.3 Re-ranking

Re-ranking of the results is done by first retrieving a set of documents matching
the query using a search engine. Then the top documents returned by the search
engine are reranked using the user profile in the following manner. At first the
test query category is inferred similar to the learning phase as discussed in section
above (Mapping query to a category). Then for each word in the document, the
weight of the pair (term, category) is obtained from the user profile.
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Fig. 1. Sample user-item matrix

Let c be the identified category of the query, t be a word in the document Dj

and wt,Dj be its weight in the document Dj (typically the term frequency TF or
TFIDF etc). tc represent the pair (term, category). UPa,tc represents the weight
of tc in the user profile of the user a. CPa,tc represents the predicted weight
of tc using collaborative filtering. Then the document ranks are computed as
weighted combination of its term frequency TF in the document and the weight
obtained from his user profile as shown in Equation (1).

RDj ,Qc =
∑
t∈Dj

αwt,Dj + (1 − α)Wa,tc (1)

Wa,tc =

⎧⎨
⎩

UPa,tc if UPa,tc �= 0

CPa,tc otherwise
(2)

Re-ranking is done by sorting the documents in decreased order of their rank.
Based on experimentation, we set the value of α to be 0.7.

3.4 Addressing Sparsity in the User Profile to Improve Re-ranking

Usage of a (term, category) pairs helps to disambiguate the query and act as
good contextual information in building a user profile. However, this typically
brings in sparsity in the user profile, due to an added dimension to the user pro-
file - category of the query. Sparsity refers to missing weights of certain words
in the user profile. We address the sparsity in the userprofile using collaborative
filtering to improve the re-ranking of the documents. Certain weights of the pairs
(term, category) not occurring the user’s profile are predicted using the adapted
version of the collaborative filtering which we present below. In the following
subsections, we first briefly review the pure collaborative filtering algorithms,
especially neighborhood-based algorithms, and then describe the adapted col-
laborative filtering algorithms to address the sparsity in the userprofiles and
then present how we make predictions of the pairs (term, category).
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Overview of the Pure Collaborative Filtering Algorithm
Collaborative filtering is one of the most successful recommendation algorithms.
They have been popular for recommending news [[29], [30]], audio CDs, movies,
music [31], research papers etc. Recommendations are typically computed using
the feedback taken from all the users in the community represented in a user-item
matrix. The entries in the user-item matrix are the ratings given by the respective
users for the respective items. Collaborative filtering can broadly be seen as the
problem of predicting missing values in a user-item ratings matrix. Figure 1
shows a simplified example of a user-item ratings matrix. In the neighborhood-
based algorithm [32], a subset of users is first chosen based on their similarity
to the active user, and a weighted combination of their rating is then used to
produce predictions for the active user. The algorithm can be summarized in the
following steps: 1. Weight all users with respect to similarity to the active user.
This similarity between users is measured as the Pearson correlation coefficient
between their rating vectors. 2. Select n users that have the highest similarity
with the active user. These users form the neighborhood. 3. Compute a prediction
from a weighted combination of the neighbors ratings.

In step 1, Sa,u, which denotes similarity between users a and u,and is com-
puted using the Pearson correlation coefficient as shown in Equation (3) where
ra,i is the rating given to item i by user a, and ra is the mean rating given by
user a, and I is the total number of items. In step 2, i.e., neighborhood-based
methods, a subset of appropriate users is chosen based on their similarity to
the active user computed in the above step, and a weighted aggregate of their
ratings is used to generate predictions for the active user in the next step 3. In
step 3, predictions are computed as the weighted average of deviations from the
neighbors mean as shown in Equation (4)

Sa,u =
∑I

i=1(ra,i − ra)(ru,i − ru)√∑I
i=1(ra,i − ra)2

∑I
i=1(ru,i − ru)2

(3)

pa,i = ra +
∑n

u=1(ru,i − ru)Sa,u∑I
i=1 Sa,u

(4)

Adapted Collaborative Filtering Algorithm
In the pure collaborative filtering algorithms described above, we considered a
user-item ratings matrix. Similarly, we now consider user-(term,category) matrix
(see Figure 2). Each row in the matrix represents the entries in the user profile of
the respective user. By representing the user profile in this fashion, collaborative
filtering algorithms can directly be applied.

The prediction of the (term,category) weights are computed by first identify-
ing a set of similar users ( ie users who has similar (term,category) weights as
measured using Equation (5). Then using these users, the predictions are com-
puted analogous to pure collaborative filtering as shown in Equation (6) Then
the re-ranking of the document is done as described in Equation (1).
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Fig. 2. Sample user-(term,category) matrix

Sa,u =

∑
tc∈(T,C)(wa,tc − wa)(wu,tc − wu)√∑

tc∈(T,C)(wa,tc − wa)2
∑

tc∈(T,C)(wu,tc − wu)2
(5)

pa,tc = wa +
∑n

u=1(wu,tc − wu)Sa,u∑
tc∈(T,C) Sa,u

(6)

where p(a, tc) is the predicted computed for term t in query Category c and is
equal to CPa,tc .

4 Experiments

4.1 Data and Experimental Setup

Query log data used in the experiments consist of the query, the clicked URLs
for the query and the user identifier (ip addresses) and the time of click of
the document. Such information though invaluable for research on information
retrieval, is not released by major search engines. Recently, Alltheweb.com1 has
made available its search logs for research purposes. The data was collected from
queries mainly submitted by European users on 6 February 2001. The data set
contains approximately a million queries submitted by over 200,000 users and
977,891 unique click URLs. Further information on the data can be found in [33].

We use the query log data released by Alltheweb.com to perform our exper-
iments and to evaluate the proposed approach We first divide the query logs
into a large chunk of training clickthrough data, used for learning user profiles
and a smaller chunk for testing and evaluating the approach. A direct evalua-
tion experiment of our proposed re-ranking algorithm can not be performed on
the present day’s search indices of Alltheweb.com or any other search engine for
that matter. Document repositories on the WWW have been changing drasti-
cally and undergo restructuring. Hence evaluation results can not be based on
1 http://alltheweb.com
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user profiles learnt from the query logs used in the current experiment. There-
fore we first obtain all the documents corresponding to the queries in the testing
data by crawling the click URLs and storing them as a repository. We were only
successful in retrieving about 40% of the actual click URLs due to broken links
and restructing of the WWW. These retrieved documents constitute the docu-
ment repository used in current test experiments. With the volume of query log
data we are working with, this repository could be considered as an analog to
the WWW that corresponds to the query logs in discussion. For the purposes
of these experiments, we name this repository as the mini-WWW, consisting of
about 35,000 documents. We also pick queries from the query log data and pose
it to Google to fetch and download the top 100 documents. These documents are
added to the mini-WWW. This prevents any kind of bias that may have been
introduced in the construction of mini-WWW from click URLs in the query
log data. With availability of every day query log data we expect the proposed
approaches to scale and be useful in the WWW scenario. We used Lucene 2,
an open source search engine for indexing this mini-WWW repository. All the
evaluations reported below are obtained by performing our experiments through
Lucene’s search engine.

4.2 Evaluation

The testing data extracted from the clickthrough data is now used for evaluat-
ing the performance of our re-ranking approach. The test data consists of 5,000
queries posed by 780 users, with an average repetition of 15.9% in the queries.
Repeated experiments have been conducted by using subsets of this training
data. Each query from the testing data set is posed to the search engine for
the mini-WWW and results obtained are cross-validated with references to the
actual clicked documents in the testing data. We follow an evaluation approach
similar to the one followed in [5] . We compare three methods of re-ranking.
Firstly we consider the ranking provided by search engine, in this case Lucene’s
default ranking. The second approach tested is the ranking based on only the
user profile. The third is the proposed approach for addressing the data sparsity
problem using collaborative filtering. We refer to them as ’unranked’, ’only user
profile’ and ’collaborative’ respectively. The evaluation metrics used for compar-
ison are minimum accuracy and precision @ N, N=5, 10 and 20. We could not
evaluate the standard collaborative filtering measures like MAE etc because we
assume boolean relevant judgments as opposed to the former which use ratings
typically ranging from 0-5.

Minimum Accuracy. Minimum accuracy has been used in [5] in evaluation
of their approach. It measures the ability of a search engine to return at least a
single relevant result in returned results. We compare the top 30 results returned
by our ranking approaches in calculating the minimum accuracy. The percentage
of the queries for which at least one relevant result is returned is computed. The
results are presented in Figure 3.
2 http://lucene.apache.org
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Table 1. Precision@N values for the approaches ’uranked’ (UP), ’only user profile’
(PP) and ’collaborative’ (CP)

Method Precision@5 10 20
unranked (UP) 0.09 0.18 0.22

only user profile (PP) 0.15 0.26 0.34
collaborative (CP) 0.23 0.38 0.55

Improvement(PP over UP) 6% 8% 12%
Improvement(CP over PP) 8% 12% 21%

Fig. 3. Minimum accuracy comparison

Precision. We used precision at N (p@N) defined as the number of relevant
documents at a given cut-off rank at N. It is a widely used metrics for evaluating
approaches performing re-ranking of results. The reported value is averaged over
all users and queries. We compared the three approaches mentioned above. The
precision values for the three approaches ’unranked’ (UP), ’only user profile’
(PP) and ’collaborative’ (CP). The results are shown in the Table 1. As it can be
seen from the table, our approach showed an improvement over other approaches.

5 Conclusions

In this paper, we proposed a two phase strategy to personalize search results
over the WWW. We first learn a user profile from his ”clickthrough data”,
collected from a real world search engine. This user profile is then used in a re-
ranking phase to personalize the search results. We also used query and its cat-
egory information to in learning the user profile. Category information helps to
disambiguate the query and focus on the information need. However, in the sce-
nario of WWW search, it adds another extra dimension to the user profile, typ-
ically bringing in sparsity in the user profile. We propose an effective re-ranking
strategy that compensates for the sparsity in a user’s profile, using collabora-
tive filtering algorithms. We evaluate our approach using standard information
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retrieval metrics, to show an improvement in performance over earlier re-ranking
strategies based on only user profile.
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Abstract. Web catalog integration has been addressed as an important issue in
current digital content management. Past studies have shown that exploiting a
flattened structure with auxiliary information extracted from the source catalog
can improve the integration results. Although earlier studies have also shown that
exploiting a hierarchical structure in classification may bring better advantages,
the effectiveness has not been testified in catalog integration. In this paper, we
propose an enhanced catalog integration (ECI) approach to extract the conceptual
relationships from the hierarchical Web thesaurus and further improve the accu-
racy of Web catalog integration. We have conducted experiments of real-world
catalog integration with both a flattened structure and a hierarchical structure in
the destination catalog. The results show that our ECI scheme effectively boosts
the integration accuracy of both the flattened scheme and the hierarchical scheme
with the advanced Support Vector Machine (SVM) classifiers.

1 Introduction

With the fast growth of various Web information sources, many applications are in need
of integrating different Web portals and many on-line vendors [1]. For example, B2C
companies such as Amazon may want to merge catalogs from several on-line vendors
into its catalog to provide customers versatile contents. B2B e-commerce is also an
application reported in recent research [1,8,9,13]. In these studies, the importance of
catalog integration is discussed. That is, an earlier study shows that only about 20%
of the categorized sites retrieved from both Yahoo! and Google catalogs are the same,
which implies that users may need to spend much effort browsing different Web cata-
logs to gain the required materials [3]. Therefore, an integrated Web catalog service not
only can help users gain more relevant and organized information in one catalog but
also can save them much time to surf among different Web catalogs.

In the past few years, several studies have been proposed to enhance catalog inte-
gration performance [1,3,9,10,12,13,15,16,19,20]. As noted in [1], catalog integration
should not be a simple classification task. When some implicit source information is
exploited, the integration accuracy can be highly improved. In their study, a foremost
approach is designed by enhancing the Naive Bayes classifier with implicit source in-
formation [1]. Recently, other state-of-the-art studies employ Support Vector Machines
(SVMs) (e.g. [3,12,15,19]) and the Maximum Entropy model (e.g. [16]) to enhance the
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accuracy performance of Web catalog integration. Their results show that the accuracy
improvements can be highly achieved.

However, these studies only consider a flattened catalog structure. Moreover, they
do not comprehensively study the hierarchical relationships between the categories and
subcategories existing in the destination catalog. We are motivated to conduct research
on hierarchical catalog integration because early studies have shown that exploiting a
hierarchical structure in classification can bring better advantages [2,4,14]. In [16], it is
also shown that the source hierarchical information can improve the accuracy. However,
the study focuses on a flattened structure for catalog integration and does not discuss
the effectiveness of the hierarchical structure of the destination catalog.

In this paper, we propose an enhanced catalog integration (ECI) approach with the
conceptual relationships extracted from the hierarchical thesaurus in the source cata-
log to improve the integration performance. We further apply such an ECI approach to
a flattened catalog structure (ECI-F) and a hierarchical catalog structure (ECI-H) and
examine the consistent accuracy improvement of catalog integration. For the flattened
categories, since the documents of lower level categories are merged upward to the
second-level categories as the task definition in [1], the SVM classifier distinguishes a
second-level category from all other second-level categories. For the hierarchical cat-
egories, the SVM classifier is learned to first distinguish the top-level categories, and
then distinguish the second-level categories from other categories within the same top
level. The accuracy of both the flattened and hierarchical integration structures is mea-
sured by considering only the second-level accuracy where the documents of the lower
level categories are merged upward to the second-level ones.

We have conducted several experiments with real-world catalogs from Yahoo! and
Google. We have also discussed the accuracy improvements of the ECI-F and ECI-
H approaches respectively over the flattened structure and the hierarchical structure.
The results show that the improvements of the ECI approach compared with original
SVM are very noticeable, and the accuracy is consistently improved in every category
on the basis of both the flattened structure and the hierarchical structure. The accuracy
improvement of the flattened structure is boosted over 11% on average, and the accuracy
improvement of the hierarchical structure is boosted over 16% on average.

The rest of the paper is organized as follows. Section 2 briefly states the problem de-
finitions, assumptions, and limitations. Section 3 reviews the related studies of catalog
integration. Section 4 describes the details of the ECI strategy and depicts our integra-
tion approach. Section 5 presents the experimental results and discusses the influence
factors. Finally, Section 6 concludes the paper.

2 Problem Statement

As the formal definitions in [1], we assume that there are two catalogs participating
in the integration process. One is the source catalog S with a set of m categories S1,
S2, . . . , Sm. The other is the destination catalog D with a set of n categories D1, D2,
. . . , Dn. The integration process is performed by merging each document d in S into a
correspondent category in D. In addition, we assume that the catalogs are homogeneous
and overlapped with some common documents. This means that the catalogs are not
orthogonal, so the implicit source information can be exploited. Our real-world data
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Fig. 1. The process of a flattened catalog integration
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Fig. 2. The process of a hierarchical catalog integration

sets also support this overlapping assumption, and a flattened scheme and a hierarchical
scheme are employed in catalog integration.

In the flattened integration scheme, we follow the integration model used in [1] in
which the category hierarchies are flattened. Fig. 1 illustrates the process of a flattened
integration scheme in which the documents under the second level are merged upward
to the second level. Each classifier then distinguishes a second-level category from all
other second-level categories. Although this cannot model many real-world cases in
which catalogs are hierarchical, the flat catalog assumption is still helpful in investigat-
ing the effectiveness of the implicit source information in catalog integration.

In the hierarchical integration scheme, the top-level structure is reserved to help cat-
alog integration. Fig. 2 depicts the process of a hierarchical integration scheme. To
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compare the hierarchical scheme with the flattened scheme, the documents under the
second level are merged upward to the second level. Then, the classifier first distin-
guishes the top-level categories, and then distinguishes the second-level categories from
other categories within the same top level. The hierarchical integration scheme is thus
much closer to the real-world catalog integration cases.

To classify source documents, the classifiers are trained first with the training doc-
uments coming from the destination catalog. Whether a training document is treated
as a positive document or a negative document is subject to its subordinate relation-
ship to each destination category. For flattened categories, the negative documents are
the documents from all the other second-level categories including the categories un-
der other top levels. In the hierarchical integration scheme, the negative documents
are the documents from other second-level categories of the same top level. Since the
SVM classifier is a “one-against-rest” classifier, the diverse negative examples between
the flattened scheme and the hierarchical scheme may thus result in different training
models.

3 Literature Review

In 2001, an enhanced Naive Bayes approach (ENB) was first proposed to improve the
integration accuracy by exploiting implicit information from the source catalog [1]. In
their experiments with real-world catalogs, ENB can achieve more than 14% accuracy
improvement on average. Their promising results show that exploiting implicit source
information indeed benefits the accuracy for automated catalog integration. However,
most of the later catalog integration approaches outperform ENB in accuracy perfor-
mance. Their studies begin the following research on this problem.

In 2003, Sarawagi et al. proposed a cross-training (CT) technique for SVM classi-
fiers, termed SVM-CT, to improve the integration accuracy by exploiting the native cat-
egory information of semi-labeled documents [12]. In the integration process of SVM-
CT, two semi-labeled document sets are crossly trained as the training samples to model
the two classifiers for both the source catalog and the destination catalog. The exper-
imental results show that SVM-CT can achieve more significant improvements than
NB classifiers in most cases and improves the SVM classifier in nearly half cases. Al-
though the CT technique achieves the improvements for SVM classifiers, their results
also reveal that SVM-CT may be unstable in real-world catalog integration.

In 2003, Tsay et al. proposed two techniques to improve the accuracy of classifiers
[15]. The first technique is called probabilistic enhancement (PE) that uses category
information to enhance probabilistic classifiers such as NB classifiers. The second tech-
nique is called topic restriction (TR) that can be applied to general classifiers such as
SVM, which is termed as SVM-TR here. Besides, they tried to combine NB and SVM
with different dynamic settings to further improve the integration accuracy. The experi-
mental results of real Web catalogs show that both techniques can significantly improve
the accuracy of the NB and SVM classifiers on an average of over 10%. Although both
techniques are promising to improve integration accuracy, however, the TR enhance-
ment for SVM can only achieve less than 0.2% improvement.

In 2004, Zhang and Lee proposed two approaches to improve the accuracy: the clus-
ter shrinkage (CS-TSVM) approach [19] and the co-bootstrapping approach [20]. The
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main idea behind CS-TSVM is to shrink all objects in a documents category to the clus-
ter center. Although CS-TSVM overall outperforms ENB in macro and micro F-scores
in the experiments, the proposed shrinkage process may faultily shrink the negative
objects because it just shrink all objects. The co-bootstrapping approach employs the
boosting technique, because it can find the optimal combination of heterogeneous weak
hypotheses automatically without manually adjusting feature weights. In contrast, other
machine learning algorithms, such as SVM, are required to adjust relative combination
weights. Although the co-bootstrapping algorithm can optimize the combination of het-
erogeneous weak hypotheses automatically, the results show that the improvements are
overall lower than CS-TSVM. Moreover, co-bootstrapping is discouraged by its poor
efficiency.

In 2005, Chen et al. studied the effectiveness of SVM classifiers in catalog inte-
gration by using other embedded auxiliary catalog information [3]. They proposed an
iterative SVM-based approach (SVM-IA) to consistently improve the integration per-
formance. The results show that SVM-IA has a prominent accuracy performance, and
the performance is more stable than SVM-CT. However, the accuracy improvement of
SVM-IA is constrained by the auxiliary information after several iterations, and thus no
obvious breakthrough is achieved.

In 2005, Wu et al. first extracted the hierarchical information from the source cat-
alog and employed the Maximum Entropy model to improve the accuracy of catalog
integration [16]. Their results show that the accuracy improvement is very promising
and is consistently better than ENB. Although this study indicates that the hierarchical
information from the source catalog is helpful to improve the integration accuracy, it
has not been further proved for a hierarchical catalog.

The surveyed past studies only consider the flattened structure. Although the perfor-
mance improvements are significant, the integration effectiveness based on a hierarchi-
cal structure has not been addressed. Therefore, the integration performance for both a
flattened structure and a hierarchical structure needs to be further studied.

4 The Enhanced Catalog Integration Approach

In our study, SVM classifiers are used with linear kernel functions [17], f : X ∈
Rn → R, to find a hyperplane that can separate the positive examples, f(x) ≥ +1 ,
from the negative examples, f(x) ≤ −1. The linear function is in the form of f(x) =
(w, x) + b =

∑n
i=1 wixi + b where (w, b) ∈ Rn × R. The linear SVM is trained to

find the optimal values of w and b such that ||w|| is minimized. These trained SVM
are employed in our enhanced catalog integration (ECI) approach which boosts their
performance in catalog integration. In the following, we describe the ECI approach
and the enhanced process of a flattened (ECI-F) scheme and the hierarchical (ECI-H)
scheme.

4.1 Hierarchical Label Information

To improve the integration accuracy, a weighting formula is designed to extract the
semantic concepts existing in the source catalog. In Equation 1, the weight of each



222 J.-C. Ho, I.-X. Chen, and C.-Z. Yang

thesaurus is exponentially decreased according to the increased levels to represent the
semantic concept extracted from the source labels. Equation 1 calculates the feature
weight of each document, where Li is the relevant label weight assigned as 1/2i with
an i-level depth, and fx is the occurrence ratio of feature x in the document. The label
weights are exponentially decreased to minimize the influence of the labels which ex-
press very general concepts about the documents. Other functions can be used, such as
1/i2, to achieve similar results.

FeatureWeight = λ × Lx∑n
i=0 Li

+ (1 − λ) × fx (1)

Table 1 shows the weights of different-level labels, where L0 is the document level,
L1 is one level upper, and so on to Ln for n levels upper. A threshold λ is used to ac-
commodate the weights of the source thesauri to fit in with the destination catalog. In
the experiments, different values of λ for the source catalogs were examined. The ex-
perimental results suggest that a small value for λ is preferable to avoid overweighting
the label information. With such a thesaurus weighting scheme, the conceptual relation-
ships of the hierarchical source categories can be transformed and added into the test
documents.

To build the enhanced classifiers for destination categories, the same enhancement on
hierarchical label information is also applied to the destination catalog to strengthen the
discriminative power of the classifiers. Likewise, the weights of the features and native
category label information in the destination catalog are calculated in accordance with
Equation 1. In this paper, the setting of λ = 0.05 to the destination catalog is only
reported for the sake of space saving. Similar results can be obtained as in the source
catalog.

Table 1. The weights assigned for different labels

Hierarchical Level Label Weight
Document Level (L0) 1/20

One Level Upper (L1) 1/21

Two Levels Upper (L2) 1/22

...
...

n Levels Upper (Ln) 1/2n

4.2 The ECI-F and ECI-H Integration Schemes

The ECI approach is to extract the conceptual relationships between the hierarchical
Web thesaurus from the source catalog. In the source catalog, the source hierarchical
thesaurus are added into the test documents with different label weights calculated by
the weighting formula. In ECI, the destination catalog is processed differently according
to the integration type: flattened or hierarchical. Fig. 3 and Fig. 4 separately illustrate the
use of a source hierarchy with the enhanced integration process of the ECI-F scheme for
flattened catalog integration and the ECI-H scheme for hierarchical catalog integration.
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In Fig. 3, the test documents with the source hierarchical thesaurus information are
directly integrated into the second-level categories. In Fig. 4, the test documents with
the source hierarchical thesaurus information are first integrated into the top-level cat-
egories and then are integrated into the second-level categories. In the hierarchical
structure, the ECI-H scheme further removes the features occurring in the top-level
categories to avoid misleading integration in the second-level categories. Since some
documents may appear in more than one category in the destination catalog, Fig. 3 and
Fig. 4 further show that the document A can be integrated into more than one category.

The proposed ECI approach is employed for both the flattened structure and the hier-
archical structure as described in Fig. 5. In the source catalog, the hierarchical thesaurus

A� A� B� B�,�A�

C�,�A� D�,�B�,�
A�

Source Category� Destination Category�

A� A� B� B�,�A�

C� D�

Fig. 3. The process of an ECI-F catalog integration

A� A� B� B�,�A�

C� D�

A� A� B� B�,� A�

C�,�A� D�,�B�,�
A�

Source Category� Destination Category�

Fig. 4. The process of an ECI-H catalog integration



224 J.-C. Ho, I.-X. Chen, and C.-Z. Yang

repeat
repeat /* Add the source information.*/

S ← {Sx}
until Doc=∅
classify test documents from S into D
repeat /*Integrate all categories.*/

recursive call to SVM classifiers
until Class=∅

end repeat

Fig. 5. The ECI integration approach

Table 2. The experimental categories

Yahoo! | Y-G | | Y Class | | Y Test | Google | G-Y | | G Class | |G Test |
Autos /Automotive/ 1681 24 412 /Autos/ 1096 14 451
Movies /Movies Film/ 7255 27 1415 /Movies/ 5188 27 374
Outdoors /Outdoors/ 1579 26 194 /Outdoors/ 2396 23 226
Photo /Photography/ 1304 19 212 /Photography/ 615 9 222
Software /Software/ 1876 15 691 /Software/ 5829 59 723
Total 13695 111 2924 15124 132 2996

information is added to the test documents with different label weights accumulated up-
ward from their current categories to the top-level category. In the destination catalog,
the test documents are integrated into the destination categories according to both the
ECI-F and ECI-H integration schemes. The integration process is finished when all the
test documents from their source categories are integrated into the designated destina-
tion categories.

5 Experiments

We have conducted experiments with real-world catalogs from Yahoo! and Google to
study the performance of ECI-F and the ECI-H schemes with SVMlight [6,7]. The ex-
perimental results show that the ECI approach consistently improves SVM in all cases,
and effectively boosts the integration accuracy of both flattened and hierarchical struc-
tures. The following subsections describe the data sets and the experimental results.

5.1 Data Sets

In the experiment, five categories from Yahoo! and Google were extracted. Table 2
shows these categories and the number of the extracted documents after ignoring the
documents that could not be retrieved and removing the documents with error mes-
sages. As in [1,12], the documents appearing in only one category were used as the
destination catalog D, and the common documents were used as the source catalog S.
If the number of the documents of a certain category is less than 10, the category would
be merged upward to the top-level category in a hierarchical structure or be ignored in
a flattened structure.
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Table 3. The accuracy of the flattened and the ECI-F catalog integration from Yahoo! to Google

Category Autos Movies Outdoors Photo Software Avg. Accuracy
Test Doc. No. 451 1374 226 222 723
Flattened (λ=0) 87.58% (395) 83.48% (1147) 82.30% (186) 78.83% (175) 88.52% (640) 84.14%
λ=0.05 97.56% (440) 96.58% (1327) 95.58% (216) 91.89% (204) 91.29% (660) 94.58%
λ=0.1 98.23% (443) 97.67% (1342) 97.35% (220) 94.59% (210) 92.95% (672) 96.16%
λ=0.15 98.00% (442) 97.89% (1345) 97.35% (220) 94.59% (210) 92.95% (672) 96.16%
λ=0.2 97.78% (441) 97.96% (1346) 96.90% (219) 93.69% (208) 92.95% (672) 95.86%
λ=0.3 97.34% (439) 97.96% (1346) 96.90% (219) 91.89% (204) 92.25% (667) 95.27%
λ=0.4 97.12% (438) 97.96% (1346) 96.90% (219) 91.44% (203) 91.84% (664) 95.05%
λ=0.5 96.45% (435) 97.96% (1346) 96.02% (217) 90.99% (202) 91.15% (659) 94.51%
λ=0.6 96.01% (433) 97.96% (1346) 96.02% (217) 90.54% (201) 91.15% (659) 94.34%
λ=0.7 96.01% (433) 97.89% (1345) 93.81% (212) 90.99% (202) 90.73% (656) 93.89%
λ=0.8 95.79% (432) 97.82% (1344) 93.81% (212) 90.99% (202) 90.73% (656) 93.83%
λ=0.9 95.79% (432) 97.82% (1344) 93.81% (212) 90.99% (202) 90.73% (656) 93.83%
λ=1 95.57% (431) 97.82% (1344) 93.81% (212) 90.99% (202) 90.73% (656) 93.78%

Table 4. The accuracy of the flattened and the ECI-F catalog integration from Google to Yahoo!

Category Autos Movies Outdoors Photo Software Avg. Accuracy
Test Doc. No. 412 1415 194 212 691
Flattened (λ=0) 88.11% (363) 80.14% (1134) 80.41% (156) 73.58% (156) 92.19% (637) 82.89%
λ=0.05 92.72% (382) 92.44% (1308) 96.39% (187) 87.74% (186) 95.08% (657) 92.87%
λ=0.1 93.20% (384) 94.20% (1333) 98.45% (191) 92.45% (196) 94.65% (654) 94.59%
λ=0.15 92.96% (383) 94.56% (1338) 98.45% (191) 92.92% (197) 94.65% (654) 94.71%
λ=0.2 92.72% (382) 94.56% (1338) 97.94% (190) 92.45% (196) 94.36% (652) 94.40%
λ=0.3 92.72% (382) 94.49% (1337) 97.94% (190) 91.04% (193) 94.21% (651) 94.08%
λ=0.4 91.99% (379) 94.49% (1337) 96.91% (188) 89.62% (190) 93.92% (649) 93.39%
λ=0.5 91.26% (376) 94.35% (1335) 96.91% (188) 88.21% (187) 93.49% (646) 92.84%
λ=0.6 90.29% (372) 94.35% (1335) 95.88% (186) 86.79% (184) 93.34% (645) 92.13%
λ=0.7 90.29% (372) 94.35% (1335) 95.36% (185) 86.79% (184) 93.05% (643) 91.97%
λ=0.8 89.81% (370) 94.35% (1335) 95.36% (185) 86.32% (183) 93.05% (643) 91.78%
λ=0.9 89.81% (370) 94.28% (1334) 95.36% (185) 85.85% (182) 93.05% (643) 91.67%
λ=1 89.81% (370) 94.28% (1334) 95.36% (185) 85.85% (182) 93.05% (643) 91.67%

Since some documents may appear in more than one category of the same catalog,
the number of test documents may slightly vary in Yahoo! and Google. In the experi-
ment, we measured the accuracy by the following equation.

Number of docs correctly classified into Di

Total number of docs in the test dataset

In the preprocessing, we used the stopword list in [5] to remove the stopwords.

5.2 Experimental Results and Discussion

In the experiments, a threshold λ is set to accommodate the weights of the source the-
sauri to fit in with the destination catalog. In order to optimize the value of λ, different
λ values are tested to gain the best accuracy improvement. Table 3 and Table 4 show the
integration results of a flattened scheme and an ECI-F with different λ values, in which
the ECI-F achieves the best averaged accuracy when λ = 0.15 in both Yahoo!-to-Google
and Google-to-Yahoo! cases. Table 5 and Table 6 show the integration results of a hier-
archical scheme and an ECI-H with different λ values, in which the ECI-H achieves the
best averaged accuracy when λ = 0.20 in both Yahoo!-to-Google and Google-to-Yahoo!
cases.
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Table 5. The accuracy of the hierarchical and the ECI-H catalog integration from Yahoo! to
Google

Category Autos Movies Outdoors Photo Software Avg. Accuracy
Test Doc. No. 451 1374 226 222 723
Hierarchical (λ=0) 80.04% (361) 90.47% (1243) 81.42% (184) 63.96% (142) 89.63% (648) 81.10%
λ=0.05 94.24% (425) 93.45% (1284) 92.48% (209) 78.83% (175) 89.49% (647) 89.70%
λ=0.1 95.34% (430) 96.80% (1330) 96.46% (218) 88.29% (196) 91.98% (665) 93.77%
λ=0.15 95.79% (432) 97.53% (1340) 96.46% (218) 88.74% (197) 92.12% (666) 94.13%
λ=0.2 95.79% (432) 97.74% (1343) 95.58% (216) 89.19% (198) 92.39% (668) 94.14%
λ=0.3 95.57% (431) 97.74% (1343) 95.58% (216) 87.39% (194) 91.70% (663) 93.59%
λ=0.4 95.12% (429) 97.67% (1342) 96.46% (218) 86.04% (191) 90.87% (657) 93.23%
λ=0.5 94.46% (426) 97.53% (1340) 95.58% (216) 85.59% (190) 90.32% (653) 92.69%
λ=0.6 94.24% (425) 97.45% (1339) 94.69% (214) 85.14% (189) 90.04% (651) 92.31%
λ=0.7 94.24% (425) 97.31% (1337) 92.04% (208) 84.68% (188) 89.76% (649) 91.61%
λ=0.8 93.79% (423) 97.16% (1335) 91.15% (206) 85.14% (189) 89.63% (648) 91.37%
λ=0.9 93.79% (423) 97.09% (1334) 88.94% (201) 86.49% (192) 89.63% (648) 91.19%
λ=1 93.57% (422) 97.09% (1334) 88.94% (201) 85.14% (189) 89.63% (648) 90.87%

Table 6. The accuracy of the hierarchical and the ECI-H catalog integration from Google to
Yahoo!

Category Autos Movies Outdoors Photo Software Avg. Accuracy
Test Doc. No. 412 1415 194 212 691
Hierarchical (λ=0) 82.04% (338) 72.37% (1024) 78.35% (152) 61.32% (130) 77.57% (536) 74.33%
λ=0.05 93.20% (384) 90.04% (1274) 94.85% (184) 82.08% (174) 91.90% (635) 90.41%
λ=0.1 93.93% (387) 93.36% (1321) 98.45% (191) 87.26% (185) 94.36% (652) 93.47%
λ=0.15 94.17% (388) 93.85% (1328) 98.45% (191) 88.68% (188) 94.21% (651) 93.87%
λ=0.2 93.93% (387) 93.99% (1330) 98.45% (191) 89.62% (190) 94.07% (650) 94.01%
λ=0.3 93.69% (386) 94.06% (1331) 98.45% (191) 90.09% (191) 93.92% (649) 94.04%
λ=0.4 92.23% (380) 93.92% (1329) 97.42% (189) 88.68% (188) 93.63% (647) 93.18%
λ=0.5 91.02% (375) 94.06% (1331) 97.42% (189) 87.74% (186) 93.49% (646) 92.75%
λ=0.6 90.53% (373) 94.06% (1331) 96.91% (188) 87.26% (185) 93.34% (645) 92.42%
λ=0.7 89.81% (370) 94.06% (1331) 95.88% (186) 86.32% (183) 93.20% (644) 91.85%
λ=0.8 89.56% (369) 94.06% (1331) 95.36% (185) 85.38% (181) 93.05% (643) 91.48%
λ=0.9 89.56% (369) 94.13% (1332) 95.36% (185) 84.43% (179) 93.05% (643) 91.31%
λ=1 89.56% (369) 94.13% (1332) 95.36% (185) 84.43% (179) 93.05% (643) 91.31%

Fig. 6 and Fig. 7 separately depict the best averaged performance of the flattened,
ECI-F, hierarchical, and ECI-H schemes for the catalog integration from Yahoo! to
Google and the catalog integration from Google to Yahoo!. In both Fig. 6 and Fig. 7,
the best averaged accuracy of ECI-F is achieved when λ = 0.15, and the best averaged
accuracy of ECI-H is achieved when λ = 0.20. According to the results, the best av-
eraged accuracy of the ECI-F and ECI-H is both over 94% for the catalog integration
from Yahoo! to Google and the catalog integration from Google to Yahoo!. Moreover,
the accuracy improvement of a flattened structure is boosted over 11% on average, and
the accuracy improvement of a hierarchical structure is boosted over 16% on average.

The results show that the integration accuracy with the ECI scheme is much better
than the original integration scheme. Even though the test documents are only with the
label information, that is, the value of λ = 1, the integration accuracy is still better than
the original catalog integration schemes. The result indicates that using the ECI scheme
to extract the source label information and the conceptual relationships from the hier-
archical thesaurus strongly affects the integration accuracy because most of the labels
are mainly the positive training features in the category classifiers. Besides that, the
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Catalog Integration from Yahoo! to Google
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Fig. 6. The accuracy performance from Yahoo! to Google

Catalog Integration from Google to Yahoo!

0%

20%

40%

60%

80%

100%

Autos Movies Outdoors Photo Software

Flattened

ECI-F

Hierarchical

ECI-H

Fig. 7. The accuracy performance from Google to Yahoo!

classifiers are further enhanced with the native category label information of λ = 0.05,
and thus the ECI scheme can greatly boosts the accuracy of Web catalog integration.

6 Conclusions

Catalog integration is an important issue in current digital content management and
e-commerce applications. In this paper, we have addressed the problem of integrating
documents from a source catalog into a destination catalog. This paper also reports our
studies on the effects of an enhanced catalog integration to boost the integration accu-
racy. By exploiting the hierarchical relationships between categories and subcategories,
the improvement of integration accuracy is very promising. The ECI scheme has been
employed in both a flattened structure and a hierarchical structure, and the accuracy per-
formance is greatly improved. It shows that our ECI approach consistently boosts the
SVM classifiers in catalog integration, and the improvement of a hierarchical structure
is more obvious than a flattened one.

This study is still on the first stage to apply an enhanced catalog integration to both
a flattened structure and a hierarchical structure. There are still some issues left for
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further discussion. For example, a systematical mechanism to finding a better kernel
function is a more difficult problem but can investigate the power of SVM. Besides
that, other advanced classifiers (e.g. Maximum Entropy model) still need to be further
studied and employed in hierarchical catalog integration. To conclude, we believe that
the accuracy of catalog integration can be further improved with appropriate assistance
of more effective auxiliary information and classifiers.
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Abstract. With the popularity of reading news online, the idea of as-
sembling news articles from multiple news sources and digging out the
most important stories has become very appealing. In this paper we
present a novel algorithm to rank assembled news articles as well as
news sources according to their importance and authority respectively.
We employ the visual layout information of news homepages and ex-
ploit the mutual reinforcement relationship between news articles and
news sources. Specifically, we propose to use a label propagation based
semi-supervised learning algorithm to improve the structure of the re-
lation graph between sources and new articles. The integration of the
label propagation algorithm with the HITS like mutual reinforcing al-
gorithm produces a quite effective ranking algorithm. We implement a
system TOPSTORY which could automatically generate homepages for
users to browse important news. The result of ranking a set of news col-
lected from multiple sources over a period of half a month illustrates the
effectiveness of our algorithm.

1 Introduction

According to a recent survey conducted by Nielsen/NetRatings [12], online news-
papers have enjoyed double-digit year-over-year growth last year, reaching one
out of four Internet users. This should not be astonishing considering the ad-
vantages of online news as said by Peter Steyn of Nielsen/NetRatings, “. . . it
provides a different perspective and greater depth of information — statistics,
pictures, interactive maps, streaming video, and analyst comments”. This kind
of growth spurt urges the necessity for efficient organization of large amount of
news articles available online. As the traditional process of reading one news-
paper after another and selecting relevant stories has become inefficient or even
infeasible in this environment, the idea of assembling news articles from multiple
sources and digging out the most important stories seems to be very appealing.
In this paper, we tackle this challenging problem of automatically ranking news
stories assembled from multiple news sources according to their importance.
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It is not easy to identify important news, as each person may have his/her
own interest on news events, and each news source may also have its own pref-
erence when reporting news. Measuring the importance of news is inherently a
subjective problem. However, one of the major advantages of assembling news
from multiple sources is that it allows for the integration of different opinions
and could provide unbiased perspective on the most important events currently
occurring or happened during a specified period of time.

Generally speaking, important news event is usually covered by multiple news
sources. Besides, important news always occupies a visually significant area on
the homepage. The visual significance of a piece of news on the homepage can be
regarded as the recommendation strength of the news presented by the source.
However, the authority of different sources is not the same. News sources with
high reputation generally recommend news with proper strength, while oth-
ers may have certain kinds of local preference. News presented by authoritative
sources with highlighted visual representation is more likely to be important. And
a news source which issues a lot of important news is expected to be authorita-
tive. Thus the authority of the news sources and the importance of news exhibit
a mutual reinforcement relationship, which is quite similar with the relationship
between hub pages and authoritative pages in a hyperlinked environment [1].

A primary difference between our problem and the structure of a hyperlinked
environment is that news pages are always only pointed to by the homepages
they belong to, which will crash the HITS algorithm. Fortunately, different news
pages are not absolutely independent. They may cover the same or related news
events. Based on this implicit relationship between news articles, we propose to
use a label propagation based semi-supervised learning algorithm [2] to predict
a news site’s recommendation strength on the news articles that are issued by
other sites. The local and global consistency property of this label propagation
algorithm guarantees a quite smooth and precise prediction. Integration of the
label propagation algorithm with the HITS like mutual reinforcing algorithm
produces a reasonable ranking of assembled news articles as well as news sources.

The rest of this paper is organized as follows. In Sect.2, we introduce some
related works both from commercial and academic communities. In Sect.3, we
explain in detail our algorithm for ranking news articles and news sources. We
describe the system TOPSTORY which is built to validate our algorithm in
Sect.4. Experiment results are presented in Sect.5. Finally, we conclude in Sect.6.

2 Related Works

Many commercial news search engines are already available for indexing online
news. Google news [13] gathers and indexes news information from more than
4,500 sources worldwide. In addition to keyword search, it also provides the
ability to browse categories of news where headlines are assembled and ranked
automatically. Besides, related news articles are grouped to better present re-
ports on the same story from different organizations. Yahoo news [14] performs
similar service on more than 5,000 sources. Unlike Google news, the articles
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and sources are hand-assembled by Yahoo editors and no clustering technique
is applied. MSN has also issued its news search service known as Newsbot [15].
What set Newsbot apart from other news aggregators are the history and per-
sonalization features designed to help users easily find news relevant to their
own interests. However, the information on how commercial news search engines
rank news articles is very limited. We only learn that many different metrics
have been employed for determining the prominence of news articles such as the
importance of the source, timeliness of the article and its relation to other stories
in the news currently. We take in account these factors in designing our news
ranking algorithm.

The problem of organizing news articles in a meaningful manner to facilitate
user navigation has also been exploited in the academic scenario. A research
program called Topic Detection and Tracking (TDT) [3] investigates a variety
of automatic techniques for discovering and threading together topically related
material in streams of data such as newswire and broadcast news. However,
it doesn’t address the problem in the current web environment where multiple
streams of data come across. And ranking is not involved in its formally defined
research tasks. There are also many other works which focus on organizing news
articles such as summarizing clusters of related news articles [10], providing
personalized news [11] and etc.

The first academic discussion on the news ranking problem is addressed by
Gianna M. Del Corso et al. in [4]. They proposed a framework to rank a stream
of news articles and a set of news sources. Quite similar to our work, they also
utilize the mutual reinforcement between news articles and news sources as well
as the clustering character of important news. However, they did not take in
account the different visual significance of news items on the homepages, which
is an extremely valuable metric for evaluating importance of news. In [5], the
relationship between homepages, news and latent news events was modeled by
a tripartite graph. A hybrid model was presented to identify important news,
which combined the mutual reinforcement relationships between homepages and
news articles and between news articles and news events. However, the combi-
nation process can be regarded as using a very näıve method to predict a news
site’s recommendation strength on news articles that are not issued by it. The
imprecision of the prediction would degrade the overall ranking algorithm.

3 Ranking News Articles and News Sources

3.1 A Graph Model for News Articles and News Sources

Generally speaking, news sources usually maintain a set of homepages which
serve as portals for users to access the news articles. Accordingly, news articles
are categorized and their titles are listed on the corresponding homepages. The
relationship between news articles belonging to a certain category (World, Busi-
ness, Sports, etc) and their sources can be represented by a graph G = (V, E)
where V = S ∪ N and E = Ee ∪ Ei (Fig. 1). S = {s1, · · · , sm} is the set of
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vertices corresponding to news sources and N = {n1, · · · , nn} represents news
articles. E is the set of edges which indicate the relations between vertices.

N

S

Ei

Ee

...

...
Fig. 1. A graph model for news articles and news sources

The set of edges Ee describe the explicit linkage relation between news sources
and news articles. An simple and intuitive method for expressing this relation-
ship is to use a binary function where eij = 1 if the homepage of si points to the
news article nj , else let eij = 0. This definition only captures the linkage rela-
tionship and treats every link equally. However, news articles are not randomly
listed on each homepage. Instead, they are usually carefully arranged by human
editors who would assign different visual strength to the titles based on their
evaluation of the importance of the news. The title of the most important news
is usually put on the top of the page, accompanied by an image and a paragraph
of abstract text, while the less important ones are only represented by the title
(see Fig. 4 for example). This kind of difference in representation reflects editor’s
recommendation and ranking of important news, which should be very helpful
when considering our ranking problem. Therefore, a more meaningful manner
is to use a real-valued function to characterize more accurately the relation be-
tween news sources and news articles. Accordingly, we define a matrix Qm×n

where qij represents the recommendation strength of nj by si.
Besides the explicit linkage, a kind of implicit relation lies between news ar-

ticles. News is generally triggered by events happened in the world. Different
articles from different sources may cover the same or related events. However, as
news event detection in news corpus is not a simple task and has not been well
resolved yet, a more reasonable method is to use similarity relation to describe
this fact. The measure of similarity between text documents has been extensively
studied in IR community. The more similar the news articles, the more probably
they are reporting the same event. The set of edges Ei represent this relationship
accompanied by a matrix An×n where aij indicates the similarity between news
articles ni and nj . We use the popular Vector-Space-Model (VSM) to measure
the similarity in this paper.

3.2 Homepage Model

While our initial focus is primarily on ranking news articles, the reputation of
news sources and homepages also varies a lot. Homepages of some sources are
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more authoritative than others. An interesting fact is, the authority of news
sources and the importance of news exhibit a mutually reinforcing relationship.
News posted by more authoritative sources with prominent visual representation
is more likely to be important. And authoritative sources are expected to recom-
mend important news more reliably. This kind of property between news sources
and news articles is extremely similar with the relationship between Web hubs
and authorities identified by HITS algorithm [1]. We associate each source with
a nonnegative authority weight ws

i and each piece of news with a nonnegative
importance weight wn

i . We maintain the invariant that the weights of each type
are normalized so their squares sum to 1:

∑
i (ws

i )
2 = 1 , and

∑
i (wn

i )2 = 1 . Nu-
merically, it is natural to express the mutually reinforcing relationship between
news and sources as follows:

wn ← QT × ws , (1)
ws ← Q × wn . (2)

Unlike the model in [5], we don’t normalize Q in (2) here, as we find out that the
number of news a source presents should be an important factor when ranking
homepages. Besides, according to our experiment, the ranking result of the news
sources does not completely depend on the number of news articles they present
even without normalization.

These two operations are the basic means by which ws and wn reinforce each
other. The desired equilibrium values for the weights can be reached by applying
(1) and (2) in an alternating fashion while maintaining the normalization con-
ditions. It is expected that ws converges to the principal eigenvector of Q × QT

and wn converges to the principal eigenvector of QT × Q.
Let B = QT ×Q with its entries bij =

∑m
l=1 qli×qlj . We note that bij �= 0 if and

only if the news articles ni and nj are issued by the same source, which is not the
case for most pairs of news articles under this multi-source environment. If the
news articles are arranged according to the sources they belong to, then B should
be a block diagonal matrix. The eigenvectors of block diagonal matrices are the
eigenvectors of the blocks, padded with zeros. As a result, only a set of news
articles from a certain source have non-zero values in the principal eigenvector
of B. So is the case for ws. It fails to achieve our original goal of ranking news
articles from multiple sources as well as ranking the sources.

3.3 Label Propagation Based Recommendation Strength Prediction

The homepage model does not work out due to the sparseness of the matrix
Q. It is quite similar with the data sparse problem in collaborative filtering if
we regard each news source as a user who rates the importance of the news.
The problem is, each piece of news is only rated by the site it belongs to and
the intersection of the sets of news rated by different sites is extremely small.
Fortunately, the news articles are not absolutely independent. They associate
with others through the latent news events because different articles may cover
the same or related affairs. We have used similarity relationship to model this
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property in Sect.3.1. Given a site’s ratings on a set of news which are the visual
significance of the news on the homepage, it is possible to predict its ratings on
the news articles that are issued by other sites.

Given a set of news articles N = {n1, · · · , nn}, the recommendation strength
of the first l pieces of news are labeled by a site, let y(i) = yl(i), i = 1, . . . , l. We
intend to predict the unknown recommendation strength on the rest pieces of
news, i.e. y(i) = yu(i), i = l + 1, . . . , n by using the known label information yl

and the similarity information among news articles.
Recently, Zhou et al. [2] proposed a label propagation based semi-supervised

learning algorithm, which works by representing labeled and unlabeled examples
as vertices in a graph, then iteratively propagating label information from any
vertex to nearby vertices through weighted edges, and finally inferring the labels
of unlabeled examples after the propagation process converges. This label propa-
gation algorithm is motivated by a local and global consistency assumption. And
the learned labels are sufficiently smooth with respect to the intrinsic structure
collectively revealed by labeled and unlabeled vertices. It has been applied to
many problems such as digit recognition, document classification [2] and image
retrieval [6] and has been proven to work quite well. We investigate this label
propagation algorithm for our recommendation strength prediction problem.

Let y0
u(i) = 0, i = l + 1, . . . , n. The algorithm is as follows:

1. Two news articles ni and nj are connected by an edge if ni is among nj ’s k
nearest neighbors or if nj is among ni’s k nearest neighbors;

2. Form the affinity matrix W defined by wij = exp
[−d2(ni, nj)/σ2

]
if there

is an edge linking ni and nj . d(ni, nj) is the distance between ni and nj and
is defined by d(ni, nj) = 1 − aij . Let wii = 0;

3. Normalize W symmetrically by L = D−1/2WD−1/2 where D is a diagonal
matrix with entries dii =

∑n
j=1 wij ;

4. Iterate (3) until it converges where t is iteration index and α ∈ [0, 1];

yt+1
u (i) =

l∑
j=1

Lijyl(j) + α

n∑
j=l+1

Lijy
t
u(j) . (3)

5. Let y∗
u denote the limit of the sequence {yt

u}. Assign y∗
u as the recommen-

dation strength of the unlabeled news, i.e. y(i) = y∗
u(i), i = l + 1, . . . , n.

Here, the scaling parameter σ2 controls how rapidly the affinity wij falls off
with the distance between ni and nj. The matrix W fully specifies the data
manifold structure. In the update scheme of (3), each piece of unlabeled news
receives recommendation information from its neighbors, including both of the
labeled news and other unlabeled news. The parameter α ∈ [0, 1] is used to
control the recommendation strength received from unlabeled neighbors.

This algorithm has been proven to converge to a unique solution [2]:

y∗
u = lim

t→∞ yt
u = (I − αLuu)−1

Lulyl , (4)
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where I is a (n − l) × (n − l) identity matrix. Luu and Lul are acquired by
splitting matrix L into 4 blocks after the lth row and column:

L =
[

Lll Llu

Lul Luu

]
. (5)

According to (4), the initialization of y0
u does not affect the solution y∗

u.
Although y∗

u can be expressed in a closed form, for large scale problems, the
iteration algorithm is preferable due to computational efficiency. Using Taylor
expansion, we have

y∗
u = (I − αLuu)−1

Lulyl

=
(
I + αLuu + α2L2

uu + · · ·)Lulyl

= Lulyl + αLuu (Lulyl) + αLuu (αLuuLulyl) + · · · . (6)

According to (6), y∗
u can be regarded as the sum of a serious of infinite terms.

The first term spreads the recommendation strength of the labeled news to their
nearby vertices, the second term spreads the strength further, and so does the
third term etc.

3.4 Comparing with Previous Work

In [5], the relationship between homepages, news and latent events was modeled
by a tripartite graph, and a hybrid model was proposed which combined home-
page voting model and cross-site similarity model to identify important news as
shown in (7) and (8):

wn ← A × wn ← A × QT × ws , (7)

ws ← K × Q × wn , (8)

where A is the similarity matrix as defined previously. K = diag(ki) is a nor-
malization matrix with entries ki = 1/

∑
j q2

ij . The major difference between the
hybrid model ((7) and (8)) and the homepage model ((1) and (2)) lies in that
in (7) a new matrix P = A × QT is used to substitute the original matrix QT

in (1). Let {v1, v2, · · · , vm} be the column vectors of QT and {v′
1, v

′
2, · · · , v′

m}
be the column vectors of P . vi is the recommendation strength of the ith site
on news articles with nonzero values on the news it presents and zeros on other
news. The nonzero values of vi also constitute the initial labels yl that we use
in our label propagation algorithm. We can regard the operation v′

i = A × vi as
another method of predicting unknown recommendation strength. The compo-
nents of v′

i are defined as the weighted sums of the known strengths where the
weights are the similarities between news articles. Besides, the known strengths
are also updated based on the same criteria. Comparing with the label propaga-
tion algorithm, it looks quite like that this criteria stops the iteration process of
(3) at t = 1 with α = 1. It is obviously not an equilibrium state and it does not
possess the local and global consistency property of label propagation algorithm.

We summarize our integrated ranking algorithm in Fig. 2.
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Iterate (Q, A, k)
Qm×n : a source vs news matrix
An×n : a news vs news matrix

k : a natural number
For each row of Q, use the label propagation algorithm to

predict the site’s recommendation strength on the news that are
not issued by it. Let Rm×n be the new source vs news matrix.

Let z denote the vector (1, 1, · · · , 1) ∈ IRn .
Set wn

0 = z .
Set ws

0 = z .
For i = 1, 2, . . . , k

wn
i ← RT × ws

i−1 ,
ws

i ← Q × wn
i−1 ,

Normalize wn
i , ws

i .
End
Return (wn

k , ws
k) .

Fig. 2. Integrated ranking algorithm

4 TOPSTORY System

We have implemented a system named TOPSTORY to verify our algorithm (see
Fig. 3). It monitors a set of news sources and crawls their homepages in a certain
frequency. News pages that are linked by these homepages are also crawled when
they are detected for the first time. Useful information in both homepages and
news pages is extracted by parsing the crawled pages and then saved into a
database.

Front Page
Generator

New s
Clus tering

New s Ranking
Periodic al

T ask

Database

Parser Craw ler

W eb
Brow ser

T OPST ORY

User Optional Input

Fig. 3. An overview of TOPSTORY system
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The system could interact with users in two ways. Firstly, it periodically
detects latest important news and automatically generates homepages for users
to browse. Secondly, it can also been driven by users’ query. It could detect
the most import news during any time period specified by the users. We also
implement a simple clustering algorithm to group related news into events. These
events are ranked according to the most important piece of news within them.

In the following, we describe how we extract and use the information in home-
pages to compute matrix Q which indicates the visual recommendation strength.

4.1 Recommendation Strength from Homepage

Each homepage is tracked by a set of snapshot pages {St1 , St2 , · · ·} with Sti

denotes the homepage at a specific time ti. Each snapshot presents a set of
news with different visual strength. We use a vision-based page segmentation
algorithm (VIPS) [9] to analyze snapshot’s content structure.

Each snapshot is divided into a set of blocks such that each block is dominated
by a piece of news (see Fig. 4 for example). The visual strength of a block is
mainly determined by its size, position in the page and whether it contains an
image. We use a simple rule to estimate it:

q (Sti , nj) = BlockSize/MaxBlockSize+ (1 − Top/PageHeight)
0.5 × (ContainImage?1 : 0) , (9)

where q (Sti , nj) is the visual strength of news nj in snapshot Sti . BlockSize
is the area of the block. MaxBlockSize denotes the max area of all blocks in
Sti . Top is the position of the top side of the block. PageHeight is the height
of the snapshot page. And ContainImage indicates whether the block contains
an image. Here 0.5 is an empirically chosen weight.

The visual strength of a piece of news may evolve over time. We need to sum-
marize these snapshots to have a global view of how the homepage recommends
it. The summarization rule is actually determined by users’ intention. If a user
wants to browse important news during a time period, for example a week, then
all snapshots in this week should be treated equally. In another case, when a
user wants to know the latest important news, the latest snapshots should be
more important than older ones. We associate weights to snapshots in order to
meet the different information needs of users:

w(Sti) =
{

1 for the first case
1

1+e−a(ti−t0) for the second case . (10)

Here a sigmoid function is used to represent the decaying character of users’
interest. a and t0 are parameters used to control time effect.

For each piece of news, its recommendation strength from a source is the
weighted combination of the visual strength from the homepage’s snapshots that
contain it:

q(si, nj) =

∑
Sti

w(Sti) × q(Sti , nj)∑
Sti

w(Sti)
. (11)
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headline new s

2nd level new s

3rd level new s

Fig. 4. A snapshot of a news homepage

q(si, nj) is further normalized so that the maximum recommendation strength
of each source equals 1.

5 Experimental Results

In this section, we first describe the data set we collected for our evaluation and
the parameter setting in our experiment. Then we present the ranking result
obtained using our algorithm as well as its comparison with other methods.

5.1 Data Set and Parameter Setting

We monitored 9 continuous updated online news sites (see Table 2) for a period
of half a month (from 3/16/2006 to 3/31/2006) and collected about 35, 000 pieces
of news. These news articles are classified in 7 different categories (see Table 1).
And news articles are ranked within each category, as the importance of news
from different category is generally incomparable. For space reason, we will only
report the result of ranking the news belonging to the “World” category in the
following, considering that “World” news is generally most popular.

There are three parameters in the label propagation algorithm: k, σ and α.
The algorithm is not very sensitive to the number of neighbors. We set k = 10
in our experiment. We choose σ = 0.25 experimentally. And α is simply fixed at
0.95, which has been proven to work well in [2].

Table 1. News categories and the corresponding number of news crawled

Category #News Category #News
World 6301 Entertainment 4115
Local 5983 Sports 4865

Business 4990 Health 2459
Sci/Tech 4093
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5.2 Ranking News Sources and News Articles

Table 2 shows the ranking of the news sources with respect to reporting “World”
news over the period of observation. ABC News results the most authoritative
source, followed by REUTERS, CBS and YAHOO. An very interesting fact
is the top two authoritative sources returned by our algorithm, i.e. ABC and
REUTERS, are exactly consistent with the rating given by Newsknife [16] which
rates news sites according to their appearances at Google News [13]. We observe
that even without normalizing Q in (2), the ranking result is not completely
determined by the number of news the sources present. For example, note that
REUTERS is considered more authoritative than BBC although it posts rela-
tively less news.

Table 2. Ranking result of news sources

News source #News
ABC 1451

REUTERS 927
CBS 744

YAHOO 802
BBC 955

NEWSDAY 325
CBC 382
CNN 325

MSNBC 390

We compare the ranking result of our algorithm with two other algorithms.
The first one is the hybrid model proposed in [5]. We omit the normalization
matrix K in (8) when applying this model so as to better focus on comparing
how different prediction methods would influence the overall ranking algorithm.
Another simple and intuitive method for predicting a site’s recommendation
strength on the news that are not posted by it is to find the one-nearest neighbor
of each unlabeled piece of news in the labeled set and take the product of the
nearest neighbor’s recommendation strength and their similarity value as the
recommendation strength of the unlabeled news.

We asked a group of five people to manually assess the importance of top
articles returned by these algorithms. They mainly take in account the relative
importance of the news events these articles report. We define three importance
levels and their corresponding weight values as shown in Table 3. For each article,

Table 3. Importance Level

Importance Level Weight
Very important 3

Important 2
Normal 1
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Table 4. Top ten events during the observation period for the category “World”

Date News Source News Title
3/23 YAHOO Basque ETA Announces Permanent Cease-Fire
3/24 CBS India Offers ’Treaty of Peace’ to Pakistan
3/25 CBS Freed British Hostage Returns Home
3/21 ABC At Least 28 Dead as Insurgents Storm Iraqi Jail
3/19 REUTERS Hamas completes formation of Palestinian cabinet
3/25 NEWSDAY Pressure Grows to Free Afghan Convert
3/17 YAHOO Bolton: U.N. Will Send Iran Strong Signal
3/31 ABC Strong Quakes Kill at Least 38 in Iran
3/21 YAHOO U.S. Calls for New Vote in Belarus
3/17 ABC Violence erupts in French student protests

the average of the five labels is taken as its importance value. The ranking quality
is measured using normalized discounted cumulated gain (NDCG) measure [7].
The results are shown in Fig. 5.

According to Fig. 5, the performance of the hybrid model is worst. As the
frameworks of the three algorithms are quite similar, the major reason for its
degradation is because its predictions on the recommendation strength of un-
labeled news are not accurate. The one step weighted average of labeled values
does not reflect properly how a site would recommend the news issued by other
sites. Besides, the original known visual significance is also altered by this model,
which should not be the case. Our label propagation algorithm performs bet-
ter than the nearest neighbor method. As analyzed by Zhu et al. in [8], the
semi-supervised learning is quite efficient for news data probably because “the
common use of quotations within a topic thread: article n2 quotes part of article
n1, article n3 quotes part of article n2, and so on. Thus, although articles far
apart in the thread may be quite different, they are linked by edges in the graph-
ical representation of the data, and these links are well exploited by the learning
algorithm.” The top ten events returned by our algorithm are listed in Table 4.
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6 Conclusion

In this paper, we have presented an algorithm for ranking assembled online
news articles as well as news sources. We employ the visual layout information
of news homepages and exploit the mutual reinforcement relationship between
news articles and news sources. And we have proposed to use a label propagation
based semi-supervised learning algorithm to tackle the problem of predicting the
recommendation strength of a news site on the articles issued by other sites,
which actually improves the structure of the relation graph between sources
and new articles. This label propagation algorithm works quite effectively on
news data as it naturally exploits the topic thread structure of news articles. By
integration these two algorithms, the performance of our TOPSTORY system
has been improved significantly.

In our future work, we intend to make our ranking algorithm work in an
incremental manner, which is more consistent with the stream character of online
news. And we will increase the scale of our system and make it fit better with
the real web environment.
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Abstract. A minimal approach to Chinese factoid QA is described. It employs 
entity extraction software, template matching, and statistical candidate answer 
ranking via five evidence types, and does not use explicit word segmentation or 
Chinese syntactic analysis. This simple approach is more portable to other 
Asian languages, and may serve as a base on which more precise techniques 
can be used to improve results. Applying to the NTCIR-5 monolingual envi-
ronment, it delivers medium top-1 accuracy and MRR of .295, .3381 (supported 
answers) and .41, .4998 (including unsupported) respectively. When applied to 
English-Chinese cross language QA with three different forms of English-
Chinese question translation, it attains top-1 accuracy and MRR of .155, .2094 
(supported) and .215, .2932 (unsupported), about ~52% to ~62% of monolin-
gual effectiveness. CLQA improvements via successively different forms of 
question translation are also demonstrated. 

1   Introduction 

While IR attempts to retrieve all documents that are relevant to an information need 
expressed as a query, QA has the goal to provide exact answers in order to satisfy a 
question. These are different modes of information access for different needs. English 
QA has been under active investigation since TREC 8 [1]. Chinese QA has been less 
studied and it is, like Chinese IR, considered more difficult because of difficulties in 
word segmentation and syntactic analysis during answer extraction or retrieval.  Re-
cently, both CLEF and NTCIR introduced mono/cross-lingual QA tasks for their 
evaluations. CLQA involves posing a question in language X and extracting answers 
from documents in language Y. Like CLIR, CLQA needs to handle the mismatch 
between the question and collection languages, and a common flexible approach is to 
translate questions, do retrieval and answering in language Y.  

The complexity of QA requires stronger NLP processing than for IR, such as seg-
mentation, POS tagging, parsing, knowledge sources for semantic operations. As 
discussed in [2], off-the-shelf QA systems are rare unlike IR systems. There is advan-
tage to a simpler system that is more portable and easier to manage. For example, 
there are many languages in the world; for a web service offering QA/CLQA in mul-
tiple languages, supporting and upgrading the NLP software is expensive. A simple 
system might be preferred depending on how much effectiveness it can deliver.  
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Researchers have studied CLQA among European languages in CLEF [3], and be-
tween Hindu and English [4]. This may be one of the first attempts at large-scale 
English-Chinese CLQA because evaluated data is not previously available. NTCIR-5 
provides a large collection (~3GB) of BIG-5 encoded newspaper published in 2000 
and 2001, 200 evaluated factoid questions in Chinese and their corresponding English 
counterparts, and their answers [5].  

The paper is organized as follows: Section 2 presents our monolingual QA ap-
proach. Section 3 discusses results of Chinese QA. Section 4 introduces our methods 
of translating English question to Chinese for E-C CLQA. Section 5 discusses results 
of CLQA and comparison with monolingual. Section 6 has our conclusion. 

2   Question-Answering in Chinese 

Our objective is to experiment with a minimal approach to Chinese QA to see how 
much baseline result it can attain, apply it to English-Chinese CLQA, and compare 
their effectiveness within the NTCIR-5 environment. Fig.1 shows a common flow-
chart for QA and CLQA. The top two steps involve preprocessing, translation and are 
different or active for CLQA to produce a query in Chinese. Monolingual QA as-
sumes questions are in Chinese, and just need preprocessing to produce a query qC. 
We divide our QA procedures into several broad steps discussed below. 

2.1   Question Classification 

An important step in QA is question analysis which tries to understand what a ques-
tion wants. In NTCIR-5, answers are limited to nine categories [5]: person, location, 
organization, date, time, money, percentage, ‘numex’ (numbers) and artifact. ‘numex’ 
is any numeric entity other than money and percent; ‘artifact’ represents other objects 
like book titles, product names, etc. We denote a question’s class, CQ, by one of these 
answer categories. Naturally, if one assumes a perfect question classification algo-
rithm, and a question needs a person as answer, then returning a candidate that be-
longs to any other categories would be erroneous. 

In our experiments, two simplifications were made. First, ‘artifact’ category (a) was 
not implemented; an ‘unknown’ class (x) was employed to tag all questions that failed 
to be classified into the other eight types. ‘artifact’-related questions may involve ontol-
ogy assistance and are left for future studies. Second, results of an English question 
classification algorithm (Fig.1-i, Sec.4) are assigned to the corresponding Chinese ques-
tions. This is done so that comparison with CLQA results can be made with one less 
confounding factor. We have a simple Chinese question classifier that is based on usage 
templates of characters/words such as: ‘ ’, ‘( | )( | |…) ( | | |…)’, 
and performs moderately like our English question classifier (Sec. 4.1). 

2.2   Question Preprocessing, Indexing and Retrieval 

The next step, IR processing, is to obtain samples of text that have high probability of 
containing an answer to a Chinese question QC. This has correlation with the probabil-
ity of retrieval units being relevant to the query qC, and our PIRCS probabilistic  



246 K.-L. Kwok and P. Deng 

 

retrieval engine [6] was employed to rank such units. The following three considera-
tions guide our IR processing: a) questions are pre-processed to include double 
weighting of extracted entities to form qC (Fig.1-i): the idea is to improve the focus of 
the query in order to have better retrieval (extraction is described in Sec.2.3); b) bi-
gram and unigram indexing for retrieval (Fig.1-iii): this simple indexing strategy has 
been shown to be as effective as word indexing [6]. Moreover, factoid QA questions 
often contain names. These are difficult to segment accurately, and bigram indexing 
has the advantage of covering such an entity completely for retrieval; c) sentence as 
retrieval unit (Fig.1-iv): it has been shown [7] that the restricted context of a single 
sentence for answer candidates lead to good QA results in English. 

English
Question QE

Chinese
Query qC

Retrieved
Fragments

Chinese Coll.

Ranked
Answers

translate

index &
retrieve

extract 
& score

i) most accurate stage:
as much preprocessing 
as possible

iii) bi-/uni-gram retrieval:
hedge - inaccurate 
representation

ii) multiple translations:
hedge - inaccurate 
translations

iv) sentence output:
more restricted context

v) ranking candidates:
Combine 5 sources of
evidence

preprocess

Chinese
Question QC

retrieval
output

 

Fig. 1. Flowchart for C-C QA and E-C CLQA 

2.3   Answer Candidate Extraction 

From the retrieved sentences, one needs to identify substrings as candidate answers to 
a question. Sophisticated linguistic techniques can be employed to analyze the syntac-
tic and semantic structure of each sentence, and match it with the question in order to 
decide where an answer may be.  Here, we follow the tradition of extracting all possi-
ble answer candidates first [e.g. 8], and rank them later statistically.  For this purpose, 
we employ BBN’s IdentiFinder [9], a COTS software. It is based on prior training and 
HMM decoding, can handle both English and Chinese texts separately, brackets  
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substrings as entities, and tags them into seven of the NTCIR-5 categories except 
‘numex’ and artifact. We augment this with our own numeric extraction module. 
Thus, given retrieved sentences, IdentiFinder extracts many entities whose unique 
entries we denote as ai with tag(ai). All entities extracted by IdentiFinder form a pool 
with their tags, source sentence and other properties (Fig.1-v). These are used in the 
next section for their ranking and answer identification. 

2.4   Answer Candidate Ranking 

The last step (Fig.1-v) in QA is to identify which one in the pool of candidates is the 
correct answer. One may view a candidate ai in sentence Sj as having probability 
P(aiSj|Q) of being an answer and support to question Q. The most likely answer would 
be: a  =  argmaxi  j P(aiSj|Q)  =  argmaxi  j P(ai|SjQ)*P(Sj|Q), where j sums over all 
sentences having ai. This can be cast into a training problem by using Bayes’ inver-
sion if one has sufficient known QA samples. Absent such data, we employ intuitive 
estimation of factors that may proportionately reflect the value of these probabilities. 
P(ai|SjQ) captures the probability of an answer in a sentence for Q; the influencing 
factors include category agreement (Vc), existence-in-question filtering (Vw), prox-
imity to question substrings in Sj (Vp).  P(Sj|Q) is related to sentence retrieval; the 
influencing factors include similarity  between Q and Sj (Vs), and retrieval depth (d). 
Finally, the sum is related to a candidate’s frequency (Vf) in the retrieval list. These 
factors are discussed below and in Sec.3.  

(a) Categorical Evidence  
A most important evidence source is the agreement of a question class CQ with a 
candidate’s tag(ai). Since the determination of these classes may have uncertainty, we 
employ a graded category score Vc for their measure: 

 Vc = 1; //default value 
     if (CQ equals tag(ai) ) 

Vc = Vc1 ; 
     else if (CQ  {p,l,o} and tag(ai)  {p,l,o})  

Vc = Vc2; 
     else  if (CQ  {x} and tag(ai)  {p,l,o}) 

Vc = Vc3; 

with Vc1 > Vc2 > Vc3 > 1.  When the question and candidate’s class agree, the highest 
score Vc1 is given.  When they disagree but both are named entities {p,l,o}, a medium 
matching score (Vc2) is assigned since classification has tendency to mix up the 
named entities, such as identifying a an organization as location. If CQ equals ‘x’ 
(analysis failed), we still assign a small score Vc3 to Vc if tag(ai)  {p,l,o}. We assume 
there is a prior predominance of the {p,l,o} categories for the questions which may 
also be reflected within the failed class ‘x’. Otherwise, Vc = 1, but other factors are 
still active for ranking.  

It is found that Vc1 = 200, Vc2 = 50, Vc3 = 2 can give good results for our monolin-
gual QA. These values (and those below) are estimated by using 3-way cross valida-
tion on our 200 question set with 1/3 as held-out data. The search is rough and most 
likely not optimal. 
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(b) In-Question/In-Web Evidence 
It is usual that a QA question seldom contains the answer explicitly. One can imagine 
questions like “What is the surname of President Bush’s father?”, but these circum-
stances are rare. We assume no such question exists and employ a score Vw to reflect 
this fact: 

     Vw =1;  //default value 
     if (ai matches substring(qC) )  Vw =0;  

This binary evidence score can help eliminate some erroneous candidates. As the 
subheading implies, Vw is meant to capture existence among web expansion terms as 
well. This is done for CLQA (Sec.4.3). For monolingual, web expansion has not been 
found helpful and is not used. 

(c)   Proximity Evidence 
A sentence is retrieved because it has bigrams and/or unigrams covering some key-
words or substrings of the query. If an answer candidate exists in this sentence, we 
assume that the closer this candidate is to these coverings the more probable it is an 
answer.  Suppose multiple coverings are found in a sentence containing one or more 
candidates. For each candidate, a preceding proximity score Vp-pre and a succeeding 
score Vp-suc are accumulated. The pseudo-code for evaluating Vp-pre score follows:  

     Let c  {a Chinese character, a numeric sequence, or an English word}; 
     for (each c preceding a candidate) { 
 x=c; 

while (x matches substring(qC)) { 
    Vp-pre += f(match-length) / g(distance-from-candidate); 
    x = x || next_x; 
} 
c = next_c (no match) or character_after_match; 

      } 

A long sequence (<10) of character/word match will be given higher weight because 
of its length and subsequences. This weight is also a function of the distance of the 
sequence from a candidate. We experimentally found both f(), g() as log(1+match-
length), log(1+distance-from-candidate) are effective for monolingual QA. A similar 
procedure for evaluating Vp-suc is done for coverings appearing after a candidate. The 
final score for proximity is: 

     Vp = 1 + p * (Vp-pre +Vp-suc), with p = 0.5. 

 As discussed before in Sec.2, we keep our approach simple by matching sub-
strings rather than segmented words, and to work with returned sentences only with-
out need for collection information. 

(d) Sentence Similarity Evidence 
If a sentence has high probability of relevance to qC, its candidates may also more 
likely be answers. The proximity score in (c) has part of this accounted through scor-
ing the coverings between sentence and query substrings. Our retrieval system also 
provides a retrieval status value (RSV) for each sentence and reflects the probability 
of relevance through collection and sentence statistics of the bi-/unigrams. For  
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Chinese QA, our experiments show that the returned retrieval rank is helpful. The 
following score Vs is used: 

     Vs = 1/h(rank), with h() being the identity function. 

This not only keeps calculations simple; in certain retrieval situations such as web 
searching, RSV’s may not be available. 

(e) Candidate Frequency Evidence 
Each answer candidate may appear in different retrieved sentences with total occur-
rence frequency f. We assume that the more often a candidate occurs, the more likely 
it is a correct answer based on repeated confirmation. This is independent of prox-
imity or similarity. We employ the following Vf score to capture this information: 

     Vf = 1 + 0.1 * log (f) 

There are uncertainties in every step of our procedure. For example, we do not 
have ‘artifact’ as an answer class. The IR processing is itself fuzzy. Entity extraction 
and question analysis are uncertain. These determine the candidate pool. The func-
tions and assumptions used in the evidence factors for candidate ranking may be unre-
liable. Combination of the five evidence sources by multiplication: V=Vc*Vw* 
Vp*Vs*Vf is used for final ranking. This gives a more effective score for determining 
a candidate’s answer-hood than any other subsets. All the factors do not involve seg-
mentation or syntactic analysis for estimation. 

3   Monolingual Chinese QA Results 

In this section, we present monolingual QA results based on our simple approach and 
compare to other NTCIR-5 results. We also study in greater details the influence of 
retrieval depth and question classification accuracy.  

3.1   Retrieval Depth 

Retrieval depth (Fig.1-iv) refers to the number d of sentences returned from retrieval 
for QA processing. If too few sentences are used, correct answer(s) might not be re-
called, while too many may cause erroneous candidates (fitting the evidence scoring) 
to rank high. Fig.2 plots retrieval depth vs. QA effectiveness.  All five evidence fac-
tors are used.  Here, top-n (n=1,2,5) denote accuracy evaluation based on ‘Correct and 
Document-Supported’ answers for the first n suggestions, while top-nU are based on 
‘Correct including Unsupported’, i.e. the sentence is irrelevant to the question but 
happens to contain the correct answer.  Although the graphs are rather flat, both 
groups show some bimodal behavior (except for top-5U) with peaks at around d=4 
and also around d=13-50. 

For this monolingual environment, the questions are given in original Chinese and 
retrieval is relatively more accurate (compared to CLQA).  When only a few (4) sen-
tences are returned, some easy questions have correct answers within them, and our 
system provides accuracy values of .295 (59 questions correctly answered, one sug-
gestion each), and .36 (72 correct, two suggestions each) for top-1,-2 respectively. 
Mean reciprocal rank MRR=.3381 means that one may expect the first correct answer 
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to appear on average at about the third suggestion. As additional sentences are re-
turned, noisy wrong answers get ranked high and lead to accuracy drop.  However, as 
more variety of sentences (13-50) are returned, more instances of correct answers 
fitting our evidence factors are encountered, and this leads to accuracy rise, some-
times approximating previous peak values. Thus retrieval relevance, which controls 
the order of sentences returned, may not necessarily be compatible with the existence 
of correct answers in returned sentences. The performance at the two approximate 
peak retrieval depths is shown in Table 1a for answers with sentence support.  In 
general, retrieval depth d=4 is better for precision-oriented (i.e. top-1,-2), while d=25 
can be better for recall-oriented (e.g. top-5 accuracy .43) operations. All 13 ‘artifact’ 
questions failed except #97. This has ‘artifact’ answer ‘ which Identi-
Finder tags as ‘person’ and our evidence criteria ranks it best. 
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Fig. 2. Monolingual Chinese QA vs. Retrieval Depth 

If ‘Correct including Unsupported’ answers are also included as right (Fig.2 
dashed-lines), the peaks at d=25 surpass those at d=4 except at top-1U. top-1U accu-
racy is .41 at d=4 vs. .39 at d=25. The highest accuracy value is .75 (at d=100) for 
top-5U, and leads to 126 of the 200 questions having at least one correct answer in top 
5. Table 1b shows the evaluation for the two peaks in greater detail. MRR-U values of 
.4998/.5163 mean a correct answer at position 2 on average approximately.  

As comparison, the NTCIR-5 thirteen (including unofficial) blind Chinese QA runs 
attain top-1 accuracy ranging between .1-.375, with median=.29, and top-1U accuracy 
in the range .105-.445 with median .315 [5]. Our d=4 results are above median but 
worse than the best top-1 (.375) and top-1U (.445) results by 21% and 8% respec-
tively. The best result from ASQA system was achieved with use of NLP tools includ-
ing segmentation and POS tagging, Hownet sense and machine learning[10]. 
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Table 1a,b. Top-1 to Top-5 Monolingual QA Results at Two Retrieval Depths (a) Supported, 
(b) including Unsupported 

(1a) top-1 top-2 top-3 top-4 top-5 MRR 
d=4 .295 .36 .37 .395 .4 .3381 
d=25 .265 .36 .37 .405 .43 .3296 
NTCIR-5 best .375 

NTCIR-5 median .290 
not available 

 

(1b) top-1U top-2U top-3U top-4U top-5U MRR-U 
d=4 .41 .54 .585 .62 .625 .4998 
d=25 .39 .56 .615 .675 .715 .5163 
NTCIR-5 best .445 

NTCIR-5 median .315 
not available 

3.2   Question Classification Accuracy 

Our question classification has accuracy of about 80% as discussed in Sec.4.1.  Here, 
we study effects of better classification. We simulate perfect classification by manu-
ally assigning the correct class tag to each question. Tables 2a,b show these results 
compared to Tables 1a,b.  As can be seen, having perfect question classification only 
buys our system about 5-6% improvements at top-1 and top-2 (d=4) for supported 
answers, and about 7% including ‘Unsupported’.  The improvement rises to >=9% for 
top-1, d=25. Perfect question classification is only part of the story; better selection 
procedures could promote more good answers to top-1 position.  

Table 2a,b. Monolingual QA Results with Perfect Question Classification a) Supported, b) 
including Unsupported 

(2a) top-1 top-2 top-3 top-4 top-5 MRR 
d=4 .31 .38 .39 .405 .405 .3521 

%imprv 5.1 5.6 5.4 2.5 1.3 4.1 
d=25 .29 .375 .39 .425 .44 .3493 

%imprv 9.4 4.2 5.4 4.9 2.3 6.0 
 

(2b) top-1U top-2U top-3U top-4U top-5U MRR-U 
d=4 .44 .58 .61 .635 .635 .5263 

%imprv 7.3 7.4 4.3 2.4 1.6 5.3 
d=25 .425 .595 .645 .7 .73 .5329 

%imprv 9.0 6.3 4.9 3.7 2.1 3.2 

4   English-Chinese CLQA 

Here, one starts with an English question and attempts to obtain a translated Chinese 
query of similar meaning. The English questions are in their most accurate form. We 
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capitalize on this with as much pre-processing as possible (Fig.1-i,ii). This includes 
question classification, entity extraction, and multiple translations. In addition, the 
weighting of the evidence factors are also modified.  

4.1   Question Classification 

An important issue in QA is to discover what a question wants. Since IdentiFinder 
with our own numeric extraction can provide eight of nine required answer categories 
(Sec.2.1) from sentences, we used an unknown class (x) as catch-all for questions that 
failed. Our basic procedure is to detect cue words (e.g.: ‘Who’, ‘When’, ‘Where’, 
‘What’, ‘How’..) in a question, and adjacent meta-keywords (e.g.: how ‘many’, what 
‘city’, how ‘long’). The meta-keywords are obtained from the Cognitive Computation 
Group (University of Illinois, Urbana-Champaign http://l2r.cs.uiuc.edu/~cogcomp/ 
Data/). If this pattern failed, the question is POS tagged by MXPOST 
(http://www.cogsci.ed.ac.uk/~jamesc/taggers/MXPOST.html), followed with Collins’ 
parser (http://people.csail.mit.edu/mcollins/code.html). This identifies a nearest noun 
phrase. Based on the words in the noun phrase, meta-keyword list and simple heuris-
tics, we assign a possible answer class to the English question. 

We tested this classification procedure on a set of training questions (T0001-
T0200), and attains >80% precision. For the test set, it is about 78%. This should be 
more accurate than other QA processes. In contrast, some participants of NTCIR-5 
achieve 92% [10] and 86.5% [11] accuracy. 

4.2   English Question Translation 

For CLQA, one needs to preserve in a translated query the fidelity of the intent in the 
original question. Translation technology from English to Chinese is an approxima-
tion at best. We attempt to overcome this issue by using multiple translations and 
web-based question expansion. One single translation is often brittle because an im-
portant concept may fail to get translated correctly. Systran MT is employed as a 
general English translation tool together with our web-based entity/terminology-
oriented translation (CHINET [12]). The latter mines translation pairs from patterns in 
bilingual snippets returned by using an English name/terminology as keyword in a 
web search engine. It is always current and complements MT nicely.  

For each question, three forms are derived: the raw English question, a named-
entity list extracted via IdentiFinder, and the original statement plus 20 related terms 
using our English query expansion based on Google searching on the web [13]. The 
first form is translated using Systran, producing qC1, the second via our web-based 
translation producing qC2.  The third form is passed through both translation paths, 
producing qC3.  They are concatenated into qC = qC1 U qC2 U qC3. This arrangement 
gives extra weight to entity names that occur in the original question, while terms in 
the question are given higher weight than web-expansion terms. 

An interesting observation is that sometimes the web-expansion terms may contain 
a correct answer (in English) already. Previously, investigators performed indirect 
QA [14] by finding answers from the web, then locate supporting documents from the 
collection. This however may not be as successful in CLQA because the chance of 
obtaining an answer in English pages could be small if the question content is  
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locally-oriented Chinese information. Moreover, a translation of the answer needs to 
be performed correctly. Instead we translate all expanded terms (including potential 
answers) to enhance retrieval results. Later, expansion terms are also used to confer 
evidence of answer-hood for candidates (Sec.4.3). 

Once a Chinese query qC is composed, indexing, retrieval and answer candidate 
pool formation is done similarly as in Sec.2.2-2.3. 

4.3   Answer Candidate Ranking 

The answer ranking procedures need some changes for CLQA. Because retrieval is 
much noisier, most of the parameter values are modified to reflect more uncertainty. 
For Category Evidence (a), Vc1,Vc2,Vc3 were set to 70, 30 and 5. For In-Question/In-
Web Evidence (b), Vw=0,1,2 depending on whether a candidate is present, or absent 
in qC1 U qC2, or absent in qC1 U qC2 but present among web-expansion terms. For 
Proximity Evidence (c), sharper drop-off with distance appears more useful than loga-
rithm and g() was chosen as 1/(distance)2.5.  For Similarity Evidence (d), it is found 
that a different similarity score is helpful:  

   Vs =1+ s*( i=1..5 mi*log(1+i) )/log(1+Ls)/h(rank) 

Here, Ls is the sentence length, mi is the number of overlaps between a sentence and 
qC1 U qC2 of i characters, 1< i <5; s = 20.  This attempts to calculate the content simi-
larity between a question and a sentence by accumulating the character overlaps be-
tween them, and does not need word segmentation, corpus statistics or retrieval RSV. 
For CLQA, retrieval is less accurate; many more sentences need to be returned to find 
answers. This leads to the use of a slower decreasing function h(rank) = rank0.25. 
Moreover, too many sentences cause some common entities like “ ” having too 
high a frequency to adversely influence candidate selection, and the frequency evi-
dence is not used. 

5   English-Chinese CLQA Results 

In this section, we present CLQA results and compare to our monolingual QA and 
other NTCIR-5 results. We also study in greater details the influence of retrieval 
depth, question classification accuracy, and translation effects.  

5.1   Retrieval Depth 

In CLQA, the translated queries lead to less accurate retrieval.  Low retrieval depth is 
not as effective – one needs more sentences to acquire answer candidates with good 
fit to our evidence formulae. Fig.3 shows CLQA results versus retrieval depths using 
four evidence factors (without frequency evidence). Most of the curves are uni-modal 
and attain a maximum at about d~100 (except for top-2U,-5U) to give the best Eng-
lish-Chinese CLQA results (Table 3a,b). 

At accuracies of 0.155 (top-1, supported) to .455 (top-5, including ‘Unsupported’), 
our cross-lingual approach attains 53% and 73% of our respective monolingual QA 
values (Table 1a,b). For top-1, this means getting 31 correct Chinese answers out of 
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200 English questions compared to getting 59 correct if one starts with original Chi-
nese questions instead. Cross-lingual MRR .2094 (supported) vs. monolingual MRR 
.3381 means on average correct answers appear at about the 5th position for CLIR vs. 
at the 3rd position on average for monolingual QA. Thus the loss due to translation is 
substantial. As comparison, seven NTCIR-5 E-C CLQA runs attain top-1 accuracies 
ranging from .03 to .125 with median .075. Our value of .155 improves over the best 
value [15] by 24%. When ‘Unsupported’ are also counted, the top-1 accuracies from 
NTCIR-5 runs range from .04 to .165 with median .095. Our results of top-1U .215 
and top-5U .455 are substantially better. 
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Fig. 3. E-C  CLQA vs. Retrieval Depth 

Table 3a,b. Top-1 to Top-5 E-C CLIR Results (a) supported; (b) incl. unsupported  

(3a) top-1 top-2 top-3 top-4 top-5 MRR 
d=100 .155 .21 .245 .265 .315 .2094 

%mono 53 58 66 67 79 62 
NTCIR-5 best .125 

NTCIR-5 median .075 
not available 

 

(3b) top-1U top-2U top-3U top-4U top-5U MRR-U 
d=100 .215 .285 .335 .385 .455 .2932 

%mono 52 55 57 62 73 59 
NTCIR-5 best .165 

NTCIR-5 median .095 
not available 
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In [8], investigators reported French-English CLQA MRR of 78% compared to 
English QA using ‘lenient’ evaluation. Our corresponding performance is 52%. 
French is more similar to English than Chinese. For English-Hindu CLQA studied in 
[4], the MRR achieved was .25 for 56 questions compared to our result of .2094. 

5.2   Question Classification Accuracy 

The above experiments were repeated by assuming perfect question classification. 
Tables 4a,b show such results compared to Table 3a,b. Except for top-4, improve-
ments are <10%, and reflect similar situations in monolingual where other considera-
tions may be just as important as classification accuracy improvement for this simple 
approach. 

Table 4a,b. CLQA Results with Perfect Question Classification (a) Supported; (b) including 
Unsupported 

(3a) top-1 top-2 top-3 top-4 top-5 MRR 
d=100 .165 .22 .265 .29 .325 .2208 
%imprv 6.5 4.8 8.2 11.3 3.2 5.4 

 

(3b) top-1U top-2U top-3U top-4U top-5U MRR-U 
d=100 .225 .295 .36 .41 .47 .3062 
%imprv 4.7 3.5 7.5 6.5 3.3 4.4 

5.3   Effects of Translation Processes 

For CLQA, translation accuracy has the greatest effect on effectiveness. As discussed 
in Sec.4.2, we used multiple translation and redundancy processes in order to hedge 
wrong results from one single translation. Here, we analyze the contribution of these 
processes to the final CLQA results. 

Fig.4 shows the accuracy, MRR results (same parameters as in Table 3) vs. dif-
ferent translation processes. “1:Systran x2” on the x-axis denotes results using 
Systran MT alone for translation (qC1 U qC1). Here, many entity names are not trans-
lated correctly and results are poor. Top-1 accuracy is only 0.08. When entity-
oriented web-based translation was added “2:1+webtran”, top-1 improved to .09. 
When entities in questions were emphasized by extraction and translated 
“3:2+entity”, top-1 improved to .11. Best results are obtained by including related 
terms via web-expansion “3+webxpan”: ~40% improvement at top-1 to .155. The 
last step “4a:2+webexpan” shows that question entity extraction and translation 
(qC2) is useful in the presence of web-expansion to anchor the retrieved sentences to 
the focus of the original question. Skipping it depresses results somewhat by ~3% 
(top-1=.15). These results show the usefulness of exploiting the source language 
questions. 
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Fig. 4. E-C CLQA Effectiveness vs. Translation Processes 

6   Conclusion 

We present a simple Chinese factoid QA system that does not use explicit word  
segmentation, Chinese syntactic or semantic analysis. It employs a COTS entity ex-
traction software and our retrieval engine, and emphasizes on ranking candidates 
extracted from retrieved sentences via category, in-question/in-web, proximity, simi-
larity, frequency evidence factors together. It attains a medium QA top-1 accuracy of 
.295, top-5 of .43 and MRR ~.33, all are exact answers with sentence support. Accu-
racy has a bimodal behavior with retrieval depth d for monolingual QA. d=4 is best 
for top-1, while d=25 is better for top-5.     

When applied to English-Chinese CLQA it attains top-1 accuracy of .155, .315 for 
top-5, and MRR ~.21, using retrieval depth d=100. These are 53%, 73% and 64% of 
monolingual values, due to question translation inaccuracies and less effective re-
trievals. Three separate translation paths were employed for CLQA to hedge transla-
tion failures: original question with MT, extracted entities with web-translation, and 
original question plus web-assisted expansion terms with both translations. Accuracy 
improves successively with each of these translation processes.  

Like IR systems, a simple QA approach is easier to port to other languages. It can 
serve as a basis for better answer selection techniques to improve and push correct 
answers within top-5 to top-1 position. Future studies include better question classifi-
cation, and the ability to extract artifacts. Additional translation paths or disambigua-
tion techniques are helpful for improving CLQA. Reverse translation of answers back 
to source language is also a necessary future investigation. 

Acknowledgments. We like to thank the anonymous reviewers for their constructive 
comments. 
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Abstract. Many English words appear in Asian language texts, especially in the 
news reports and technical documents. Although a foreign term and its 
counterpart in English refer to the same concept, they are erroneously treated as 
independent index units in traditional monolingual IR. For CLIR, one of the 
major hindrances to achieving retrieval performance at the level of monolingual 
information retrieval is the translation of terms in queries, which are not found 
in a bilingual dictionary. This paper describes the degree to which these 
problems arise in Korean Information Retrieval and suggests a novel approach 
to solve it. Experimental results based on NTCIR and KT-Set test collections 
show that the high translation precision of our approach greatly improves the IR 
performance. 

Keywords: cross-language information retrieval, machine translation, indexing. 

1   Introduction 

For cross-language information retrieval (CLIR), one of the major hindrances to 
achieving retrieval performance at the level of monolingual information retrieval is 
the translation of terms in queries, which are not found in a bilingual dictionary. Such 
terms are also called “out of vocabulary” words (OOV) or unknown words [12]. In 
traditional CLIR approaches, bilingual dictionaries are used to translate queries. New 
words and phrases are constantly introduced and it would be hard to keep updating a 
dictionary to include them all. Approaches such as what we propose in this paper can 
be used to acquire translation knowledge about these terms. 

Mixed use of English and native languages presents a classical problem of 
vocabulary mismatch in monolingual information retrieval (MIR). The problem is 
significant especially in Asian language because words in the native language are often 
mixed with English words. Although English terms and their equivalences in a local 
language refer to the same concept, they are erroneously treated as independent units in 
traditional MIR. Such separation of semantically identical words in different languages 
may limit retrieval performance. For instance, Google search engine indexed 2,220,000 
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Web pages that contain “ ” but not its English counterpart “Samsung”, about 
46,000,000 pages that contain “Samsung” but not “ ” and about 183,000 for both 
of them. A user would expect that a query with either “Samsung” or “ ” would 
retrieve information from all of these three groups of Korean Web pages. Otherwise 
some potentially useful information will be ignored. There should be a semantic 
equivalence relation between them. Furthermore, one English term may have several 
corresponding terms in a different language. For instance, words “ ”, “ ”, 
and “ ” are found in Korean texts, which all correspond to the English word 
“digital” but are in different forms because of different phonetic interpretations. 
Establishing an equivalence class among the three Korean words and the English 
counterpart is indispensable. By doing so, although the query is “ ”, the Web 
pages containing “ ”, “ ” or “digital” can be all retrieved.  

Observing the fact that many specific phrases sometimes appear together with their 
English translation in Web texts, for example, “…  (Roh, MooHyun)….”, it is 
possible to mine the bilingual search-result pages obtained from Web search engines 
to extract proper translations for specific terms which are treated as queries.  

Nagata [10] firstly suggested using the search-result pages for translation of specific 
Japanese terms which had not been registered in the bilingual lexicon yet. He queried a 
search engine with Japanese terms to be translated, and downloaded the top 100 Web 
documents returned from the search engine to find the proper English translations. 
Cheng [1] developed Nagata’s idea to dig out the right translations for specific terms 
from the search-result pages returned by a search engine. Instead of downloading the 
documents listed in the search-result pages, Cheng only employed the snippets 
(including titles and page descriptions) of those documents in the search-result pages. 
Therefore, it greatly reduced the complexity of mining process with a satisfied result.  

While mining the Web to translate words has been studied extensively in the 
existing literatures (e.g. [1] [2] [12]), almost all existing work solely resort to the 
statistical methods on Chinese-English pair. In this paper, we are interested in 
translating Korean specific phrases into English. More specifically, due to the Altai 
language nature of Korean, we integrate the phoneme and semanteme instead of 
statistical information alone to pick out the right translation from the search-result 
pages. Although the technique we developed has values in their own right and can be 
applied for other language engineering fields, we intend to understand to what extent 
information retrieval effectiveness can be increased, especially in Korean 
monolingual IR case when relevant terms in different language are treated as one unit 
in index and the contribution of specific term translation for Korean-English CLIR.

2   Translation of Specific Phrases 

The procedure to translate OOV (out-of-vocabulary)-containing phrases by mining 
the search-result pages can be generally divided into three main steps. Firstly, query 
the search engine with an OOV-containing phrase to retrieve the search-result pages, 
a list of snippets of Web pages containing the phrase. Then, extract candidates as the 
potential English translations from the search-result pages. Finally, select one or more 
candidates as right translations for the OOV by statistical, phonetic, and semantic 
models. While the main thrust of the procedure can be applied to other languages like 
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Chinese and Japanese, we are only focusing on Korean language in this paper and 
deal with Chinese in [8] where similar techniques are applied to resolve concept 
unification for IR.  

3   Querying the Search Engine 

We query the search engine, Google, with an OOV term to retrieve the snippets of 
Web pages containing both the term and its translation. However, not all the snippets 
of these Web pages contain both the term and its translation as in the example in 
Introduction Section; only 183,000 Web pages contain both “ ” and its counterpart 
“Samsung” whereas 2,220,000 pages contain “ ” only. In order to obtain Web 
pages with both the OOV query term and its English translation at high ranks, we need 
to query the search engine with not only the OOV term but also its hint words that 
would co-occur with the target translation. Hint words can be obtained by searching 
the engine with the OOV query term first, selecting the top-n topic-relevant words 
using simple statistics like tf idf× , and translating them into English. 

Our method differs from Zhang’s method [12] that expands the query with one hint 
word at one time and collects all the snippets from several query sessions, in that we 
query the search engine with all the hint words included with an OR operator. This 
strategy not only saves the searching time, but also helps avoiding translation 
ambiguity of individual hint words because the Web pages containing multiple hint 
words are likely to be semantically more relevant than those containing only one. For 
example, an OOV term “ ” (Faust) can be used as the query to the search 
engine to retrieve the top-n topic-relevant words. The top-three candidates are “ ” 
(Goethe), “ ” (introduction), and “ ” (literature). Thus the query with the hint 
words to collect the snippets including translation of “ ” becomes: 
{“ ”+ <“Goethe” or “introduction” or “literature”>}, instead of three 
different queries in Zhang’s approach.  

In this example, “ ” can be translated into “introduction”, “recommendation”, 
“presentation”, “dispersal”, “dispersion”, “dissemination” by Korean-English 
WordNet. While we can choose one based on a sense disambiguation method using 
the other candidate words, we chose to use them all as hint words, expecting that a 
pseudo-disambiguation would occur with the other hint words while searching is 
carried out. The pages retrieved by “Goethe” and “literature” are likely to contain 
“introduction” rather than “dispersion”. In other words, multiple hint words in a query 
would mutually disambiguate themselves and hence the retrieved pages are likely to 
contain the OOV term’s translation.  

4   Translation  

4.1   Extraction of Candidates for Selection 

After querying the search engine with the OOV term and its hint words, the next step is 
to extract English candidates within a window of a limited size, which includes the 
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OOV term, in the snippets of Web texts in the returned search-result pages. Because 
the alignment types of translation pairs are diverse, (e.g. a Korean word “ ” is 
aligned with three English words “mad cow disease”), we should combine English 
words into proper units as candidates, instead of making each single word as 
candidates. There are two typical ways, one is to group the words based on the co-
occurrence information of the words in the corpus [1], and the other is to employ all 
sequential combination of the words as the candidates [13]. Although the first reduces 
the number of candidates, it risks losing the right combination of words as candidates. 
Selecting sequential combination of words actually refuses considering the 
discontinuous word sequences as candidates. For example, in the phrase “President 
George W Bush”, the best 2-word entity is “President Bush”, or perhaps “George 
Bush”, but certainly none of the adjacent combinations (“President George”, “George 
W”, “W Bush”). Therefore, we use not only all adjacent combinations but also the 
discontinuous sequential combinations with skipped words. The maximum number of 
skipped words is 2. The final candidates for the previous example are shown in Table1.  

Table 1. Candidates for translation 

String : “President George W Bush” 
Adjacent sequential combinations Discontinuous sequential  

combinations 
Skip 1 word Skip 2 words President George W Bush 

President George W  
President George  
President 

George W Bush 
George W  
George  

W Bush 
W  
 

Bush 
 
 

President W Bush 
President W 
George Bush 

President Bush 

4.2   Selection of Candidates  

The final step is to select the proper English candidate(s) as the translation(s) of the 
OOV term. We present a method that considers the statistical, phonetic and semantic 
features of the English candidates for selection.  

4.3   Statistical Model 

There are several statistical models to rank the candidates [10][12][13]. In our 
statistical model, we consider the frequency, length and location of candidates 
together. The intuition is that if the candidate is the right translation, it tends to co-
occur with the query term frequently; its location tends to be close to the specific 
term; and the longer the candidates’ length, the higher the chance to be the right 
translation. The formula to calculate the ranking score is 

1

( ) ( , )
( , ) (1 )

max max
ki k i

FL i
len Freq len

len c d q c
w q c α α

−

= × + − ×  

where ( , )k id q c  is the word distance between the English phrase q  and the candidate 

ic  in the k-th occurrence of candidate in the search-result pages. If q  is adjacent to 

ic , the word distance is one. If there is one word between them, it is counted as two 
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and so forth. α  is the coefficient constant, and maxFreq len−  is the max reciprocal of 

( , )k id q c  among all the candidates. 

4.4   Phonetic and Semantic Model 

4.4.1   Phonetic and Semantic Match 
There has been some related work on extracting term translation based on the 
transliteration model [3][5]. Different from Korean-English transliteration that 
attempts to generate English transliteration given a Korean foreign word, our 
approach is a kind a match problem since we already have English candidates and aim 
at selecting the right candidates.  

While the transliteration method is partially successful, it suffers from the problem 
that transliteration rules are not applied consistently. Korean phrase for which we are 
looking for the translation sometimes contains several words that may appear in a 
dictionary as an independent unit. Therefore, it can only be partially matched based 
on the phonetic similarity, and the rest part may be matched by the semantic similarity 
in such situation. 

Returning to the above example, “ ” is matched with “clone” by phonetic 
similarity. “ ” and “ ” are matched with “of” and “attack” respectively by 
semantic similarity. The objective is to find a set of mappings between the English 
word(s) in candidates and the Korean word(s) in a phrase, which maximize the sum of 
the semantic and phonetic mapping weights. We call the sum as SSP (Score of 
semanteme and phoneme). The higher SSP value is, the higher the probability of the 
candidate to be the right translation.   

 

Fig. 1.  Matching based on the semanteme and phoneme 

The solution for a maximization problem can be found using an exhaustive search 
method. If the data we process get really big, however, performance degrades to an 
astonishing extent. As shown in Figure 1, the problem can be represented as a 
bipartite weighted graph matching problem. Let the English phrase, E, be represented 
as a sequence of tokens 1,..., mew ew< > , and the Korean phrase, K, be represented as a 

sequence of tokens 1,..., nkw kw< > . Each English and Korean token is represented as a 

graph vertex. An edge ( , )i jew kw  is formed with the weight ( , )i jew kwω  calculated as 

the average of normalized semantic and phonetic values, whose calculation details are 
explained in the following sections. In order to balance the number of vertices on both 
sides, we add the virtual vertex (vertices) with zero weight on the side with less 
number of vertices. The SSP is calculated:  

n

( )

i=1

SSP=argmax ( , )i ikw ewπω
 

 

the ClonesAttack of
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where π  is a permutation of {1, 2, 3, …, n}. It can be solved by the Kuhn-Munkres 
algorithm (also known as Hungarian algorithm) with polynomial time complexity [9].  

4.4.2   Phonetic and Semantic Weights 
Phonetic weight is the transliteration probability between Korean and English 
candidates. We adopt our previous method in [3] with some adjustments. In essence, 
we compute the probabilities of particular Korean specific phrase, KW, given a 
candidate in English, EW.  

1 1

1 1 1 1 1 1

( , ) ( ,..., , ,..., )

1
( ,..., , ,..., ) log ( | ) ( | )

phoneme phoneme m k

phoneme n k j j j j j j j j

j

EW KW e e k k

g g k k P g g g g P k k g g
n

ω ω

ω + − + +

=

= =  

where 1 1( | )j j j jP k k g g+ +  is computed from the training corpus as the ratio between the 

frequency of 1j jk k +  in the candidates, which were originated from 1j jg g +  in English 

words, to the frequency of 1j jg g + . If 1j =  or j n= , 1jg −  or 1jg + , 1jk +  is 

substituted with a space mark. 
The semantic weight is calculated from the bilingual dictionary. The current 

dictionary we employed for the local languages are Korean-English WordNet and 
LDC Chinese-English dictionary with additional entries inserted manually. The 
weight relies on the degree of overlaps between an English translation and the 
candidate  

semanteme
No. of  overlapping units

w (E,K)= argmax
total No. of   units  

 

For example, given the Korean phrase “ ” (Inha University) and its 
candidate “Inha University”, “University” is translated into “ ”, therefore, the 
semantic weight between “University” and “ ” is about 0.33 because only one third 
of the full translation is available in the candidate. 

Due to the range difference between phonetic and semantic weights, we 
normalized them by dividing the maximum phonetic and semantic weights in each 
pair of the Korean phrase and a candidate if the maximum is larger than zero.  

The strategy for us to pick up the final translation(s) is distinct on two different 
aspects from the others. If the SSP values of all candidates are less than the threshold, 
the top one obtained by statistical model is selected as the final translation. Otherwise, 
we re-rank the candidates according to the SSP value. Then we look down through the 
new rank list and draw a “virtual” line if there is a big jump of SSP value. If there is 
no big jump, the “virtual” line is drawn at the bottom of the new rank list. Instead of 
the top-1 candidate, the candidates above the “virtual” line are all selected as the final 
translations. It is because that a Korean phrase may have more than one correct 
translation. For instance, the Korean phrase “ ” corresponds to two English 
translations “Macau” and “Macou”. The candidate list based on the statistical 
information is “Macau, china, macou …”. We then calculate the SSP value of these 
candidates and re-rank the candidates whose SSP values are larger than the threshold  
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which we set to 0.3. Since the SSP value of “macau (0.892)” and “macou (0.875)” are 
both larger than the threshold and there is no big jump, both of them are selected as 
the final translation. 

5   Experimental Evaluation  

We conducted extensive experiments for phrase translation, query translation in 
CLIR, and indexing for Monolingual IR. We first compared the phrase translation 
approach against other systems. We then examined the impact of our approach in 
CLIR. Finally, we wanted to know the impact of phrase translation on monolingual 
IR, with which terms in different languages are treated as one unit in the index. 

We selected 200 phrases from NTCIR-3 Korean corpus and manually found the 
translations for these phrases as the evaluation data. Table 2 shows the results in terms 
of the top 1, 3, 5 and 10 inclusion rates. “LiveTrans” and “Google” represent the 
systems against which we compared the translation ability. Google provides a 
machine translation function to translate text such as Web pages. Although it works 
pretty well to translate sentences, it is ineligible for short terms where only a little 
contextual information is available for translation. LiveTrans [1] provided by the 
WKD lab in Academia Sinica is the first unknown word translation system based on 
Web mining. There are two ways in this system to translate words: the fast one with 
lower precision is based on the “chi-square” method ( 2χ ) and the smart one with 
higher precision is based on “context-vector” method (CV) and “chi-square” method 
( 2χ ) together. “ST” and “ST+PS” represent our approaches based on statistic model 
and statistic model plus phonetic and semantic model, respectively.   

Even though the overall performance of LiveTrans’ combined method ( 2χ +CV) is 
better than the simple method ( 2χ ) in table 2, the same does not hold for each 

individual. For instance, “Jordan” is the English translation of Korean term “ ”, 
which ranks 2nd and 5th in ( 2χ ) and ( 2χ +CV), respectively. The context-vector 
sometimes misguides the selection. However, in our two-step selection approach, the 
final selection would not be diverted by the false statistic information. In addition, in 
order to examine the contribution of distance information in the statistical method, we 
ran our experiments based on statistical method (ST) with two different conditions. In 
the first case, we set ( , )k id q c  to 1 for all candidates, that is, the location information 

of all candidates is ignored. In the second case, ( , )k id q c  is calculated based on the real 

textual distance of the candidates. As in table 2, the later case shows better 
performance. It also can be observed that “ST+PS” shows the best performance, then 
followed by “LiveTrans (smart)”, “ST”, “LiveTrans (fast)”, and “Google”. The 
statistical methods seem to give a rough estimate for potential translations without 
giving high precision. Considering the contextual words surrounding the candidates 
and the query phrase can further improve the precision but still less than the 
improvement by phonetic and semantic information in our approach.  

The Korean-English CLIR experiments are based on the NTCIR-3 English corpus 
associated with 32 training topics. One topic has four main parts: title, description, 
narrative and keywords relevant to the topic. In our experiment, only the title part was 
used as queries to retrieve the documents from the English document collection 
because the average length of the titles, about 3 terms, is closer to the real situation of  
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Table 2. Overall performance 

Top -1 Top-3 Top -5 Top-10 
Google 46% NA NA NA 

“Fast”
2χ 27% 35% 41.5% 46.5% 

Live Trans “Smart” 
2χ +CV 

21.5% 42% 48% 54% 

ST (dk=1) 25.5% 35.5% 38% 43% 
ST 28.5% 40% 46% 50.5% Our Approach 

ST+PS 87% 88.5% 89% 89% 

user queries. The bilingual dictionary we used is Korean-English WordNet with 
additional entries inserted manually. Using this dictionary, 9 out of 32 Korean queries 
can not find English translation for at least one phrase. Since the Korean terms in the 
query may have many senses, some of the translated terms are not related to the 
meaning of the original query. We used the mutual information [4] to alleviate this 
translation ambiguity problem. Finally, we searched for the documents relevant to a 
translated Korean query as well as an original English query using the Okapi BM25 
[11]. The main metric is interpolated 11-point average precision and mean average 
precision (MAP).  

Four runs are compared to investigate the contribution of lexeme translation in 
CLIR. Since not all of these 32 queries contain phrase(s) containing OOV, we report 
our experimental results in two different cases. In one case, all of the 32 queries are 
used. In the other case, only 9 queries containing phrase(s) with OOV are used.  

1. RUN1 (Google): to provide a baseline for our test, we used Google Translation 
module to translate each Korean queries into English.  

2. RUN2 (Without OOV): Korean queries were translated using a dictionary look-up 
ignoring the phrase(s) containing OOV. 

3. RUN3 (With OOV): Korean queries were translated using a dictionary look-up 
while applying our method to phrase(s) containing OOV. 

4. RUN4 (Monolingual): to provide a comparison with the “ideal” case, we retrieve 
the English documents with the corresponding English queries (titles) provided for 
those Korean titles by NTCIR. 

NTCIR has two different criteria to evaluate the retrieval performance. The first is 
called “Rigid Relevance” where “highly relevant” and “relevant” documents are 
regarded as relevant documents. The second is called “Relaxed Relevant” where 
“highly relevant”, “relevant” and “partially relevant” documents are all treated as 
relevant. The results of this series of experiments are shown in Figure 2~7 based on 
these two criteria. The precision-recall performance on all queries is shown in Figure 2 
and 3. Regardless of which criteria are used between “Relaxed Relevance” or “Rigid 
Relevance”, RUN3 (With OOV) shows better performance than RUN1 (Google) and 
RUN2 (Without OOV), but still performs less than RUN4 (Monolingual). We also 
observed that commercial translation product provided by Google performed almost 
the same as the RUN2 (Without OOV), where the lexemes containing OOV are 
ignored during the word-to-word translation. 

Since not all of these 32 queries contain the specific lexemes, we further carried 
our experiments only with 9 queries containing OOV lexemes. As shown in Figure 4 
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and 5, translating the OOV lexemes using our approach in CLIR (RUN3) shows quite 
similar performance to Monolingual case (RUN4). To our surprise, our approach 
outperformed the monolingual case, especially for high-ranked documents, when we 
used the “Rigid Relevance” criterion.  
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Fig. 2. 11-point precision (Relaxed) Fig. 3. 11-point precision (Rigid) 
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Fig. 4. 11-point precision (Relaxed) Fig. 5. 11-point precision (Rigid) 

In order to understand this situation, we calculated the mean average precision 
(MAP) per query. As shown in Figure 6 and 7, most queries except query 13, 20, and 
27 gave similar retrieval performance between RUN3(With OOV) and RUN4 
(Monolingual). Query 13 ( , “Doomsday thought”) was translated into 
“Eschatology” by our approach. Although it is different from the correct translation 
“doomsday thought” provided by NTCIR, it is still an acceptable translation. 
Unfortunately, only a few documents contain “doomsday thought” and no documents 
contain “eschatology”, resulting in retrieval failure. For query 20 (   

   “The capital tie-up of the Nissan Motor Company and 
Renault”), although it performed more poorly in RUN3 (With OOV) based on 
“Relaxed Relevance” standard in Figure 6, it shows better retrieval accuracy in RUN3  
(With OOV) than RUN4 (Monolingual) based on the “Rigid Relevance” standard in 
Figure 7. Since the “Rigid Relevance” has a more strict rule to select “relevant” 
documents for test judgment, our approach shows a good ability for accurate 
information retrieval. In addition, the performance enhancement before 5-point is 
much higher than the 6~10-point area, that is, our approach performs well, especially 
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for high-ranked documents. For query 27 (   “Macau returns”), it shows 
better performance in RUN3 (With OOV) than RUN4 (Monolingual) on both two 
relevance standards. The corresponding English query of query 27 (  ) 
provided by NTCIR is “Macau returns”, but the translation returned by our approach 
is “macau macou return”. Since “macau” and “macou” are both the right translation 
of the “ ”, this query gave a better result. By applying our approach, the MAP 
of these 9 queries increased about 115% from 0.1484 in RUN2 to 0.3186 with “Rigid 
Relevance” judgment criterion and about 105% from 0.1586 to 0.3228 with “Relaxed 
Relevance” judgment criterion. 
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Fig. 6. MAP of 9 queries (Relaxed) Fig. 7. MAP of 9 queries (Rigid) 

We ran experiments to examine the impact of our OOV handling method on IR. 
The retrieval system is based on the vector space model with our own indexing 
scheme to which the OOV handling part was added. We employed the standard 
tf id f× scheme for index term weighting and idf for query term weighting. Our 

experiment is based on KT-SET test collection [6], which has 30 queries together 
with relevance judgments for them.  

We tested two indexing methods. One was to extract the phrase with OOV 
word(s), which were recognized as index units. The other one was using our approach 
to translate these phrases into their English equivalents if possible, so the phrases and 
their corresponding counterparts were treated as the same index units. The baseline 
against which we compared our approach applied a relatively simple indexing 
technique. It uses a bilingual dictionary to identify index terms. The effectiveness of 
the baseline scheme is comparable with other indexing methods [7]. While there is a 
possibility that an indexing method with a full morphological analysis may perform 
better than our rather simple method, it would also suffer from the same problem 
associated with OOV words, which can be alleviated by our OOV translation 
approach. 

We obtained 9.4% improvement based on mean average 11-pt precision when we 
simply separated phrases with OOV word(s) and used them as index units. 
Furthermore, when we applied our translation approach to the entire phrases with 
OOV words so that a matching occurred between English counterparts, the 
improvement was 14.9% based on mean average 11-pt precision.  
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Fig. 8. Korean monolingual information retrieval performance  

6   Conclusion 

In this paper, we presented our approach to the problem of automatically translating 
Korean phrases containing OOV words into English via Web mining. While our 
current work focused on Korean text, the main thrust of the method is applicable to 
other languages like Chinese and Japanese. We also studied its contribution to 
monolingual and cross-lingual information retrieval. As witnessed by previous 
research as well as in our experiments, translating the OOV words in the query is 
necessary for an effective cross-lingual information retrieval. Due to the wide use of 
English terms in Korean texts, it is useful to treat these English words and their 
corresponding Korean words as a single unit for monolingual IR. Treating terms in 
different languages as one index unit is not only meaningful to English-Korean pairs 
but also to others like English-Chinese or even triplets English-Chinese-Korean. This 
is along the line of work where researchers attempt to index documents with concepts 
rather than words. We would extend our work along this road in the future. 
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Abstract. There are currently many news sites providing online news articles,
and many Web news portals arise to provide clustered news categories for users
to browse more related news reports and realize the news events in depth. How-
ever, to the best of our knowledge, most Web news portals only provide monolin-
gual news clustering services. In this paper, we study the cross-lingual Web news
taxonomy integration problem in which news articles of the same news event re-
ported in different languages are to be integrated into one category. Our study is
based on cross-lingual classification research results and the cross-training con-
cept to construct SVM-based classifiers for cross-lingual Web news taxonomy
integration. We have conducted several experiments with the news articles from
Google News as the experimental data sets. From the experimental results, we
find that the proposed cross-training classifiers outperforms the traditional SVM
classifiers in an all-round manner. We believe that the proposed framework can
be applied to different bilingual environments.

1 Introduction

There are currently many Web news sites providing online news articles. Therefore,
many Web news portals, such as AltaVista News [1] and Google News [2], arise to
provide clustered news categories for users to browse more related news articles with a
consistent interface. With the news clustering services provided by the Web news por-
tals, users can rapidly click the related news links for more comprehensive information.
However, to the best of our knowledge, most Web news portals only provide monolin-
gual news clustering services. Users cannot easily find the related news articles of the
same news event in different languages.

Consider the following example. Fig. 1 shows two news articles of the same story
[3] in English and Chinese separately. The title of the English news focuses on “first
impressions”. However, the meaning of the Chinese title is somehow changed to “fall
in love at first sight”. Although these two titles have similar information semantically
and a reader, say Alice, can speak English and Chinese fluently, she may hardly find
the corresponding Chinese news article from the title of the English news. Furthermore,
Fig. 1 shows another problem existing in most translated news articles. The amount of
information of a news article is likely not equal to that of the correspondingly translated
news article. In Fig. 1, the length of the English article is much longer than that of the

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 270–283, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



A Cross-Lingual Framework for Web News Taxonomy Integration 271

Fig. 1. Two news articles of the same story in two different languages

Chinese article. This example reveals that finding other corresponding news articles in
different languages may help readers get more information.

The above example shows that the integration of two Web news taxonomies in differ-
ent languages can provide Web surfers more abundant information. Such an automatic
integration framework has two advantages as follows. First, it can save much news
searching time resulted from the cumbersome searching procedure in which readers
need to query different monolingual news sources in a trial-and-error manner. Second,
the relevance accuracy can be still maintained no matter from what kind of language
barriers the readers may suffer.

Recently, the Web taxonomy integration problem [4] has been obtained much atten-
tion to integrate the documents in a source taxonomy into a destination taxonomy by
utilizing the implicit source information. In the past few years, many studies have pro-
posed excellent approaches with which the integration accuracy can be highly improved
[4,5,6,7,8,9]. Several classification techniques have been comprehensively studied in
the recent research work, such as enhanced Naive Bayes (e.g. [4]), SVM-based ap-
proaches (e.g. [5,6,9]), and the maximum entropy model (e.g. [8]). Their experimental
results show that improvements can be effectively achieved.

For some researchers as stated in [10], this may be a general cross-lingual infor-
mation retrieval (CLIR) problem for news documents and can be easily solved with
the assistance of some high-quality training resources and high-performance machine
translation tools. However, there are still two major challenges in constructing a frame-
work to perform cross-lingual Web news taxonomy integration. First, since the content
size of the source taxonomy may be very different with that of the destination taxonomy
as shown in Fig. 1, traditional integration techniques may have poor performance. Sec-
ond, the integration problem is more complicated because the viewpoints of the source
news taxonomy may be very different from the viewpoints of the destination taxonomy.
The perceptional differences cannot be dealt with at the translation level.

In this paper, we propose a framework to automatically find the taxonomy mapping
relationships from bilingual news categories with the aids of the semantically over-
lapped information. The proposed framework employs two major past research ob-
servations. First, the performance of clustering prior to translation is better than the
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performance of clustering following translation [11]. This means that documents in the
same language are preferably clustered into monolingual categories first. Then all the
categories are clustered again with translation. Second, the semantically overlapped in-
formation between two categories can be effectively discovered and learnt through a
cross-training approach to find the probabilistic mappings [5]. Therefore, the integra-
tion performance can be improved when the probabilistic mappings are explored.

To the news taxonomy integration problem, our framework considers the mapping
relationships between a source category and a destination category (the category-to-
category mappings) rather than the relationships between a source news article and a
destination category (the article-to-category mappings), usually studied in most of the
traditional Web taxonomy integration research [4,5,6,7,8,9]. This is because we have
observed that even if a less related news article is integrated on the category-to-category
basis, most readers will not notice this less accurate integration. Besides, if the integra-
tion is performed on an article-to-category basis, some highly important news article
may be miss-classified into other categories due to the performance limitation of cur-
rent article-to-category integration approaches [4,5,6,7,8,9]. In this case, the readers
will be confused when they read some totally unrelated but miss-integrated news ar-
ticles. Although the integration on the category-to-category may also incorrectly find
associations, this can be easily controlled with thresholds. Therefore, the cross-lingual
Web news integration problem considered in this paper is to find the mapping relation-
ship of two corresponding categories in different languages.

We have constructed the framework with SVM-based classifiers called SVM-BCT
(Bilingual Cross-Training). We have also conducted several experiments to compare
the accuracy performance of SVM-BCT with that of SVM by 92 manually identified
mappings in a 14-day period. The experimental results show that SVM-BCT can be
tuned to outperform SVM in all cases. If SVM-BCT is not properly tuned, it still has
the same performance as SVM in the worst case.

The rest of the paper is organized as follows. In Section 2, we present the problem
definitions, and briefly review previous related research on Web taxonomy integration.
Section 3 elaborates the proposed cross-training framework. Section 4 describes our
experiments in which English news and Chinese news articles from Google News were
used as the data sets. Section 5 concludes the paper and discusses future directions.

2 Problem Statement and Related Research

Like the definitions in [4], we assume that the integration process deals with two Web
news taxonomies which are in different languages. One taxonomy is the source S in
which the news articles have been classified into m event groups (i.e. clusters) S1, S2,
. . . , Sm. Another is the destination taxonomyD in which the news articles have been also
classified into n clusters D1, D2, . . . , Dn. The integration is to discover the category-
to-category mapping relationships between S and D, i.e. Si → Dj . Optimistically, if
Si and Dj are of the same news event, their feature sets should be completely semanti-
cally overlapped. However, their mapping relationship may not be accurately identified
because of the following two factors: the unbalanced amount of information between S
and D, and the translation mismatches resulted from the perceptional differences.
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There are many approaches proposed for the general taxonomy integration problem.
For example, an enhanced Naive Bayes (ENB) approach is first presented in [4] and
then becomes the baseline for the following research. In [6], a Cluster Shrinkage (CS)
approach is applied to SVM to improve the performance by shrinking the documents
with semantic overlapping. In [7], a co-bootstrapping approach shows its enhancement
by utilizing many weak hypotheses in a co-training procedure. In [9], an iterative SVM-
based (SVM-IA) approach is proposed to improve the classification accuracy by iter-
ative pseudo-relevance feedbacks and exploring auxiliary source information. In [8],
a maximum entropy model is employed to enhance the performance. However, since
these approaches perform the integration process on an article-to-category basis, they
are not suitable for the news taxonomy integration problem.

Our framework uses a bilingual cross-training (BCT) approach adapted from the
cross-training (CT) approach proposed in [5] to solve the taxonomy integration prob-
lem. The CT approach is a semi-supervised learning strategy. The idea behind CT is
that a better classifier can be built with the assistance of another catalog that has seman-
tic overlap relationships. The overlapped document set is fully-labelled and partitioned
into a tune-set and a test set where the tune-set is used to tune the system performance
and the test set is used to evaluate the system. Through the cross-training process, the
implicit information in the source taxonomy is learnt, and more source documents can
be accurately integrated into the destination taxonomy.

3 The Cross-Training Framework

To improve the bilingual Web news taxonomy integration performance, we propose a
bilingual cross-training (BCT) framework with the aids of the source taxonomy infor-
mation. The BCT framework performs the integration process on a category-to-category
basis and is implemented with SVM classifiers.

3.1 The Processing Flow

Fig. 2 depicts the processing flow in the BCT framework. Without the loss of the gen-
erosity, here we use English and Chinese as two language representatives for our bilin-
gual processing discussion in this paper.

In the framework, the classification system first retrieves English and Chinese news
articles from news portals, say Google News or Yahoo! News [12]. Since these news
articles usually have been well-clustered by the news portals, SVM-BCT does not re-
cluster these articles. Because the performance of clustering prior to translation is better
than the performance of clustering following translation [11], SVM-BCT can be bene-
fitted form this observation to process these monolingual clusters.

The preprocessor then parses the Web news, and eliminates unnecessary words, such
as stop-words. After the preprocessing, the source categories are translated into the
target language. To study the effectiveness of SVM-BCT, we further interchange the
source/destination roles. Suppose the Chinese news categories are originally the source
categories. In the role-interchanged experiments, the English news articles will be the
source news articles and translated into Chinese. After the translation process, all the
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Fig. 2. The process flow of bilingual news taxonomy integration in SVM-BCT

source and target news articles are transformed into SVM vectors for further cross-
training classification.

3.2 Parsing and Preprocessing

Since each Web news article is composed of plain text and HTML tags, it needs to be
parsed first to extract useful information. Although several past studies [13,14] show
that considering these HTML tags helps the classification accuracy, the parsing proce-
dure is currently designed in a conservative manner by considering only the plain text
and ignoring the HTML tags. This issue is left for future study.

Both Chinese and English news articles are preprocessed before they are classified
with SVM-BCT. There are four steps for English news articles: (1) tokenization, (2)
stop-word removing, (3) stemming, and (4) generation of term-frequency vectors. Be-
cause there is no word boundary in Chinese sentences, the Chinese articles need to
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be segmented first [15,16,17]. We use a hybrid approach proposed in [18] which can
achieve a high precision rate and a considerably good recall rate by considering un-
known words. The hybrid approach combines a longest match dictionary-based seg-
mentation method and a fast keyword/key-phrase extraction algorithm. With this hybrid
approach, each sentence is scanned sequentially and the longest matched words based
on the dictionary entries are extracted. This process is repeated until all characters are
scanned.

When the fast keyword extraction algorithm is executed, the preprocessor collects
the occurrence frequencies of the terms to determine whether they are keywords. It
first converts the text strings to an ordered list in which each element is either an unseg-
mented Chinese character or a segmented word. If there is an English word in the article,
it is treated as a segmented word and preprocessed as if it is in an English article. Then
the preprocessor will combine two adjacent elements into one longer element if their
occurrence frequencies exceed a predefined threshold. If the frequencies of these two
terms are not higher enough simultaneously, the term which cannot cross the threshold
will be dropped. Therefore, a term is identified as a keyword due to its high-frequency
and the low-frequency neighbors. This process is repeated to find all keywords.

3.3 Translation and Transformation

After the preprocessing, the Chinese and English news articles in each category are
tokenized. Then the Chinese news documents are translated. The translation can be
based on a bilingual dictionary or a well-trained machine translation system. In the
translation, each Chinese word is translated to a set of English terms which are listed
in the bilingual dictionary or derived from the machine translation system. The same
procedure is also applied to the English news articles.

Because our framework is constructed based on discriminative SVM classifiers, each
news article is converted to a feature vector. For each index term in the feature vector, a
weight is associated with the term to express the importance, which could be the term
frequency or its influential factor.

3.4 The Cross-Training Process

From previous studies on the general Web taxonomy integration problem, we find that
if a source article can be integrated into a destination category, there must be a suffi-
ciently large semantic overlap between them. This observation is also common for the
Web news taxonomy integration problem. If an English/Chinese news category can be
associated with a Chinese/English news category, they must be related to the same news
event and there is a sufficiently large semantic overlap. Fig. 3 elaborates this relation.
The semantic overlap can then be iteratively explored and used in SVM-BCT to en-
hance the SVM classifiers. This is the basic concept behind the proposed cross-training
approach as shown in Fig. 4. The target news categories (destination taxonomy) are
used as the training data sets, and the source news categories (source taxonomy) are
used as the testing data sets. The SVM classifiers then calculate the positively mapped
ratios as the mapping score (MSi) to predict the semantical overlapping. The mapping
score MSi of Si → Dj is defined as follows.
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MSi =
Number of the source news articles classified into Dj

Total number of the source news articles in Si
.

For each destination category, the source category with the highest mapping score is
predicted as the associative source news category, and vice versa in the cross-training
process.

Feature Space of the 

Chinese News Category

Feature Space of the 

English News Category

Semantically

Overlapped

Feature Space

English News ReportingChinese News Reporting

The Same News Story

Fig. 3. The relation of the correspondent English/Chinese news categories and the news event

To get more accurate mapping scores, the classifiers are fine-tuned with cross-training.
In the proposed cross-training process, the source news articles are translated into the
target language first. All the news articles in the destination taxonomy are then used as
the training set to build the first-stage SVM-BCT classifiers. Fig. 5 depicts the detailed
process of the cross-training approach. For each destination news category, a source news
category is the associative category only if it has the highest mapping score. This means
that they should be related to the same news event and have semantic-overlapped label
features which appear in the titles.

In SVM-BCT, the semantic-overlapped information is explored by first feeding the
SVM-BCT classifiers with source news articles as test documents to find the prelim-
inary possible mappings. Then we integrate the label information of the associative
target category into the feature vectors of each source document to train SVM clas-
sifiers for next stage. Each vector comprises three parts: SF , the test output, and SL,
where SF is the term features of the source news article, SL is the label features of
the source news event, and the test output contains the label features of the associative
target category. With the predicted mapping information, the discriminative power of
the classifiers of the next stage can be enhanced for the source taxonomy.

At the second stage, the augmented feature vectors are used to train source SVM
classifiers to fine-tune the exploration of the semantically overlapped information. For
controlling the discriminative power of the added semantically overlapped label infor-
mation as in [5], the score of the each feature term in the augmented feature vectors
can be scaled by a factor of f , and the score of each label feature by a factor of 1 − f .
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Fig. 4. The basic concept of the cross-training approach

The parameter f is used to decides the relative weights of the label and term features,
and can be tuned for different application environments. In our current prototype, the
influence of the parameter f is left for future discussion. The augmented feature vectors
are currently calculated for SVM on a TF-IDF basis.

At the third stage, the target term features TF , the target label features TL, and the
semantically overlapped source label features are used to train the third-stage SVM
classifiers. We can then get the fine-tuned classifiers for target categories to obtain the
predicted mapping scores. Generally, this cross-training process can be interchangeably
continued for several rounds to further fine-tune the SVM classifiers.

4 Experimental Analysis

We have conducted several experiments to compare the performance of SVM-BCT with
that of traditional SVM for bilingual Web news taxonomy integration. In the experi-
ments, English news taxonomy and Chinese news taxonomy were used as the represen-
tatives to demonstrate the classification performance of the proposed SVM-BCT frame-
work. The experimental results show that the classification accuracy of SVM-BCT is
higher than that of traditional SVM comprehensively. We believe that the proposed
framework can be applied to different bilingual environments.

4.1 The Experimental Environment

The SVM-BCT framework is currently implemented in Java 5.0 with Eclipse. The seg-
mentation corpus is based on the Standard Segmentation Corpus published by the As-
sociation for Computational Linguistics and Chinese Language Processing (ACLCLP)
[19]. We use SV M light [20] as the SVM tool with a linear kernel.

The bilingual word lists published by Linguistic Data Consortium (LDC) [21] are
the bilingual dictionaries. The Chinese-to-English dictionary ver. 2 (ldc2ce) has about
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120, 000 records, and the English-to-Chinese dictionary (ldc2ec) has about 110, 000
records. In ldc2ce and ldc2ce, each entry is composed of one single word and several
translated words separated by slashes without any indication of the importance. There-
fore, the translated words are treated equally in our experiments.

4.2 The Data Sets

In our experiments, two news portals were chosen as the bilingual news sources: Google
News U.S. version for English news and Google News Taiwan version for Chinese
news. Both the Chinese and English news articles were retrieved from the world news
category from May 10 to May 23, 2005. The experiments were performed on the data
set of each day. Twenty news categories were collected per day. All the English news
articles were translated into Chinese with bilingual dictionaries. The size of the English-
to-Chinese data set is 80.2 Mbytes. All the Chinese news articles were also translated,
and the size of the Chinese-to-English data set is 46.9 Mbytes. Both data sets contain
29, 182 news articles in total.

In the experiments, the mapping relations between the Chinese and English news
reports were first identified manually by three graduate students independently. An
English news category can be associated with a Chinese news category if at least two
students have the same mapping identification. These manually-identified mapping re-
lations were used to evaluate the performance of the bilingual integration systems.
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The experiments were conducted in two ways: Chinese-to-English and English-to-
Chinese. In the Chinese-to-English experiments, the English news taxonomy was first
treated as the training set. To find a correspondent Chinese category (Si) of an English
destination category (Dj), the news articles in Dj were all used as the positive training
examples, and the news articles in the other English news categories were used as the
negative training examples. Then all mapping scores between English categories and
Chinese categories were measured. For each destination English category, the Chinese
category with the highest mapping score was considered the associative category. We
measured the accuracy performance for each day using the correct mappings as the
evaluation data sets, and calculated it by the following equation:

Accuracy =
Number of the mappings correctly discovered

Total number of the correct mappings
,

which is similar to [4]. Accuracy rather than precision or recall is used because the
integration is performed on a category-to-category basis. Apparently, the error rate is
the complement of the accuracy. In the English-to-Chinese experiments, the roles of
two taxonomies were switched.

4.3 The Results

Table 1 lists the experimental results of Chinese-to-English integration and Table 2 lists
the experimental results of English-to-Chinese integration. In Table 1, the average ac-
curacies are from 46.74% to 60.87%. SVM-BCT achieves the best accuracy of 66.67%,
and SVM achieves the best accuracy of 50.00%. From Table 1, we can find that SVM-
BCT outperforms SVM in 13 days. In Table 2, the average accuracies are from 52.17%
to 67.39%. SVM-BCT achieves the best accuracy of 80.00%, and SVM achieves the
best accuracy of 62.50%. From Table 1 and Table 2, we can find that SVM-BCT out-
performs SVM very comprehensively.

In SVM-BCT, label features of the category with the highest mapping score are used
to improve the accuracy performance. However, the predicted mapping score may not
be correct due to classification errors. Therefore, we use a threshold θ to control the
accuracy. Only if the mapping score is greater than θ, the category mapping is regarded
as a correct mapping. In the experiments, we examined θ of different values from 0
to 1.0. If θ = 0, the framework behaves like the original SVM-BCT. If θ = 1, the
framework behaves like the original SVM. In other cases, the framework filters out the
noise information.

Table 3 depicts the results of the Chinese-to-English threshold control and only
shows 5 cases. From the results, we can find that the classifiers achieve the best per-
formance when θ = 0.5. The experiments of the English-to-Chinese threshold control
have the similar results in which the classifiers also achieve the best performance when
θ = 0.5.

4.4 Discussion

According to the experimental results with SVM-BCT and SVM, the accuracy can be
further improved by threshold tuning. We further explored the reasons that hinder the
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Table 1. The experimental results of Chinese-to-English news taxonomy integration

Data Set
Correct

Mappings
SVM SVM-BCT

510 8 4 (50.00%) 5 (62.50%)
511 6 3 (50.00%) 4 (66.67%)
512 8 4 (50.00%) 5 (62.50%)
513 5 2 (40.00%) 3 (60.00%)
514 7 3 (42.86%) 4 (57.14%)
515 7 3 (42.86%) 3 (42.86%)
516 6 3 (50.00%) 4 (66.67%)
517 7 3 (42.86%) 4 (57.14%)
518 6 3 (50.00%) 4 (66.67%)
519 5 2 (40.00%) 3 (60.00%)
520 6 3 (50.00%) 4 (66.67%)
521 8 4 (50.00%) 5 (62.50%)
522 6 3 (50.00%) 4 (66.67%)
523 7 3 (42.86%) 4 (57.14%)

Total 92 43 56
Average 46.74% 60.87%

Table 2. The experimental results of English-to-Chinese news taxonomy integration

Data Set
Correct

Mappings
SVM SVM-BCT

510 8 4 (50.00%) 5 (62.50%)
511 6 3 (50.00%) 4 (66.67%)
512 8 5 (62.50%) 6 (75.00%)
513 5 3 (60.00%) 4 (80.00%)
514 7 4 (57.14%) 5 (71.43%)
515 7 4 (57.14%) 5 (71.43%)
516 6 3 (50.00%) 4 (66.67%)
517 7 4 (57.14%) 5 (71.43%)
518 6 3 (50.00%) 4 (66.67%)
519 5 2 (40.00%) 3 (60.00%)
520 6 3 (50.00%) 4 (66.67%)
521 8 4 (50.00%) 5 (62.50%)
522 6 3 (50.00%) 3 (50.00%)
523 7 3 (42.86%) 5 (71.43%)

Total 92 48 62
Average 52.17% 67.39%

accuracy improvement. From the experiments, we found that the following two issues
are very important to the accuracy performance and need to be future studied. First,
name entity recognition (NER) is a serious issue because the bilingual dictionaries lack
some name entities, such as “Yasukuni Shrine”, which are common in news articles.
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Table 3. The experimental results of Chinese-to-English news taxonomy integration in SVM-
BCT (0.0 ≤ θ ≤ 1.0)

Data set
Correct

Mappings
θ = 0.0 θ = 0.2 θ = 0.5 θ = 0.7 θ = 1.0

510 8 5 (62.50%) 5 (62.50%) 5 (62.50%) 5 (62.50%) 4 (62.50%)
511 6 4 (66.67%) 4 (66.67%) 4 (66.67%) 3 (50.00%) 3 (50.00%)
512 8 5 (62.50%) 5 (62.50%) 6 (75.00%) 5 (62.50%) 4 (62.50%)
513 5 3 (60.00%) 3 (60.00%) 3 (60.00%) 3 (60.00%) 2 (40.00%)
514 7 4 (57.14%) 4 (57.14%) 5 (71.43%) 4 (57.14%) 3 (42.86%)
515 7 3 (42.86%) 3 (42.86%) 4 (57.14%) 3 (42.86%) 3 (42.86%)
516 6 4 (66.67%) 4 (66.67%) 4 (66.67%) 4 (66.67%) 3 (50.00%)
517 7 4 (57.14%) 4 (57.14%) 4 (57.14%) 4 (57.14%) 3 (42.86%)
518 6 4 (66.67%) 4 (66.67%) 4 (66.67%) 4 (66.67%) 3 (50.00%)
519 5 3 (60.00%) 3 (60.00%) 3 (60.00%) 3 (60.00%) 2 (40.00%)
520 6 4 (66.67%) 4 (66.67%) 4 (66.67%) 4 (66.67%) 3 (50.00%)
521 8 5 (62.50%) 5 (62.50%) 6 (75.00%) 5 (62.50%) 4 (50.00%)
522 6 4 (66.67%) 4 (66.67%) 4 (66.67%) 3 (50.00%) 3 (50.00%)
523 7 4 (57.14%) 4 (57.14%) 5 (71.43%) 4 (57.14%) 3 (42.86%)

Total 92 56 56 61 54 43
Average 60.87% 60.87 66.30% 58.70% 46.74%

Because these name entities are excluded from the dictionary, their translations are
completely ignored, and the accuracy is thus lowered. Second, in English and Chinese
language processing, one word may have different transliterations, especially for the
names of people and places. These issues are also left for future study.

5 Conclusions

As the amount of news information explosively grows over the Internet, on-line news
services have played an important role to deliver news information to people. Although
these Web news portals have provided users with integrated monolingual news services,
cross-lingual search still has no effective solutions. If a user wants to find some related
English news articles from a Chinese news article, she needs to surf English news por-
tals and input keywords to query the related news article.

In this paper, we propose a cross-lingual framework with a cross-training approach
called SVM-BCT to get high accuracy performance in finding the mapping relation-
ships between two news categories in different languages. From the experimental re-
sults, we can find that the proposed cross-training approach outperforms the traditional
SVM very comprehensively. We believe that the proposed framework can be applied to
other bilingual environments.

There are still many research issues left for our future work. For example, feature
weighting plays an important role to the system performance. Meaningful features
should be explored and employed for integration. In addition, we only consider the ac-
curacy rate of correct mappings in current experiments. The correct rejection rate needs
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to be further studied for non-overlapped source/destination categories. One of the most
challenging issues is how to translate new words which are created daily due to the fast
changing Web. A better automatic bilingual translation system is needed to fulfill the
requirements of effective term translation for the NER problem and the transliteration
problem.
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Abstract. Recently, some machine learning techniques like support vector 
machines are employed for question classification. However, these techniques 
heavily depend on the availability of large amounts of training data, and may 
suffer many difficulties while facing various new questions from the real users on 
the Web. To mitigate the problem of lacking sufficient training data, in this 
paper, we present a simple learning method that explores Web search results to 
collect more training data automatically by a few seed terms (question answers). 
In addition, we propose a novel semantically related feature model (SRFM), 
which takes advantage of question focuses and their semantically related features 
learned from the larger number of collected training data to support the 
determination of question type. Our experimental results show that the proposed 
new learning method can obtain better classification performance than the 
bigram language modeling (LM) approach for the questions with untrained 
question focuses. 

Keywords: Question Answering, Question Classification, Web Search Results, 
Language Model, Question Focus, Semantically Related Feature. 

1   Introduction 

Open-domain Question Answering (QA) systems are expected to response exact 
answers to a variety of free-formed users’ questions in natural languages. Typically, 
most existing QA systems consist of the following components: question analysis, 
information retrieval, and answer extraction. Question analysis accounts for the 
processes of analyzing a given question, extracting keywords, and determining the 
question type. The process of determining the type of a given question is usually called 
question classification. According to error analysis about QA systems [1], 36.4% of the 
errors were generated by the question classification. Thus, in this paper, we focus on 
dealing with the following problems to improve the performance of question 
classification for a Chinese QA system. 

Traditional regular expression methods using a set of handcrafted patterns are time 
consuming and ineffective to handle classification of questions with unseen 
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(untrained) patterns. To improve such drawbacks, Li [2] propose a statistical language 
model (LM) to enhance the performance of question classification. However, the LM 
approach only using a small number of questions as training data (about 700 questions 
in Li’s report) suffers from the problems of insufficient training data. Recently, a few 
approaches to classifying factoid questions perform well by using effective machine 
learning techniques [3] like support vector machines (SVM) [4], [5], [6], [7]. 
However, these approaches using machine learning techniques heavily depend on the 
availability of large amounts of training questions, and still suffer many difficulties 
while facing various real questions from the Web users. In fact, it is still difficult to 
collect sufficient training questions because most questions currently available is 
generated manually. 

Brill et al. (2002) take advantage of the Web as a tremendous data resource and 
employ simple information extraction techniques for question answering [8]. 
Ravichandran and Hovy (2002) tried to utilize Web search results to learn surface 
patterns for finding correct question answers [9]. Solorio et al. and others improve the 
performance of question classification based on the numbers of the returned search 
results by submitting keywords in questions in combination with all the possible 
question types [5]. 

Different from the aforementioned works, in this paper, we present a simple learning 
method that explores Web search results to collect more training data (sentences) 
automatically by a few seed terms (question answers) of each question type. In 
addition, we propose a novel semantically related feature model (SRFM), which takes 
advantage of question focus (QF) [10] and semantically related features learned from 
the collected training sentences to determine question type. Our experimental results 
show that for the test questions with untrained QFs, the proposed SRFM can obtain 
better performance than the bigram LM approach while mitigating the problem of 
insufficient training data. 

2   Chinese Question Classification 

2.1   Problems 

According to our analyses on the 400 Chinese questions from the task of NTCIR-51 
Cross-Language Question Answering, some interrogative (question) words can be used 
to determine question type directly. For examples, a Chinese question with a 
interrogative word “ ” (who) can be classified as question type PERSON, and “ ” 
(where) can be used to determine question type LOCATION. However, some 
interrogative words can not be used to determine question type, such as “ /

” (which), “ ” (what), because these interrogative words always result in 
ambiguities of question types. Two examples are shown in Table 1. Both questions 
contain the interrogative word “ “ but have different question types: the first one is 
type PERSON, and the other type LOCATION. 

                                                           
1 http://research.nii.ac.jp/ntcir/ 
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The above problem can be solved easily due to the fact that in general, there is a 
indicative keyword near the interrogative word in the question, called question focus 
(QF), that can be used to disambiguate the sense of the interrogative words and determine 
the type of a question. For the examples in Table 1, the QF of the question in the first 
example is “ (company), and the QF of the question in the second example is “

(airport). Another challenging problem is resulted from the case that if we didn’t 
know the QF in a new question, the type of the question may not be determined. 

Table 1. An example showing ambiguity of type of a question with the interrogative word “ “ 
(which) 

 Example 1 Example 2 

Chinese 
Question 

DB2 2001

English 
Translation 

Which company issued DB2 
Database Management Software? 

Which airport was voted as the 
world's best airport in 2001? 

Interrogative 
Word “ “ (which) “ “ (which) 

Question 
Type ORGANIZATION LOCATION 

Table 2. An example showing the question focus and its semantically related features in a 
question 

Chinese Question 
2001

? 

English Translation 
Which writer won the Nobel Prize in Literature 
in 2001? 

Question Focus (QF) (writer) 
Related Verb (RV) (won) 
Related Quantifier (RQ) (a Chinese quantifier, no English equivalent) 
Related Noun (RN) (Prize in Literature) 

2.2   Ideas 

In this paper, we intend to solve the problem of classifying questions without QF 
information. Our idea is that first, some words which have semantically related 
information to QFs in questions may support the lacking QF information like the verbs, 
quantifiers, and nouns in a question. We call these words related verbs (RV), related 
quantifiers (RQ), and related nouns (RN), and think that these semantically related 
features may be easier to be learned using our proposed SRFM based on the abundant 
training data from Web search results (described in Section 3.3). In Table 2, if we didn’t 
learn the word “ ” (writer) which belongs to type PERSON, then we can use the 
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three semantically related features: the RV “ ” (won), the RN “ ” (Prize in 
Literature), and the RQ “ ” (a Chinese quantifier unit for type PERSON, no English 
equivalent) to easily obtain the information of type PERSON for determining the type 
of this question. It is quite possible that they can be trained in advance if these verbs, 
nouns, and quantifiers frequently co-occurred with those name entities labeled by type 
PERSON in Chinese texts. 

3   The Proposed Approach 

Fig. 1 illustrates the architecture of our question classification approach. In the first 
stage, we use a few basic classification rules to handle the simple questions without the 
ambiguous interrogative words. Second, the LM or our proposed SRFM is used to deal 
with the complicated questions that can’t be processed in the first stage. In the 
following, we describe the basic classification rules, the LM and the SRFM in details. 

 
Fig. 1. Architecture of our question classification approach 

3.1   Basic Classification Rules 

To quickly classify some simple questions, we particularly generate 17 basic 
classification rules for four types of questions. These basic rules are shown in Table 3. 
Actually, these rules are very efficient and effective. Table 4 shows three examples. 
The first question “ ? ” (Who is the Finland's first woman 
president?) can be easily determined as the type PERSON according to its interrogative 
word “ ” (who). However, these basic rules are too simple to classify many 
complicated questions correctly as mentioned in Section 2, whereas the complicated 
questions are able to be handled by the language model or our proposed semantically 
related feature model. 

Second Stage First Stage 

Question Question Type 
 

Question Classification 

Basic 
Classification 

Rules 

Language 
Model 

Semantically 
Related Feature 

Model

Training Questions Web Search Results 
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Table 3. Seventeen basic classification rules, where TermNd indicates a word with tag “Nd” (time 
noun), TermNf indicates a word with tag “Nf” (quantifier), and TermVH indicates a word with tag 
“Vh” (stative intransitive verb). We use the CKIP2 tagger (a representative Chinese tagger) to 
label the POS tag of each word in a question. 

Question Type Rule 
PERSON (who), (who) 

LOCATION (where), (where) 

DATE 
(when), (which year), (which month),

(which date), (what)/ (which)/ (which)·TermNd 

NUMBER 
(how many/much), (about), (how many/much),

(ordinal number), (how many/much)·TermNf,
(how)·TermVh 

Table 4. Effective examples of question classification using the basic classification rules 

Question Question Type Rule 
? 

Who is the Finland's first woman president? 
PERSON (who) 

Original 
Quesiton 

 ?  
When did the Korean War 
take place? 

Tagged 
Question 

(Na) (VJ) (P) 
(Nep) (Nd) ? 

DATE (which)·TermNd 

Original 
Quesiton 

 ? 
How old was Confucius when 
he died? 

Tagged 
Question 

(Nb) (VH) (Di) 
(Neu) (Nf) ? 

NUMBER (how)·TermNf 

3.2   Language Model 

To handle the problems of classifying some complicated questions, we initially refer to 
the language modeling approach proposed by Li (2002). The major advantage of 
language model over the basic classification rules is its flexibility, but its current 
drawback is the lack of sufficient training data as mentioned before. When given a 
question Q = q1q2…qn, where qi represents the word in Q. we calculate the probability 
P(Q | C) by the following language models for each question type (category) C and 
select the best possible C with the highest probability. Here we construct the unigram 
and bigram language models for each question type C of training questions: 

)|()|()|()|( 21 CqPCqPCqPCQP n×⋅⋅⋅××= ,                         (1) 

                                                           
2 http://ckipsvr.iis.sinica.edu.tw/ 
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and 
),|(),|()|()|( 1121 CqqPCqqPCqPCQP nn −×⋅⋅⋅××= .                  (2) 

3.3   Learning Question Focus and Semantically Related Features 

We try to use a different training method of only using a certain type of few seed terms 
and explore Web search results to obtain the same performance. 

3.3.1   Collecting Training Data from Web Search Results 
We describe below the process of collecting question focus and semantically related 
features from Web search results. 

1. Collect a few seed terms (e.g. question answers) for each question type. (For 
example, for the type PERSON, we can use some famous person names, such as “

” (Ang Lee), “ ” (Napoleon) and so on, and for type LOCATION, we can 
use some location names, such as “ ” (Singapore), “ ” (New York), etc.) 

2. Submit each seed term to search engines (e.g., Google), and then retrieve a number 
of (e.g., 500) search results. 

3. Extract the sentences containing the seed term, and then use the CKIP tagger to label 
the POS tags for each sentence. 

4. Extract the terms labeled with the POS tag: verbs, quantifiers, and nouns, and then 
take them as the question focuses and semantically related features. 

3.3.2   Question Focus Identification 
The QF of a question provides important information to determine the type of a 
question. We design a simple algorithm to identify QF based on the POS tags and a 
certain of interrogative words, e.g., (what), (what), (which), (which), 
(what), (is), (is). Our algorithm of question focus identification is described below: 

Algorithm. Question_Focus_Identification; 

Input: Question 
Output: Question focus 
1. Use the CKIP tagger to obtain the POS tags of all words in a question. 
2. Determine whether a question contains an interrogative word, if it does, then go to 

step 3, else go to step 4. 
3. Seek a word with the tag “Na” or “Nc” following the interrogative word, and take it 

as the question focus (“Na” is a common noun and “Nc” is a place noun). Otherwise, 
seek a word with the tag “Na” or “Nc” preceding the interrogative word, and take it 
as the question focus. 

4. Seek a word with the tag “Na” or “Nc” preceding the end of the question until the 
question focus is found. 

Please note that during the identification process, if two consecutive words with the 
same tag “Na” or “Nc”, we identify the latter word as the QF. If the first one is “Na”, and 
the second one is “Nc”, then we identify the word with “Na” to be the QF. If the first 
word is “Nc”, and the second one is “Na”, then the word with “Na” is considered the QF. 
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Table 5. The first effective example for question focus identification 

Chinese Question  
EnglishTranslation Who was the prime suspect behind the 911 attack? 

Tagged Question 
(VE) (Neu) (VH) (VC) (Na) 

(DE) (Na) (SHI) (Nep) (Nf) (Na) ? 
Interrogative Word (Which) 
Question Focus (person) 

Table 6. The second effective example for question focus identification 

Chinese Question ? 
EnglishTranslation What is the name of the world's second largest desert? 

Tagged Question 
(Nc) (Ncd) (Neu) (VH) (DE)  

(Na) (SHI) (Nep) (Neu) (Nf) ? 
Interrogative Word (Which) 
Question Focus (desert) 

In Table 5, we can find the term “ ” (person) tagged with “Na” following the 
interrogative “ ” (which),, thus it can be identified as the QF. Table 6 shows that the 
term “ ” (desert) with the tag “Na” can be identified as the QF by seeking a noun 
preceding the interrogative word “ ” (which). 

3.3.3   Semantically Related Feature Model 
To mitigate the problems of lacking sufficient training questions in LM approach, we 
intend to exploit the abundant Web search results to learn more QFs frequently 
occurring in questions and their semantically related features, and then train an 
effective model for question classification. Fig. 2 illustrates our SRFM. We assume that 
some QFs and semantically related features in question Q possibly occur in Web search 
results frequently and thus is easier to be trained. 

 

Fig. 2. Illustration of the SRFM 

We consider that the question generation under question type C is as follows. At 
first, each retrieved training search results DC can be generated under the constraint of 
question type C according to the distribution P(DC | C). Then, the question is generated 
according to the distribution P(Q | DC, C). 

QDCC

Question Type 

P(DC | C) P(Q| DC) 

Web Search Results Question 
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The semantically related feature model generates the probability of the query P(Q | C) 
over all training texts related to question type C. The model is formulated as: 

.),|()|()|( =
CD

CC CDQPCDPCQP                                 (3) 

To make the model of Equation (3) tractable, we assume that the probability P(DC | C) 
is uniform for each DC under C. Additionally, assume that given DC, Q and C are 
independent of each other, thus the probability P(Q | DC,C) can be simplified to the 
following: 

).|(),|( CC DQPCDQP =                                          (4) 

We assume that C is determined based on the two kinds of important features in Q: the 
question focus QF and their semantically related features QR = {RV, RQ, RN}, where RV, RQ, 
and RN represent the related verbs, related quantifiers, and related nouns, respectively. 
For convenience of training parameters, we assume these features are mutually 
independent in this initial work. Therefore, Equation (4) can be decomposed as follows: 

 .)|()|()|()|(

)|()|()|()|(

)|,,()|(

)|()|(

)|,(),|(

∏ ∏ ∏
∈ ∈ ∈

=

=

=
=
=

Vv Qq NnRr Rr Rr
CnCqCvCF

CNCQCVCF

CNQVCF

CRCF

CRFC

DrPDrPDrPDQP

DRPDRPDRPDQP

DRRRPDQP

DQPDQP

DQQPCDQP

 

(5) 

We substitute Equation (5) into Equation (3), and then get the final form: 

)6.()|()|()|()|()|()|( ∏ ∏ ∏=
∈ ∈ ∈C Vv Qq NnD Rr Rr Rr

CnCqCvCFC DrPDrPDrPDQPCDPCQP
 

Finally, we consider that QF and the semantically related features in RV, RQ, and RN 
have different importance for supporting the determination of question types. 
Therefore, we may give QFs and each kind of semantically related features different 
weights in the parameter estimation. 

4   Experiments 

4.1   Data Sets 

The data set of 680 Chinese questions used in this work are collected from two sources: 
400 Chinese questions from the NTCIR-5 CLQA Task and 280 translated Chinese 
questions for a few rare question types from TREC3 2005, 2004, 2002, and 2001 
English questions. They are classified into six different question types: PERSON, 
LOCATION, ORGANIZATION, NUMBER, DATE, and ARTIFACT. We use the 
                                                           
3 TREC: http://trec.nist.gov/ 
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evaluation technique of four-fold cross-validation which divides the whole question set 
into four equally-sized subsets and perform four different experiments. For evaluation 
of the LM, one subset is chosen to be the testing set, and the other three subsets are 
considered the training set. Table 7 shows the distribution of six question types in the 
training and testing sets. As for evaluation of the proposed SRFM, the training and 
testing set are the same with the LM, but in the training process, we only take the 
answers of questions in the training set as the seed terms for retrieving Web search 
results and learning QFs and semantically related features (see Section 3.3.1). 

Table 7. Distribution of six question types in the training and testing sets 

Question Type Training Set Testing Set 
PERSON 90 30 
LOCATION 90 30 
ORGANIZATION 60 20 
NUMBER 90 30 
DATE 90 30 
ARTIFACT 90 30 

4.2   Results 

We conduct the following experiments to realize the effectiveness of our proposed 
SRFM and compare classification performance with the LM. Basically, these two 
models have different training process. The LM using questions as training data can 
easily learn reliable probabilities for QFs of questions. However, for the unseen 
(untrained) QFs, the SRFM using the seed terms (question answers) to collect large 
number of Web search results can utilize the semantically related features (related verbs, 
related quantifiers, and related nouns) to support the lack of QFs. To observe the 
effectiveness of semantically related features to support the lack of QFs, we thus divided 
the testing data into three testing classes: the first class, Unneeded_Question_Focus, is 
that test questions can be directly classified according the basic classification rules, such 
as the questions containing interrogative words “ ” (who) or “ ” (where) (see 
Section 3.1). The second class, Trained_Question_Focus, is that the QFs of test 
questions have been trained by the LM. The third class, Untrained_Question_Focus, is 
that the QFs of testing questions have not been trained by the LM. The number of 
questions in the three classes is listed in Table 8. Please note that the classification 
accuracy for the testing class Unneeded_Question_Focus is about 98%. Then, the 
second and third testing classes are particularly used to compare classification 
performance for these two models. 

Some preliminary results are shown in Table 9. For the testing class 
Trained_Question_Focus, the LM (word_unigram) (71%) performs better than the 
SRFM (QF, RV, RQ, RN) (59%). The major reason might be that the training questions 
are suitable to train a good bigram LM, but currently our collected training data may 
contain too much noises to train a good SRFM. For the testing class 
Untrained_Question_Focus, we can see that the SRFM (QF, RV, RQ, RN) (54%) 
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performs better than the LM (word_unigram) (49%). It shows that our hypothesis of 
supporting untrained QFs with the related verbs, related quantifiers, and related nouns 
should be reasonable. Some detailed results on all six question types are shown in 
Table 10. According to our analyses, for the testing class Untrained_Question_Focus, 
our SRFM performs better than the LM for types LOCATION and ORGANIZATION, 
but is worse than the LM for types PERSON and ARTIFACT. 

Table 8. The total number of questions in the three testing classes 

Testing Class  
Unneeded Question 

Focus 
Trained Question 

Focus 
Untrained Question 

Focus 
Number of 
Questions 

327 216 137 

Table 9. Classification accuracy for the LM and the SRFM, where QF, RV, RQ, RN indicated 
question focus, related verb, related quantifier, and related noun 

Accuracy 
Model Trained Question 

Focus 
Untrained 

Question Focus 
LM (word_bigram) 153/216=71% 67/137=49% 
SRFM (only QF) 137/216=63% 60/137=44% 
SRFM (only RV) 74/216=34% 37/137=27% 
SRFM (only RQ) 40/216=19% 35/137=26% 
SRFM (only RN) 46/216=21% 31/137=23% 
SRFM (QF, RV, RQ, RN) 127/216=59% 74/137=54% 

Table 10. The detailed analyses about classification accuracy for the bigram LM and the SRFM 
with uniform weighting scheme (QF, RV, RQ, RN) 

Accuracy 
Trained Question Focus Untrained Question Focus 

 
Question Type 

SRFM LM SRFM LM 
PERSON 11/19=58% 12/19=63% 7/13=54% 8/13=62% 
LOCATION 53/85=62% 68/85=80% 10/14=71% 6/14=43% 
ORGANIZATION 37/53=70% 33/53=62% 17/27=63% 12/27=44% 
NUMBER 2/2=100% 0/2=0% 2/4=50% 2/4=50% 
DATE 5/16=31% 13/16=81% 0/0=0% 0/0=0% 
ARTIFACT 19/41=46% 27/41=66% 38/79=48% 39/79=49% 
Total 127/216=59% 153/216=71% 74/137=54% 67/137=49% 

Table 11 shows some examples of question classification in the testing class 
Trained_Question_Focus to explain why some classifications are effective based on the 
LM or SRFM. For the first test question, the LM is effective since the QF “ ” 
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(country) has been trained on the training questions, but the SRFM is ineffective 
because the QF “ ” (country) was trained among different question types, and there 
are not enough semantically related features in this short question to support the QF. 
For the second question, the SRFM is still ineffective. Although the QF “ ” (time) 
has been trained by the SRFM, the semantically related feature “ ” (shooting), 
which has not been trained in type DATE but trained in other question types, causes 
noise to make the classification failed. For the third question, the SRFM model is 
effective due to that the QF “ ” (company) and the semantically related feature the 
RV “ ” (provide) is closely related to type ORGANIZATION, and has been trained 
by the SRFM. For the last question (with long length), the QF “ ” (amount of 
money) and the RV “ ” (pay out) have been trained by the SRFM and thus make the 
classification succeed, whereas the LM suffers from a difficult problem that is caused 
by too much noise on long questions. 

In Table 12, some results of question classification are demonstrated for the testing 
class Untrained_Question_Focus. The first question contains the QF “ ”(river), the 
RV “ ” (renovate) and the RQ “ ” (no English equivalent), which are related to 
type LOCATION, and trained by the SRFM, therefore it is classified correctly. On the 
contrary, the LM is not effective since all the features were not trained in training 
questions. For the second question, the QF “ ” (company) has been trained by the 
SRFM, but the QF was also not trained by the LM. However, the third question with the 
 

Table 11. Some results of question classification in the testing class Trained_Question_Focus, 
where ‘R’ indicates the right classification, and ‘W’ the wrong classification 

Question Type Question SRFM LM 

LOCATION 
? 

Which country is the world's smallest 
country? 

W R 

DATE 
? 

When did the Kip Kinkel school 
shooting occur? 

W R 

ORGANIZATION 
? 

Which company provides the first cell 
phone insurance program in Taiwan? 

R W 

NUMBER 

2000 7

? 
How much money has the Miami jury 
ordered America's big cigarette 
manufacturers including Philips Morris 
to pay out for knowingly causing 
smoking related illnesses in 2000? 

R W 



 Learning Question Focus and Semantically Related Features 295 

QF “ ”(doctor) trained by the SRFM is classified incorrectly because the QF and 
some semantically related features have also been trained in other question types and 
cause incorrect noise. Oppositely, the QF has not been trained by the LM, but because 
some of the semantically related features in this question have been trained, thus the 
question is classified correctly using the LM. 

Table 12. Some results of question classification in the testing class Untrained_Question_Focus, 
where ‘R’ indicates the right classification, and ‘W’ the wrong classification 

Question Type Question SRFM LM 

LOCATION 
? 

Which river in Kaohsiung used to be 
stinking, but has been renovated 
successfully? 

R W 

ORGANIZATION 
? 

What is largest company bankruptcy 
case in the US history? 

R W 

PERSON 
?  

Who is the first doctor, a South African, 
to perform heart transplant? 

W R 

4.3   Discussions 

According to the above analyses on our experimental results, we can see that the LM is 
effective to determine question type for the questions with trained QFs from the 
training questions. However, the LM is not appropriate to handle the classification of 
questions with untrained QFs, but our proposed SRFM performs better than the LM by 
employing the QFs and their semantically related features trained from Web search 
results. In fact, we think that these two models are complementary, and it is worthy to 
investigate an integrated technique to improve both models in the future. 

5   Conclusion 

We have presented a novel approach to learning QFs and semantically related features 
from Web search results for Chinese question classification. We have also 
demonstrated a simple technique to collect training data from Web search results by 
starting with a few seed question answers, and to extract QFs and semantically related 
features from the collected training data. Our contribution in this work is to mitigate the 
problems of lacking sufficient training data while training a classifier by using machine 
learning techniques. Our experimental results show that for the testing questions with 
untrained QFs using our proposed SRFM, the classification accuracy can be increased 
from 49% (LM) to 54%. 
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In fact, the techniques we propose in this paper are more broadly applicable. Our 
collected Web search results might be exploited to train better LMs and SVM 
classifiers, or even semantically related features would be beneficial to the SVM 
classifiers which always require good features for training. We are trying to propose a 
good bootstrapping technique to effectively collect more and more training data from 
the Web for various question types, and some new methods to improve our SRFM. 
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Abstract. In our previous work, we developed a prototype of a speech-input 
help system for home appliances such as digital cameras and microwave ovens. 
Given a factoid question, the system performs textual question answering using 
the manuals as the knowledge source. Whereas, given a HOW question, it re-
trieves and plays a demonstration video. However, our first prototype suffered 
from speech recognition errors, especially when the Japanese interrogative 
phrases in factoid questions were misrecognized. We therefore propose a 
method for solving this problem, which complements a speech query transcript 
with an interrogative phrase selected from a pre-determined list. The selection 
process first narrows down candidate phrases based on co-occurrences within 
the manual text, and then computes the similarity between each candidate and 
the query transcript in terms of pronunciation. Our method improves the Mean 
Reciprocal Rank of top three answers from 0.429 to 0.597 for factoid questions.  

1   Introduction 

In recent years, home appliances are becoming increasingly difficult for the user to 
handle, due to advanced features such as network connectivity. Given the versatility 
of the appliances, it is almost impossible for the user to take advantage of every avail-
able feature. Manuals that accompany a product are supposed to contain all the infor-
mation necessary for the user. However, in reality, customer inquiries at a call center 
are often to do with a specific passage within a manual. That is, reading the manuals 
does not always solve the user’s problem at hand. These problems will probably be-
come serious with the advent of more and more complex digital products. 

In order to tackle the above problems, we previously reported on a prototype help 
system for home appliances that combines multimodal knowledge search and textual 
question answering [17]. The multimodal knowledge search subsystem retrieves  
text-annotated video contents for dealing with the user’s HOW questions, while the 
question answering subsystem returns a short, exact answer in response to factoid 
questions (Fig. 1). Our prototype help system allows speech input so that the user can 
consult the system in any situation, e.g., when his hands are occupied.  
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However, this meant that the retrieval effectiveness of the system depended heavily 
on speech recognition accuracy. Our initial system seriously suffered from recogni-
tion errors especially for factoid questions, because recognition errors of interrogative 
phrases such as “How many grams” and “How many meters” were fatal for question 
classification. 

Answer with video

4.4 meters

Answer with voice

I want to melt 
chocolate.

Question & Answering

Put chocolate into a 
heat-resistant container.

How many 
meters can the 
flash reach?

 

Fig. 1. A multimodal help system based on question answering technology 

The objective of this paper is to make the above question answering subsystem 
more robust to speech recognition errors. To this end, we complement the speech 
recognition transcript with interrogative phrases that help the system classify ques-
tions accurately. These interrogative phrases are selected from a pre-determined list 
by computing the edit-distance between each list entry and each substring of the tran-
script, and also by examining within-document co-occurrences between terms and 
interrogative phrases. 

The remainder of this paper is organized as follows. Section 2 discusses related 
works. Section 3 provides an overview of our multimodal help system, and Section 4 
analyses the effect of speech recognition errors on the system. Section 5 proposes a 
method to overcome the above problem and Section 6 reports on an evaluation ex-
periment. Finally, Section 7 concludes this paper. 

2   Related Work 

Question Answering (QA) technology is attracting worldwide attention, as exempli-
fied by the English TREC QA Track [18], the European QA@CLEF Track [10], and 
the Japanese NTCIR QAC Track [4]. These efforts not only tackle the problem of 
providing an accurate answer to one-off, factoid questions, but also that of handling 
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question series/context as well as definitional questions. A typical QA system consists 
of at least three modules: Question classification (or answer type identification), 
named entity recognition for tagging candidate answer strings within the knowledge 
source documents, and document/passage retrieval for selecting documents that are 
likely to contain a good answer to the given question. 

While the aforementioned efforts focus on textual output in response to a textual 
input, some researches have pursued speech input information access techniques. 
Barnett et al. [1] performed comparative experiments related to search-driven re-
trieval, where an existing speech recognition system was used as an input interface 
for the INQUERY text retrieval system. They used as test inputs 35 queries col-
lected from the TREC 101-135 topics, dictated by a single male speaker. Crestani et 
al. [2] also used the above 35 queries and showed that conventional relevance feed-
back techniques marginally improved the accuracy for speech-driven text retrieval. 
These studies focused solely on improving text retrieval methods and did not ad-
dress problems of improving speech recognition accuracy, and speech recognition 
and text retrieval modules were fundamentally independent and were simply con-
nected by way of an input/output protocol. However, when speech input is used, it 
is known that retrieval performance seriously suffers from speech recognition  
errors.  

Nishizaki et al. [13] developed a speech input retrieval system for spoken docu-
ments of news, for which they alleviated the effect of recognition errors by consider-
ing alternative keyword candidates in addition to the best candidate obtained through 
speech recognition, and the relationships between keywords. Hori et al. [5] reported 
on a voice-activated question answering system for large-scale corpora, such as a 
newspaper articles. In this research, they performed syntactic analysis of the question 
and generated dialogue sentences for disambiguation it. Fujii et al. [3] exploited the 
vocabulary in the target documents for handling unknown words in a spoken query 
for speech input document retrieval. Our approach differs from this in that it auto-
matically complements an interrogative expression to the query transcript for improv-
ing the question classification accuracy in question answering. 

Kiyota et al. [7] developed an interactive, speech input online help system for Mi-
crosoft Windows, which can answer questions in natural language and disambiguate 
questions through a dialogue. Their main target is “asking back to disambiguate a 
question”. When a user’s query contains ambiguity, the system generates a query 
statement to disambiguate it and asks back to the user. Also in order to eliminate 
misunderstandings caused by speech recognition errors, asking back is applied. The 
system asks back to the user the part which carried out erroneous recognition. And the 
system finds erroneous recognition by calculating relevance score based on perplex-
ity. Moreover, the system calculates significance for retrieval using N-best candidates 
of speech recognition. When search results differ greatly by each candidate, the sys-
tem asks the user to select the correct candidate. However, this system focuses on 
What/How/Symptom questions. In contrast, while our system currently does not have 
a dialogue/interactive feature, it can handle both HOW questions and factoid ques-
tions. Moreover, our system is for home appliance. 



300 H. Tsutsui et al. 

3   System Overview 

The configuration of our prototype help system is shown in Fig. 2. As shown, the 
system consists of a help interface on a client PC, a help manager, a video search 
engine, a question answering engine and a media server on the server side. The sys-
tem’s outward appearance is shown in Fig. 3. The help interface recognizes a speech-
input query and either outputs an exact answer through speech synthesis, or retrieves 
and displays a video content. The help manager is responsible for classifying ques-
tions and for calling either the video search engine or the question answering engine 
(Table 1). The help manager extracts interrogative phrases of question by a rule base. 
When a query contains an interrogative phrase which asks a number (time, quantity, 
etc), a name or place of a control unit, the query is classified as a factoid question, and 
the other queries are classified as HOW question. For a factoid question, if the inter-
rogative phrase is misrecognized, the query is classified as HOW question and the 
system cannot reply to the query correctly. 

Table 1. Question type 

question type search engine Example 

Factoid 
question answering 
search engine 

ask a number(time, quantity, etc.), a name or 

place of a control unit 

 

HOW video search engine

operating instructions 

 

The video search engine searches a database comprising text-annotated virtual 
streams that have been created by extracting and concatenating relevant segments 
from video, audio and image files using MPEG7 [12]. It adopts the vector space 
model for information retrieval, and retrieves three items in response to a HOW ques-
tion [16]. If the top-ranked candidate is a video stream, it is displayed on the help 
interface as shown in Fig. 4, so that the user can start playing it. For the second and 
the third candidates, only their titles are shown at the bottom of the window [8]. 

The question answering engine extracts answer candidates such as quantity, the 
names of the switches on the control panel of the appliance, time expressions and so 
on off-line. It stores these candidates together with the source documents i.e., 
supporting documents for the answer strings) [15] [6]. The help interface outputs 
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three answer candidates in decreasing order of answer confidence values, and utters 
only the first candidate via speech synthesis (Fig. 5). In our prototype, we adopted 
LaLaVoice2001 [9] for continuous speech recognition for query input and speech 
synthesis for answer output. LaLaVoice2001 is a large vocabulary continuous speech 
recognition and speech synthesis system developed by Toshiba. It recognizes input 
voice based on the statistical language model which estimates the linguistic validity 
of a sentence and the acoustic model expressing the sound feature of the voice [11] 
[14]. It is for speaker independent speech recognition and voice enrollment is not 
required. 

Client

Server

ManualsVideos
 

Fig. 2. Configuration of our prototype help system 
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Fig. 3. The pilot model of a help system for home appliances 

Question input via speech recognition

Title of other answer candidates

Text annotated to video

question

answer

(I want to use the flash)

(start a video ”set up the flash”)

 

Fig. 4. The screen for reproducing a video stream 
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Exact answer is uttered
via speech synthesis

Question input via speech recognition

Supporting
manual page

Other answer candidates

question

answer
(How many grams can this microwave
boil pasta in one go?)

 

Fig. 5. Help interface outputs search results 

4   Effect of Speech Recognition Errors 

We first conducted an experiment to investigate the effect on speech recognition er-
rors on the performance of our initial prototype system. The experiment involved ten 
subjects and 96 real questions collected from a Toshiba call center, yielding 960 trials 
altogether. We tried to make the number of factoid questions and that of HOW ques-
tions roughly equal, and as a result the question set actually contained 40 factoid and 
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56 HOW questions. Moreover, the questions were carefully selected so that the aver-
age system performances for the factoid and the HOW questions were comparable, 
namely, around 0.7 in terms of Mean Reciprocal Rank (MRR1). 

We used a microwave oven manual and a digital camera manual as the target 
documents. Our goal is to develop an integrated help system for multiple home appli-
ances, which does not require the user to specify an appliance explicitly. Thus we 
treated these two manuals jointly. 

We turned our speech recognition dictionary for the target documents beforehand, 
using the automatic word registration/learning feature of LaLaVoice2001. In this 
training, if the models were trained with documents which include many factoid ques-
tions, the recognition performance will improve. However, it is costly to prepare such 
an external corpus. We therefore used only the target manuals for training. After this 
tuning, the accuracy of our speech recognizer, defined below, was 0.788: 

Here, Dl is edit distance between the recognized transcript and the correct text in 
characters, and Nl is the length of the correct text in characters. Some examples of 
questions and their misrecognized transcripts are given in Table 2. 

Table 2. Example of questions and their misrecognized transcripts 

correct 
(How many pixels does this camera record in video mode?)  Factoid 

error 
Error: how many pixels -> south pixels 

correct 
(How many seconds is the shutter speed of this camera?) 

Factoid 
error 

Error: how many seconds -> intractable disease 

correct 
(How can I set preheating of this oven?) 

HOW 
error 

Error: preheating -> remaining heat 

For both factoid question set and the HOW question set, we compared the MRR of 
speech input to that of keyboard input (i.e. when the system is error-free), based on 
the top three candidate answers returned by the system for each question. Table 3 
summarizes the results. 

For a factoid question, the correct answer is an exact answer string, while for a 
HOW question, the correct answer is either a relevant video content or a page from a 
manual. The returned answer was counted as correct only if question classification 
was successful and the most appropriate answer medium was selected. For example,  
 

                                                           
1 MRR (Mean Reciprocal Rank): The results were evaluated using the score called “mean 

reciprocal rank” (MRR) defined as the average of “reciprocal ranks” for all queries. The re-
ciprocal rank of a query is calculated as 1/r where r is the rank of first correct answer [15]. 

1 – Dl / Nl (1) 
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Table 3. Summarizes the results 

 (1) (2) (3) = (2) / (1) 
Factoid question 0.742 0.429 57.8% 
HOW question 0.732 0.625 85.4% 

(1) keyboard input 
(2) speech input 
(3) rate of retrieval performance degradation 

when a factoid question was misclassified as a HOW question, and a retrieved video 
content or a manual page actually contained a correct exact answer string somewhere 
in it, we regarded this system output as a failure. 

From the table, we can observe that the performance degradation for the factoid 
question set is much more serious than that for the HOW question set. The HOW 
question set does not suffer very much from speech recognition errors because the 
video search engine is a simple bag-of-words system based on the vector space 
model. In general, there are several terms in a bag-of words query, so misrecognizing 
one or two terms is not necessarily fatal. On the other hand, the question answering 
engine, which we call ASKMi [15], is less robust to speech recognition errors because 
of its intricate mechanisms. The system consists of question classification, document 
retrieval and named entity recognition modules, and the question classification mod-
ule identifies the question type/answer type based on interrogative phrases within a 
given question. Thus, if interrogative phrases are misrecognized, question 
type/answer type classification can fail completely. 

For both keyboard input and speech input, we investigated the performance of each 
subcomponent of ASKMi, and the results are shown in Table 4.  

Table 4. Accuracy in each step 

 (1) (2) (3)  
keyboard input 1.000 1.000 95.3% 
speech input 0.700 0.964 67.1% 

Column (1)  shows the accuracy of question type identification: that is, 
whether a factoid question was correctly identified as a factoid 
question. 

Column (2) shows that of answer type identification: that is, given a ques-
tion correctly identified as a factoid one, whether its answer 
type (e.g., weight, length etc.) was correctly identified also. 

Column (3) shows the final MRR based on the ranked answer list divided 
by the MRR based on the retrieved list of supporting docu-
ments (i.e., documents containing the correct answer strings). 

The table shows that the failure of question type identification has a substantial 
negative effect on the overall system performance. As mentioned earlier, this is be-
cause the interrogative phrases within the questions, which are key to the success of 
question type identification, are often misrecognized by speech recognition. It can 
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also be observed that, once the question type has been determined successfully, an-
swer type identification is highly successful for both keyboard input and speech input, 
because this process also relies on interrogative phrases. 

On the other hand, Column (3) of Table 4 shows that the “MRR ratio” for the 
speech input case is much lower than that for the keyboard input case. This is be-
cause, while answer ranking is directly affected by answer type identification, docu-
ment retrieval is fairly robust to speech recognition errors in the input question since 
it relies on query terms rather than interrogative phrases. 

Speech recognition errors occur frequently for interrogative phrases than for query 
terms. This is probably because, while the initial system tuning improves the recogni-
tion accuracy for terms that occur in the manuals, it does not improve recognition 
accuracy for interrogative phrases, since interrogative phrases themselves seldom 
occur in the manual texts. That is, while expressions such as “100 grams” may occur 
in the texts, “how many grams” probably never occurs, so speech recognition never 
“learns” the interrogative phrases.  

5   Proposed Method 

Our analysis in the previous section showed that the speech recognition errors of 
interrogative phrases are the main cause of the final performance degradation. We 
therefore devised a method to alleviate this problem under the assumption that mis-
recognized text and the correct text are phonetically similar. More specifically, we 
tried to restore the interrogative phrases lost in speech recognition as follows: 

Step1: Make a list of possible interrogative phrases beforehand; 
Step2: For every question that was not classified as a factoid question, narrow 

down the above list of phrases based on co-occurrences of the phrases and 
the query terms in the target documents; 

Step3: For every phrase in the filtered list, compute the edit distance between its 
pronunciation and that of query transcript substrings. Select the phrase with 
minimum edit distance that is below a pre-determined threshold, and con-
catenate it to the original query transcript. 

An example of this procedure is shown in Fig. 6. 
Here, the correct interrogative phrase in the question " (how many pix-

els)" has been misrecognized as " (south pixels)", and as a result the ques-
tion is not identified as a factoid question. In this case, our proposed method first  
narrows down the list of interrogative phrases to those which co-occur with query 
terms “video”, “image and “size”, based on a co-occurrence table of interrogative 
phrases and terms. Then, it computes the edit distance between each candidate inter-
rogative phrase and every substring of the question transcript and restores the correct 
interrogative phrase “how many pixels”. In this particular case, the edit distance is zero 
since “how many pixels” and “south pixels” are phonetically identical in Japanese. 

Table 5 shows a nonexhaustive list of our interrogative phrases which we used 
Step 1. We obtained this list by automatically extractive phrases from ASKMi’s pat-
tern matching rules for question type / answer type identification. The list actually 
contains 113 interrogative phrases. 
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(How many pixels does this camera record in video mode?)
correct query : 

(This camera records south pixels in video mode.)
transcript : 

how many pixels : video, image, size, fix, change, resize)

(2) narrow down the list
of key expressions

(3) compute the edit-distance
(NANPIKUSERU)
(NANPIKUSERU)
edit-distance = 0

(This camera records south pixels in video mode. how many pixels)

complement the key expression

(video)

co-occurrence table

(image) (size)

complemented question

misrecognized

 

Fig. 6. Example of a complement of key expression 

Table 5. Example of key expressions 

(how many times) (how many grams) (how many sheets) 
(what times) (how many seconds) (how many minutes) 

(how many hours) (how many weeks) (how many years) 

(how many millimeters) (how many centimeters) (how many pixels) 

The above mentioned co-occurrence table was created in advance as follows: 

Step 2-1 From the target documents, extract all answer candidates that may be used 
in response to a factoid question; 

Step 2-2 For every answer candidate thus obtained, do Steps 2-3 and 2-4; 
Step 2-3 Select an interrogative phrase that may be used in a question to which the 

answer candidate may be an appropriate answer; 
Step 2-4 From a fixed-size text snippet that surrounds the answer candidate, extract 

all terms (e.g., morphemes that are nouns), and register them with the 
aforementioned interrogative phrase onto the co-occurrence table. 

An example of the above procedure is shown in Fig. 7. 
For this example, Step 2-1 extracts the string “100 g” as an answer candidate, 

which consists of a number and a unit. For this answer, Step 2-3 selects “
(how many grams)” from the list of possible interrogative phrases. Then, Step 2-4 
obtains a text snippet " 100g  (the quantity of 
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pasta... is 100 g.)" and extracts “pasta” and “quantity”. These terms are registered 
together with the interrogative phrase  " (how many grams)". Table 6 shows 
a part of our co-occurrence table thus created. As mentioned earlier, the table contains 
113 entries, and the maximum number of terms associated with an interrogative 
phrase is 49.  

(This microwave can boil 100 grams of pasta in one go.)

2-1

2-3 ” ”
(how many grams)

2-4

(how many grams : pasta, quantity)

2-4

(pasta) (quantity)

 

Fig. 7. Example of collocation table creation procedure 

Table 6. Example of collocation table 

(how many times) 
, , , , , , ,… 

(continuance,move,target,red eyes,reduce,flash,emit) 

(what times) 
, , , , , , , ,… 

(zoom,target,optical,digital,distance,max,expand,pixel) 

(how many sheets) 
, , , , , , ,… 

(software,cable,photo,interval,sheets,playback,mode) 

(how many cups) 
, , , , , , , , ,… 

(once,quantity,thaw,key,chinese,butter,roll,cook,bread) 

(how many seconds) 
, , , , , , , ,… 

(photo,interval,sheets,view,picture,display,preview,emit) 

As mentioned earlier, the edit distance computation is computed after narrowing 
down the list of interrogative phrases based on co-occurrences with query terms. This 
is beneficial from two viewpoints. Firstly, this enhances the efficiency of our algo-
rithm, interrogative phrases are often very short, e.g., "  (NANDO: how many 
times)" so the edit distance computation between question substrings the phrases are 
generally time-consuming. Secondly, our method has a positive effect on the accuracy 
of phrase recovery, as it can filter out homonyms (e.g., "  (NANDO: what de-
grees)" as opposed to "  (NANDO: how many times)") from the list based on the 
vocabulary in the co-occurrence table. As for interrogative expressions that do not 
contain specific units (e.g., "  (how long)", "  (how many)", we 
carry out the edit distance computation for any speech input question, regardless of 
the question terms. 
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As mentioned earlier, Step 3 computes the edit distance between the pronunciation 
(represented by a romaji string) of each candidate interrogative phrase and that of a 
substring of the query transcript. Since raw edit distances would favor short phrases, 
we normalize them as follows: 

1 – Dr / Nr (2) 

Here, Dr is the edit distance between a candidate interrogative phrase and a query 
transcript substring (in terms of romaji), and Nr is the length of the candidate in ro-
maji characters. 

6   Evaluation 

Using the experimental environment we described in Section 3, we compared the final 
MRR performance with and without the question complementation using our pro-
posed algorithm. Table 7 compares the final MRR performances of the error-free, 
keyboard input system, the speech input system without complementation, and that 
with complementation. The results from Tables 3 and 7 are visualized in Fig. 8. It can 
be observed that our question complementation method successfully improved the 
final MRR performance from 0.429 to 0.597.  

Table 7. Retrieval performance by complemented query 

 (1) (2) (3)  
Factoid question 0.742 0.429 0.597 

(1) keyboard input 
(2) speech input 
(3) speech input with complementation 

Factoid question How question

keyboard input

speech input

speech input with
complementation

 

Fig. 8. Result of Experiments 



310 H. Tsutsui et al. 

Table 8. Performance of each processing stop 

 (1) (2) (3)  
keyboard input 1.000 1.000 95.3% 
speech input 0.700 0.964 67.1% 
speech input with complementation 0.923 0.959 92.6% 

We also investigated the performance of each question answering component, and 
the results are shown in Table 8, which subsumes the results we already discussed in 
Table 4. 

This table also shows that the accuracy of question classification has improved sig-
nificantly by question complementation. Thus we successfully raised the performance 
level for factoid questions so that it is comparable to that for HOW questions.  

We finally conducted a failure analysis of the proposed question complementation 
method. Of 152 questions which originally suffered from speech recognition errors, as 
many as 80 questions were not improved by our method. We have classified the fail-
ures as follows. 

− For 35 queries, 
Our system did not complement an interrogative phrase because the interrogative 
phrase of question was recognized correctly and the question was classified as a 
factoid question correctly. Nevertheless, the system could not search a correct an-
swer because other query terms were misrecognized and supporting documents 
were searched incorrectly. 

e.g. "  (KARAYAKI SURU TOKI NO JIKAN WA) " 
             (How long should I run it empty?) 

 "  (KARAIKI SURU TOKI NO JIKAN WA") 
            (How long should I breathe it empty?) 

− For 28 queries, 
Our method failed to complement an interrogative phrase due to a misrecognized 
query term. 

e.g. "  (OHTOMENYU WO ERABU KI WA) "  
             (Which is the button for selecting the auto-menu?) 

 "  (OHTOME NIWA ERABU KI WA") 
           (Do you intend to select the otome [unknown word]?) 

− For 8 queries, 
Our method successfully recovered the correct interrogative phrase, but the docu-
ment retrieval phase was not successful. 

e.g. "  (NAMAKAITOU DEKIRU BUNRYOU WA 
NANGURAMU MADE”) 

             (How many grams can it defrost?) 
 "    (NAMAKAITOU DEKIRU 

BUNRYOU HANDAN GURAM MADENI  NANGURAMU") 
            (By the quantity judgment gram which can it defrost? How many grams) 

− For 9 queries, 
Our method added an incorrect interrogative phrase to the question. 
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e.g. "  (IKKAI DE YUDERARERU PASUTA 
WA NANGURAMU") 

              (How many grams of pasta can it boil in one go?) 
 "   (IKKAI DE YUZURARERU PASUTA 

WA GANGURAGU  NANPUN") 
           (The pasta yielded at once is a toy lug. How many minutes) 

Here, misrecognised query terms are in bold italics, original interrogative phrases are 
underlined with a straight solid line, and the complemented interrogative phrases are 
underlined with a wavy dotted line. 

7   Conclusions 

This paper proposed and evaluated a method for complementing a speech input query 
for improving the robustness of our help system for home appliances to speech recog-
nition errors. To enhance the chance of success at the question type identification step 
for factoid questions, our method recovers an interrogative phrase based on co-
occurrences between answer candidates and terms in the target documents, and adds it 
to the query transcript. Prior to introducing this method, the accuracy of question type 
identification via speech input was 70.0% of that for the keyboard input case, but the 
method raised this number to 92.3%. 

Through our experiments and analyses, it became clear to us that a simple combi-
nation of question answering and speech recognition does not achieve an expected 
level of performance, namely, the product of the performances of individual modules. 
Methods such as the one we proposed are necessary for the system to enjoy a synergy 
effect. Our future work includes feeding back the results of our question complemen-
tation to the speech recognition module, and incorporating spoken dialogues for over-
coming the negative effects of speech recognition errors. We would like to combine 
several different approaches in order to achieve a satisfactory level of the overall 
system performance. 
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Abstract. In this paper, we proposed a new method named adjacency based 
ordering to order sentences for summarization tasks. Given a group of sentences 
to be organized into the summary, connectivity of each pair of sentences is 
learned from source documents. Then a top-first strategy is implemented to 
define the sentence ordering. It provides a solution of ordering texts while other 
information except the source documents is not available. We compared this 
method with other existing sentence ordering methods. Experiments and 
evaluations are made on data collection of DUC04. The results show that this 
method distinctly outperforms other existing sentence ordering methods. Its low 
input requirement also makes it capable to most summarization and text 
generation tasks. 

1   Introduction 

Information overload has created an acute need for multi-document summarization. 
There have been a lot of works on multi-document summarization [3][5][7][10][11] 
[12]. So far the issue of how to extract information from source documents is the 
main topic of summarization area. Being the last step of multi-document 
summarization tasks, sentence ordering attracts less attention up to now. But since a 
good summary must be fluent and readable to human being, sentence ordering which 
organizes texts into the final summary can not be ignored. 

Sentence ordering is much harder for multi-document summarization than for single-
document summarization. The main reason is that unlike single document, multi-
documents don’t provide a natural order of texts to be the basis of sentence ordering 
judgment. This is more obvious for sentence extraction based summarization systems. 

Chronological ordering [1][2][4] is a generally used method for sentence ordering 
in multi-document summarization. It orders sentences by published date of source 
documents or time information within texts. This method is suitable for event based 
documents. Sometimes it gets good results [4]. But on the one hand, it doesn’t work 
for all kinds of summarization tasks. On the other hand, the chronological information 
is not always available.  Because of these limitations, chronological ordering can only 
solve part of sentence ordering problems. 

Majority ordering is another way of sentence ordering. This method groups 
sentences to be ordered into different themes or topics of texts in source documents, 
and the order of sentences is given based on the order of themes. The idea of this 
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method is reasonable since the summary of multi-documents usually covers several 
topics in source documents to achieve representative, and the theme ordering can 
suggest sentence ordering somehow. However, there are two challenges for this 
method. One is how to cluster sentences into topics, and the other is how to order 
sentences belonging to the same topic. Barzilay et al. [2] combined topic relatedness 
and chronological ordering together to order sentences. Besides chronological 
ordering, sentences were also grouped into different themes and ordered by the order 
of themes learned from source documents. The experiment results show that 
chronological ordering is not sufficient for sentence ordering, and the results could be 
improved combining with topic relatedness.  

Probabilistic model was also used to order sentences. Lapata [8] ordered sentences 
based on conditional probabilities of sentence pairs. The condition probabilities of 
sentence pairs were learned from a training corpus. With condition probability of each 
sentence pairs, the approximate optimal global ordering was achieved with a simple 
greedy algorithm. The condition probability of a pair of sentences was calculated by 
condition probability of feature pairs occurring in the two sentences. The experiment 
results show that it gets significant improvement compared with randomly sentence 
ranking. This suggests that without any linguistic knowledge, statistical information 
does help to improve performance of sentence ordering.  

Bollegala et al. [4] combined chronological ordering, probabilistic ordering and 
topic relatedness ordering together. He used a machine learning approach to learn the 
way of combination of the three ordering methods. The combined system got better 
results than any of the three methods.  

In this paper, we propose a new sentence ordering method named adjacency-based 
ordering. It orders sentences with sentence adjacency or connectivity. Sentence 
adjacency or connectivity between two sentences means how closely they should be 
put together in a set of summary sentences. Although there is no ordering information 
in sentence adjacency, an optimal ordering of summary sentences can be derived by 
use of such information of all sentence pairs with help of the first sentence selection.  

We also implemented majority ordering and probability based sentence ordering to 
make a comparison with our method. The probabilistic model we implemented in this 
paper is similar to the work of [8], but probabilities of feature pairs are learned from 
source documents instead of external corpus.  

We test our methods on DUC2004 data collection and evaluated our results against 
manually produced summaries provided by DUC as “ideal” summaries. We also 
present manually evaluation results. 

The remainder of this paper is organized as follows. Section 2 introduces our 
adjacency-based ordering model, with a comparison with probabilistic model. Chapter 3 
introduces our experiment results as well as evaluation metrics and results. In Chapter 4 
we present the discussion and conclusion. 

2   Methodology 

Before we describe our newly proposed adjacency based ordering, the method of 
majority ordering and probabilistic ordering will be briefly introduced. All thiese 
three methods can order sentences without any external sources but with the source 
documents to be summarized. This makes them capable to most summarization tasks.  
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2.1   Majority Ordering 

Majority ordering assumes that sentences in the summary belong to different themes 
or topics, and the ordering of sentences in the summary can be determined by the 
occurring sequence of themes in source documents. To define the order of themes, 
Barzilay et al. [2] presented themes and their relations as a directed graph first. The 
nodes of the graph are themes and each edge from one node to another denotes the 
occurring of one theme before another theme in source documents. The weight of 
each edge is set to be the frequency of the pair occurring in the texts. Each theme is 
given a weight that equals to the difference between outgoing weights and incoming 
weights. By finding and removing a theme with the biggest weight in the graph 
recursively, an ordering of themes is defined. 

2.2   Probabilistic Model 

The probabilistic model treats the ordering as a task of finding the sentence sequence 

with the biggest probability [8]. For a sentence sequence T= 1S 2S … nS , with an 

assumption that the probability of any given sentence is determined only by its 
previous sentence, the probability of a sentence sequence can be generated given the 
condition probabilities P(Si|Si-1) of all adjacent sentence pairs of the given sentence 
sequence. The condition probability P(Si|Si-1)  can be further resolved as the product 
of condition probabilities of feature pairs P(fl|fm), where fl  is the feature of Si, fm  is 
the feature of Si-1. 

By finding the sentence with the biggest condition probability with the previous 
sentence recursively, an ordering of sentences is defined. A null sentence can be 
introduced as the beginning of the ordering to get the first sentence found. For more 
details please refer to [8]. 

2.3   Adjacency Model 

Using conditional probabilities of sentence pairs to order sentences is a natural idea. 
However, we notice that the learned probability might lose important information 
presented by the data. Consider examples below: 

Example 1: 
Source Document  = ……ABA…… 
Example 2: 
Source Document 1 = ……AB…… 
Source Document 2 = ……BA…… 

Here A and B denote two sentences. Let’s assume that A and B are both selected as 
the summary sentences.  

With probabilistic model described in the previous section, since the times of A 
preceding B equal to the times of B preceding A in both examples, the system will 
learn that p(A|B) equals to p(B|A). Thus it will get confused when ordering sentences 
A and B. In other words, text structures in the two examples do not contribute to 
ordering in probabilistic model. But in fact we can understand intuitively that 
sentence A and B shall be put adjacently, despite the sequence between them. 
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Understanding that the conditional probabilities learned from sequences of 
sentences or features in source documents only focus on feature sequence information 
but ignore feature adjacent information, we propose the adjacency model which 
focuses on sentence adjacency instead of feature sequence. Given a group of 
sentences {S1,…,Sn}, for each pair of sentences Si and Sj, the adjacency of Si and Sj 
can be captured by their connectivity defined as below: 
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Here ikf  are the features of sentence Si, jlf  are the features of sentence Sj. Cf is the 

connectivity function for feature pairs. )( jlikf ffC  is the connectivity of features 

ikf  and jlf  in source documents. K and L are numbers of features in sentence Si and 

Sj. In general the connectivity of a pair of sentence can be understood as the average 
connectivity of all feature pairs derived from the sentence pair. 

The connectivity of feature pair Cf(fi, fj) is defined as below: 
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Here f() is the frequency function, )( iff  and )( jff  respectively denote the 

frequency of feature fi and fj in the source documents, ),( ji fff  denotes the 

frequency of fi and fj cooccurring in the source documents within a limited range (say, 
one or several sentences). 

Intuitively, jiC ,  denotes how close the two sentences Si and Sj are in the source 

documents. It can be reasonably inferred that sentences that are close to each other in 
source documents tend to remain close to each other in the summary produced from 
the source documents. Notice that with equation (1) and (2) we can get connectivity 
learned from source documents between any two sentences, not only for sentences 
occurring in source documents. This helps to implement this model to sentence 
ordering of any summarization task, not only sentence-extraction based 
summarization tasks. 

We consider that those sentence pairs with bigger jiC ,  are more likely to be put 

adjacently in the summary. Notice that connectivity doesn’t directly suggest the 
ordering between two sentences but only the information of how close they are. Given 

a sentence Si, the sentence Sj which makes jiC ,  biggest is the most likely sentence to 

be put right before or after Si. To avoid the selection between the two possible 
positions while ordering, we could always find the next sentence after sentences at 
previous positions are all found already. Then the next selected sentence with the 

biggest jiC ,  with the last sentence of the confirmed sentence serial could only be 

added right behind the last sentence, because the position right before that sentence 
has been taken already. 
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Given an already ordered sentence serial S1S2… Si which is a subset R of the 
whole sentence set T, the task of finding the (i+1)th sentence can be described as: 

)max(arg ,1 jiS C
RTS

i

j −∈
+ =
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Now the sentence sequence become 1S
2S …

iS 1+iS . By repeating this step 

the whole sentence sequence could be derived, if given the first sentence. The method 

of finding the first sentence 1S  can be defined in the same way as above: 
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Here jC ,0  denotes how close the sentence j and a null sentence are. By adding a null 

sentence to the beginning of each source document and assuming it contains one null 

feature, jC ,0  can be calculated with equation (2). 

Noises Elimination 
In experiments, we found that the majority amount of feature pairs were assigned with 
quite low connectivity values, and they produce noises for the models, especially for 
long sentences. Assume that there are K features in one sentence and L features in 
another sentence, there are K*L possible feature pairs. We observed that the 
relationship of the two sentences is mainly determined by distinguishable feature 
pairs, the feature pairs with bigger connectivity values. The other feature pairs are 
producing noises. Thus we don’t need to consider all K*L feature pairs. 

For this sake we modified equation (1) as: 
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The biggest_top_n is number of feature pairs which will be considered while 
calculating the connectivity between a pair of sentences. Given a pair of sentences Si 
and Sj, all ),( jlikf ffC  of feature pairs derived from the sentence pair are sorted, 

and only the biggest_top_n feature pairs with the biggest connectivity values are used 
to produce the connectivity of sentence pairs. Notice that if the biggest_top_n is set to 
K*L, where K is number of features in sentence Si  and L is number of features in 
sentence Sj., the modified equation is the same with original equation (1).  

3   Experiments 

In this section we describe the experiments made with majority ordering, probability-
based ordering and adjacency-based ordering. Lapata [8] tested probabilistic model 
with an external training corpus, he also extracted sentence features such as nouns, 
verbs and dependencies. In this paper we focus on the methodology itself with raw 
input data, ie with source input documents only without external corpus and 
supporting semantics or grammar knowledge. We use single words except stop words 
as features to represent sentences. 
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3.1   Test Set and Evaluation Metrics 

DUC 04 provided 50 document sets and four manual summaries of each set for its 
task 2. Each document set consist of 10 documents. After excluding summaries 
containing more than 8 sentences for the sake of running efficiency, we chose 157 
summaries. The average number of sentences in each summary is 5.92. Sentences of 
each summary are token as input to the ordering algorithm. Original sequential 
information of sentences is abandoned. This is to simulate the circumstance of 
sentence ordering step in summarization tasks. The ordering algorithm then produces 
orderings which are compared with those orderings in manually generated summaries. 

Here we assume that each manually generated summary has an “ideal” ordering. 
With this assumption, given any produced ordering, we can compare it with the 
“ideal” ordering by automatic evaluation. This assumption is reasonable. But at the 
same time, given a group of sentences, there might be not only one “ideal” ordering. 
In experiments of Barzilay et al. [2], 10 human participants often get 10 unique 
readable orderings for the same sentence group with an average size of 8.8.  While 
number of human participants increased to 50, number of unique orderings raised to 
21. This suggests that automatic evaluation for sentence ordering is hard to represent 
the actual performance, and certainly will get worse evaluating result than human 
evaluation. But we believe that with a statistically big enough test set, automatic 
evaluation is not meaningless. Considering the shortcoming of automatic evaluation 
and the difficulty and subjectivity of human evaluation for large amount of 
experiment results, we present automatic evaluation result on whole test set (157 
summaries) and human evaluation on 10 randomly selected summaries. 

A number of metrics can be used to measure the difference between two orderings. 
In this paper we use Kendall’s τ [9], which is defined as: 
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Here N is number of objects to be ordered (ie sentences). Number_of_inversions is 
the minimal number of interchanges of adjacent objects to transfer an ordering into 
another. τ can be understood as how easy an ordering can be transfer to another. The 
value of τ changes from -1 to 1, where 1 denotes the best situation ---- the two 
orderings are the same, and -1 denotes the worst situation. Given an ordering, 
randomly produced orderings of same objects get an average τ of 0. In examples in 
Table 1, the τ values with natural sequences (123…n) are 0.67, 0.4, 0.33 respectively. 

Table 1. Ordering Examples 

Example 1 1  2  4  3 
Example 2 1  5  2  3  4
Example 3 2  1  3 

3.2   Results 

We use single words as features to calculate condition probabilities and connectivity 
values of sentence pairs. We did experiments with majority ordering (run_Mo), 
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probabilistic model (run_Pr) and connectivity model (run_Cn). A run producing 
random sentence orderings (run_Rd) was also presented to make the comparison more 
illustrative. 

Automatic Evaluation 
For automatic evaluation, the Kendall’s τ is calculated between each output ordering 
and the ordering of the manual summary. This evaluation measures how similar the 
output orderings and orderings of manual summaries are. Since we believe that the 
orderings of manual summaries are ideal, hence the bigger Kendall’s τ got, the better 
is the ordering performance of our ordering applications. The evaluation was made on 
all 157 summaries. The value of  τ varies from -1 to 1. 

Table 2 describes automatic evaluation results of our experiments. We can see that 
the majority ordering got a τ of 0.143, which is very close to probabilistic model. 
Meanwhile the adjacency model got a τ of 0.276, with an improvement of 91.7%. 

Table 2. Automatic evaluation results on 157 summaries 

 τ 
Run_Rd -0.007
Run_Mo 0.143 
Run_Pr 0.144 
Run_Cn 0.276 

Table 3 gives out a further comparison between the four methods. The first data 
column describes how many output orderings put the 1st sentence of the 157 manual 
standard summaries at the “correct” position (ie the first position in output orderings). 
The adjacency model run significantly outperforms the other three runs. 94 out of 157 
output orderings got the same 1st sentences with manual summaries. The reason why 
adjacency model performs better than other two models for the first sentence selection 
may be that when determining the first sentence, not only the occurrences of features 
after the null feature but also their occurrences elsewhere are both considered, while 
other models only consider their occurrence after the null features. 

Table 3. Correction ratio of 1st sentence ranking 

 Number of correctly 
found 1st sentences 

Positive 
orderings 

Negative 
orderings 

Median 
Orderings 

Run_Rd 22  (14.0%) 76  (48.4%) 70 (44.6%) 11  (7.0%) 
Run_Mo 41  (26.1%) 97  (61.8%) 50  (31.8%) 10  (6.4%) 
Run_Pr 64  (40.8%) 96  (61.1%) 46  (29.3%) 15  (9.6%) 
Run_Cn 94  (59.9%) 117  (74.5%) 28  (17.8%) 12  (7.6%) 

In Table 3, we use “positive ordering” to denote the output ordering that gets a 
positive τ , which means it can be considered as a better ordering than a random 
ordering. Similarly, “negative ordering” means the output ordering with a negative τ, 
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which means it can be considered as a worse ordering than a random ordering. “median 
ordering” is the ordering get a τ of 0. We can find from the last 3 columns of Table 3 
that the adjacency based ordering significantly outperforms the other 3 runs on finding 
positive orderings and avoiding negative orderings. 82.1% (positive plus median 
ordrings) of its output orderings are not worse than random produced orderings.  

Table 4. Comparison of correct sentence inferrence 

Correct 
Inferrence 

1st sentence  2nd 
sentence 

2nd sentence  3rd 
sentence 

Run_Mo 10  (24.4%) 1  (10%) 
Run_Pr 16  (25%) 4  (25%) 
Run_Cn 30  (31.9%) 15  (50%) 

We compared the  correction ratio of sentence inferrence from correctly ordered 
previous sentences in Table 4. The first data column describes the number and 
percentage of runs that the second sentence is correctly ordered compared with the 
manual summary, given the first sentence being correctly ordered. The second data 
column discribes that of correctly ordered third sentence, given the first two sentences 
are correctly ordered. Because the number of runs with first 3 sentences correctly 
orderred is too few, we didn’t make further comparison on inferrence of later 
sentences. Table 4 shows that given correctly ordered previous sentences, 
probabilistic model outperforms majority ordering and adjacency model outperforms 
both of them in inferring the next correct sentence.  

We also find that though majority ordering got close Kendall’s τ with probabilistic 
ordering, but it’s weaker than probabilistic ordering to correctly order the first 
sentence and infer the next correct sentence. This may be because that majority 
ordering select the next sentence based on relations among unordered sentences, ie. 
it’s dependent with ordered sentences. Meanwhile the probabilistic model and 
adjacency model depend on the previously ordered sentence to select the next 
sentence. This makes majority ordering weaker when a good previous ordering 
acquired, but stronger when a bad previous ordering acquired. 

Table 5. Results with varing parameters 

top_n τ (top-
n=1) 

τ (top-
n=2) 

τ (top-
n=3) 

τ (top-
n=4) 

τ (top-
n=5) 

τ (top-
n=10) 

Run_Cn_range=2 0.184 0.213 0.253 0.262 0.261 0.224 
Run_Cn_range=3 0.251 0.252 0.273 0.268 0.257 0.213 
Run_Cn_range=4 0.201 0.253 0.268 0.276 0.272 0.248 

Table 5 describes the experiment results of adjacency model with varing 
connectivity window ranges and noise elimination parameters. Cooccurrences of 
feature pairs are counted within the given window range in source documents. For 
example, range being set to 3 means that feature pairs co-occurring within adjacent 3 
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sentences are counted. Top-n is the noise elimilation parameter introduced in section 
2.3. Table 5 shows that noise elimination does affect the performance, and the best 
performance was acquired with top-n being set to 3 or 4. The connectivity window 
size slightly affect the performance. The proper setting of connectivity window size 
might depend on the length of source documents. The longer the source documents, 
the bigger connectivity window size may be expected. 

Manual Evaluation 
As mentioned in previous sections, there are usually more than one acceptable 
orderings for a given group of sentences. This means that the automatic evaluation 
with Kendall’s τ, which takes only one given ordering as the standard answer, will 
certainly underestimate the performance of ordering applications. To more accurately 
measure how efficient our ordering applications are, we randomly selected 10 manual 
summaries from the test set to manually evaluate output orderings. 

Table 6. Manual evaluation results on 10 summaries 

 τ 
Run_Rd 0.299
Run_Mo 0.437
Run_Pr 0.445
Run_Cn 0.584

In manual evaluation, the number of inversions is defined as the minimal number 
of interchanges of adjacent objects to transfer the output ordering to an acceptable 
ordering judged by human. The Kendall’s  τ of all 3 runs are listed in table 6. 

We can see from table 6 that all runs get bigger Kendall’s τ than in automatic 
evaluation. The result of connectivity model is quite good. 

4   Discussion and Conclusion 

In this paper we proposed an adjacency model for sentence ordering in multi-
document summarization. It learns the adjacency information of sentences from the 
source documents and orders sentences accordingly. Unlike the conditional 
probability between two sentences which helps to decide the sequence of them, the 
adjacency between two sentences denotes only the information about how close they 
should be in sumaries, despite of their relative sequence. But with the first sentence 
determined, an ordering can be acquired from adjacency information of sentence 
pairs. The experiment results show that this method significantly outperforms two 
other existing sentence ordering methods on dataset of DUC04.  

With the adjacency based sentence ordering, sentences are ordered based on only 
the input source documents without any extra sources. This means that it is capable to 
almost any text ordering task for document summarization. While multi-document 
summarization becomes more and more neccessary in varies domains and occasions, 
supporting knowledge is getting harder to be predicted and prepared. This makes the 
adjacency based sentence ordering even more meaningful. 
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From the experiment results we found that adjacency based model outperforms 
probabilistic model in finding both the first sentence and the next sentence given 
previous ones. The reason might be that probabilistic model focuses on feature 
sequences, however, they might mutually contradict during learning, which will make 
the conditional probability useless. In contrast, adjacency model focuses on feature 
proximity, which will not contradict with each other.  

There are some aspects for future improvement. First, noise reduction is a key step 
in sentence ordering, so we may use some feature weighting to filter noisy features. 
Second, currently the connectivity between two features is based on counts of their 
superficial co-occurrence, how to disclose the latent co-occurrence is an interesting 
problem. Third, the features in current experiments are all single words, and we can 
try some multi-word units as features in future.     
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Harald Hammarström

Chalmers University, 412 96 Gothenburg, Sweden

Abstract. We present a new fully unsupervised human-intervention-
free algorithm for stemming for an open class of languages. Since it does
not rely on existing large data collections or other linguistic resources
than raw text it is especially attractive for low-density languages. The
stemming problem is formulated as a decision whether two given words
are variants of the same stem and requires that, if so, there is a con-
catenative relation between the two. The underlying theory makes no
assumptions on whether the language uses a lot of morphology or not,
whether it is prefixing or suffixing, or whether affixes are long or short.
It does however make the assumption that 1. salient affixes have to be
frequent, 2. words essentially are variable length sequences of random
characters, and furthermore 3. that a heuristic on what constitutes a
systematic affix alteration is valid. Tested on four typologically distant
languages, the stemmer shows very promising results in an evaluation
against a human-made gold standard.

1 Introduction

The problem at hand can be described as follows:

Input : An unlabeled corpus of an arbitrary natural language and two arbitrary
words w1, w2 from that language

Output : A YES/NO answer as to whether w1 and w2 are morphological vari-
ants of one and the same stem (according to traditional linguistic analysis).

Restrictions : We consider only concatenative morphology and assume that
the corpus comes already segmented on the word level.

The relevance of the problem is that of stemming as applied in Informa-
tion Retrieval (IR). The issues of stemming in IR has been discussed at length
elsewhere and need not be repeated here. It suffices to say that, though not
uncontroversial, stemming continues to be a feature of modern IR systems for
languages like English (e.g Google1), and is likely to be of crucial importance
for languages which make more use of morphology (cf. [1]).

The reasons for attacking the problem in an unsupervised manner include
advantages in elegance, economy of time and money (no annotated resources
required), and the fact that the same technology may be used on new languages.

1 According to http://www.google.com/help/basics.html accessed 20 March 2006.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 323–337, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The latter two reasons are especially important in the context of resource-scarce
languages.

Our proposed unsupervised same-stem decision algorithm proceeds in two
phases. In the first phase, a ranked list of salient affixes are extracted from an
unlabeled text corpus of a language. In the second phase, an input word pair is
aligned to shortlist affixes that could potentially be added to a common stem
to alternate between the two. Crucially, this shortlist of affix alternations is
analyzed to check whether they form a systematic alternation in the language
as a whole (i.e not just in the pair at hand). This analysis depends strongly on
the ranked affix list from the first phase.

An outline of the paper is as follows: we start with some notation and basic
definitions, with which we describe the theory that is intended to model the
assumed behaviour of affixation in natural languages. Then we describe in de-
tail and with examples the thinking behind the affix extraction phase, which
actually requires only a few lines to define mathematically. Following that, we
present our ideas on how to distinguish a systematic morphological alternation
from a spurious one. This part is the more experimental one but at least it re-
quires no guiding, tuning or annotation whatsoever. The algorithm is evaluated
against a human gold standard on four languages chosen to span the full width
of morphological typology. Finally, we briefly discuss related work, draw some
tentative conclusions and hint at future directions.

2 Affix Extraction

We have chosen to illustrate using suffixes but the method readily generalizes to
prefixes as well (and even prefixes and suffixes at the same time).

2.1 A Naive Theory of Affixation

Notation and definitions:

– w, s, b, x, y, . . . ∈ Σ∗: lowercase-letter variables range over strings of some
alphabet Σ and are variously called words, segments, strings, etc.

– s�w: s is a terminal segment of the word w i.e there exists a (possibly empty)
string x such that w = xs

– W, S, . . . ⊆ Σ∗: capital-letter variables range over sets of words/strings/
segments

– fW (s) = |{w ∈ W |s � w}|: the (suffix) frequency, i.e the number of words in
W with terminal segment s

– SW = {s|s � w ∈ W}: all terminal segments of the words in W
– ufW (u) = |{(x, y)|xuy = w ∈ W}|: the substring frequency of u, i.e the

number times u occurs as a substring in the set of words W (x and y may
be empty).

– nfW (u) = ufW (u) − fW (u): the non-final frequency of u, i.e. the substring
frequency minus those in which it occurs as a suffix.

– | · |: is overloaded to denote both the length of a string and the cardinality
of a set
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Assume we have two sets of random strings over some alphabet Σ:

– Bases B = {b1, b2, . . . , bm}
– Suffixes S = {s1, s2, . . . , sn}

Such that:

Arbitrary Character Assumption (ACA): Each character c ∈ Σ should
be equally likely in any word-position for any member of B or S.

Note that B and S need not be of the same cardinality and that any string,
including the empty string, could end up belonging to both B and S. They need
neither to be sampled from the same distribution; pace the requirement, the
distributions from which B and S are drawn may differ in how much probability
mass is given to strings of different lengths. For instance, it would not be violation
if B were drawn from a a distribution favouring strings of length, say, 42 and S
from a distribution with a strong bias for short strings.

Next, build a set of affixed words W ⊆ {bs|b ∈ B, s ∈ S}, that is, a large set
whose members are concatenations of the form bs for b ∈ B, s ∈ S, such that:

Frequent Flyer Assumption (FFA): The members of S are frequent. For-
mally: Given any s ∈ S: fW (s) >> fW (x) for all x such that 1. |x| = |s|;
and 2. not x � s′ for all s′ ∈ S).

In other words, if we call s ∈ S a true suffix and we call x an arbitrary segment if it
neither a true suffix nor the terminal segment of a true suffix, then any true suffix
should have much higher frequency than an arbitrary segment of the same length.

2.2 An Algorithm for Affix Extraction

The key question is, if words in natural languages are constructed as W explained
above, can we recover the segmentation? That is, can we find B and S, given
only W? The answer is yes, we can partially decide this. To be more specific,
we can compute a score ZW such that ZW (x) > ZW (y) if x ∈ S and y /∈ S. In
general, the converse need not hold, i.e if both x, y ∈ S, or both x, y /∈ S, then
it may still be that ZW (x) > ZW (y). This is equivalent to constructing a ranked
list of all possible segments, where the true members of S appear at the top, and
somewhere down the list the junk, i.e non-members of S, start appearing and fill
up the rest of the list. Thus, it is not said where on the list the true-affixes/junk
border begins, just that there is a consistent such border. We shall now define
three properties that we argue will be enough to put the S-belonging affixes at
the top of the list. For a terminal segment s, define:

Frequency. The frequency fW (s) of s (as a terminal segment).
Curve Drop. The Curve Drop of s is the minimal percentage drop in freqency

if s is extended to the left with one character, normalized to the best possible
such precentage drop.

C(s) =
1 − maxc

fW (cs)
fW (s)

1 − 1
|Σ|

(1)
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Random Adjustment. First, for s, define its probability as:

PW (s) =
fW (s)∑

s′∈SW
fW (s′)

(2)

Second, equally straighfowardly, for an arbitrary segment u, define its non-
final probability as:

nPW (u) =
nfW (u)∑
u′ nfW (u′)

(3)

Finally, for a terminal segment s, define its random adjustment RA(s) to be
the ratio between the two:

RA(s) =

{
PW (s)

nPW (s) if nPW (s) > 0
1.0 otherwise

(4)

It is appropriate now to show the intuition behind the definitions. There
isn’t much to comment on frequency, so we’ll go to curve drop and random
adjustment. All examples in this section come from the Brown corpus [2] of one
million tokens (|W | = 47178 and |SW | = 154407).

The curve drop measure is meant to predict when a suffix is well-segmented
to the left. Consider a suffix s, in all the words on which it appears, there is
a preceding character c. For example, -ing occurs 3258 times, of which it is
preceded by t 640 times, of l 329 times, r 317 times, d 258 times, n 249 times
and so forth. This contrasts with -ng which occurs 3352 times, of which it is
preceded by i 3258 times, by o 35 times, by a 26 times and so on. The reasoning
is thus as follows. If s is a true suffix and is well-segmented to the left, then
its curve-drop value should be high. Frequent true suffixes that attach to bases
whose last character is random should have a close to uniform curve. On the
other hand, if the curve drop value is low it means there is a character that
suspiciously often precedes s. However, if s weren’t a true suffix to begin with,
perhaps just a frequent but random character, then we expect it’s curve drop
value to be high too! To exemplify this, we have C(ing) ≈ 0.833, C(ng) ≈ 0.029
and C(a) ≈ 0.851.

The random adjustment measure it precisely to distinguish what a “frequent
but random segment” is, that is, discriminate e.g -a versus -ing as well as -a
versus -ng. Now, how does one know whether something is random or not? One
approach would be to say the shorter the segment the more random. Although
it’s possible to get this to work reasonably well in practice, it has some draw-
backs. First, it treats all segments of the same length the same, which may be too
brutal, e.g should -s be penalized as much as -a? Second, it might be considered
too vulnerable to orthography. For example if a language has an odd trigraph
for some phoneme, we are clearly going to introduce an error source. Instead
we propose that a segment is random iff it has similar probability in any posi-
tion of the word. Instead we propose that a segment is random iff it has similar
probability in any position of the word. This avoids the “flat length”-problems
but has others, which we think are less harmful. First, we might get sparse data
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which can either be back-off smoothed or, like here, effectively ignored (where
we lack occurence we set the RA to 1.0). Second, phonotactic or orthographic
constraints may cause curiousities, e.g. English y is often spelled i when medial
as in fly vs. flies.

To put it all together, we propose the characterization of suffixes in terms of
the three properties as shown in table 1. The terms high and low are of course
idealized, as they are really gradient properties.

Table 1. The logically possible condigurations of the three suffix properties, accom-
panied by an appropriate linguistically inspired label and an example from English

fW C RA Example Label
high high high -ing True suffix
high high low -a Frequent random segment
high low high -ng Tail of true suffix
high low low N/A Second part of a digraph
low high high -oholic Infrequent true suffix
low high low -we Happenstance low RA-segment?
low low high -icz Tail of foreign personal name ending
low low low -ebukadnessar Infrequent segment

As seen from the table, we hold that true suffixes (and only true suffixes) are
those which have a high value for all three properties. Therefore, we define our
final ranking score, the ZW : SW → Q:

ZW (s) = C(s) · RA(s) · fW (s) (5)

The final ZW -score in equation 5 is the one that purports to have the property
that ZW (x) > ZW (y) if x ∈ SW and y /∈ SW – at least if purged (see below). We
cannot give a formal proof that languages satisfying ACA and FFA should get a
faultless ranking list because this is true only in a heuristic sense. To set bounds
on the probability for it to hold is also depends on a lot of factors that are hard,
or at least inelegant, to characterize. We hope, however, to have sketched the
how the ACA and FFA assumptions are used.

2.3 Affix Extraction Sample Results

On the affix extraction part as such, we will only give some impressionistic
results rather than a full-scale evaluation. The reason for this is that, although
undoubtedly the list has some valid meaning, it is at present unclear to the author
what a gold standard should be in every detail in every language. Furthermore,
different applications, such as the final objective in this paper, may not require
that a context-less choice between two related affixes, e.g -ation and -tion, be
asserted.

For an English bible corpus [3] we get the top 30 plus bottom 3 suffixes as
shown in table 2.
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Table 2. Top 30 and bottom 3 extracted suffixes for an English bible corpus. The high
placement of English -eth and -iah are due to the fact that the bible version used has
drinketh, sitteth etc and a lot of personal names in -iah.

-ed 15448.4 -ity 6917.6 -ts 3783.1 -y 2239.2 -ded 1582.2
-eth 12797.1 -edst 6844.7 -ah 3766.9 -leth 2166.3 -neth 1540.0
-ted 11899.4 -ites 5370.2 -ness 3679.3 -nts 2122.6 . . . . . .
-iah 11587.5 -seth 5081.6 -s 3407.3 -ied 1941.7 . . . . . .

-ly 10571.2 -ned 4826.7 -ions 2684.5 -ened 1834.9 -io 0.0
-ings 8038.9 -s’ 4305.2 -est 2452.6 -ers 1819.5 -ti 0.0
-ing 7292.8 -nded 3833.8 -sed 2313.7 -ered 1796.7 -ig 0.0

The results largely speak for themselves but some comments are in order. A
good sign is that the list and its order seems to be largely independent of corpus
size (as long as the corpus is not extremely small) but we do get some significant
differences between bible English and newspaper English. As is easily seen from
the lists, some suffixes are suffixes of each other so one could purge the list in
some way to get only the most “competitive” suffixes. For a fuller discussion of
purging, other languages and all other matters pertaining to the affix extraction
algorithm, the reader is referred to the longer exposition in [4].

3 Affix Alternation Analysis

Having a list of salient affixes is not sufficient to parse a given word into stem
and affix(es). For example, sing happens to end in the most salient suffix yet
it is not composed of s and ing because crucially, there is no *s, *sed etc.
Thus to parse a given word we have to look at additional evidence beyond the
word itself, such as the existence of other inflections of potentially the same
stem as the given word, or further, look at inflections of other stems which
potentially share an affix with the given word. This line of thought will be
pursued below.

The problem at hand, namely, to decide if two given words w1, w2 share a
common stem (in the linguistic sense) is easier than parsing one word. Essentially,
there are four interesting kinds of situations the same-stem-decider must face:

1. w1 and w2 do share the same stem and have a salient affix each, e.g played
vs. playing.

2. w1 and w2 do share the same stem but one of them has the “zero” affix, e.g
play vs. playing.

3. w1 and w2 do not share the same stem (linguistically) but do share some
initial segment, e.g playing vs. plough.

4. w1 and w2 do not share the same stem (linguistically) and do not share any
initial segment, e.g playing vs. song.

Number 4 is trivial to decide in the negative. Number 1 is also easy to affirm
using a list of salient affixes, whereas the special case of number 2 requires some
care. The real difficulty lies in predicting a negative answer for case number 3
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(while, of course, at the same time predicting a positive for cases 1 and 2). We
will go for an extended discussion of this matter below.

Consider two words w1 = xs1 and w2 = xs2 that share some non-empty
initial segment x. Except for chance resemblances, which by definition are rare,
we would like to say that w1 and w2 belong to the same stem iff:

1. s1 and s2 are well-segmented salient suffixes in the language, i.e -w and -lt
for saw and salt are not; and

2. s2 and s2 must systematically contrast in the language, that is, there must
be a large set of stems which can take both s1 and s2. For example, the word
pair sting and station align to -ing and -ation which are both salient suffixes
but they do not systematically contrast.

The key difficulty is to decide, in an unsupervised manner, when something is
systematic and when it isn’t. In order to tackle this, we will propose a heuristic
for measuring how much two suffixes contrast. This will give a score between 0
and 1 where it is not clear at which value “systematic” begins. We could say
that, at this point, the user has to supply a threshold value. However, instead,
we devise another heuristic that obviates the need for a threshold at all. The
resulting system thus supplies a YES/NO answer to the same-stem decising
problem without any human interaction.

3.1 Formalizing Same Stem Co-occurence

From the word distributions characteristic of natural language corpora, it is
surprisingly difficult to come up with a measure of how much a set of suffixes
show up on the “same stems” that is not such that it favours the inclusion of any
simply frequent, rather than truly contrasting, terminal segment. For example,
the author has not had much success with standard vector similarity measures.
Instead, we propose the following usage of co-occurence statistics. The measure
presented is valid for an arbritrary set of suffixes (called P for “paradigm”) even
though the relevance in this paper is for the case where |P | = 2.

First, for each suffix x, define its quotient function Hx(y) : SW → [0, 1] as:

Hx(y) =
|Stems(x) ∩ Stems(y)}|

|Stems(x)| (6)

where Stems(x) = {z|zx ∈ W}. The formula is conveying the following: We are
given a suffix x, and we want to construct a quotient function which is a function
from any other suffix to a score between 0 and 1. The score is calculated as: look
at all the stems of x, other suffixes y will undoubtedly also occur on some of these
stems. For each other suffix y, find the proportion of x:s stems on which y also
appears. This proportion will be the quotient associated with y. Two examples
of quotient functions (sorted on highest value) are given in table 3.

Now, given a set of affixes P , construct a rank by summing the quotient
functions of the members of P :

VP (y) =
∑

x 	=y∈P

Hx(y) (7)
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Table 3. Sample quotient functions/lists
for ing and ed on the Brown Corpus. Hing

and Hed have 68337 and 75853 nonzero
values respectively.

y Hing(y) y Hed(y)
ing 1.00 ed 1.00
ed 0.59 ing 0.42
′′ 0.41 ′′ 0.33
s 0.25 e 0.21
e 0.24 s 0.20
es 0.19 es 0.17
er 0.12 er 0.08
ers 0.10 ion 0.07
ion 0.07 ers 0.05
y 0.05 y 0.04
ings 0.05 ions 0.03
ions 0.03 ation 0.03
in 0.03 able 0.02
ation 0.03 ings 0.02
′s 0.03 ′s 0.02
ingly 0.03 or 0.02
or 0.02 in 0.01
able 0.02 ly 0.01
ive 0.02 ive 0.01
ors 0.02 ingly 0.01
ations 0.01 al 0.01
er′s 0.01 ment 0.01
ment 0.01 ors 0.01
ly 0.01 ations 0.01
. . . . . . . . . . . .

Table 4. Example ranks for P =
{a, an, as, ans, or, orna, ors, ornas} (left)
and P = {ungen, ig, ar, ts, s, de, ende, er}
(right)

y V IP (y) y V IP (y)
a 3.93 ” 3.32
an 2.82 t 1.48
or 2.71 a 1.19
” 1.91 r 1.18
orna 1.76 s 1.15
ar 1.13 en 1.14
as 1.06 iga 0.86
ade 1.05 d 0.80
ans 0.94 igt 0.73
at 0.89 as 0.66
en 0.82 de 0.59
s 0.76 des 0.57
t 0.73 ade 0.55
e 0.71 ung 0.49
er 0.66 er 0.49
ad 0.61 at 0.48
ande 0.52 n 0.46
ades 0.47 ar 0.45
ats 0.40 an 0.44
i 0.36 e 0.42
. . . . . . . . . . . .
ors 0.35
. . . . . .
ornas 0.27
. . . . . .

The x �= y is just there so that the y:s that are also in P do not get an “extra”
1.0, since Hx(x) = 1.0 regardless of the data. The rank is just y sorted on highest
VP (y).

As an example, take W from the Swedish PAROLE-Corpus [5]. We can com-
pare in table 4 the very common paradigm {a, an, as, ans, or, orna, ors, ornas}
with the nonsense paradigm {ungen, ig, ar, ts, s, de, ende, er} consisting only of
individually frequent suffixes. In table 4, the ranks of the member of P to the
left are [0, 1, 2, 4, 6, 8, 22, 31], and for P to the right the ranks are [115044, 127,
17, 28, 4, 10, 100236, 14].

Now, if we can generalize from these cases it seems that we can rank different
hypotheses of paradigms (of the same size) by looking at their quotient ranks. If
the members of P “turn up high in” the quotient rank then the members of P
tend to turn up on the same stems. There are several issues in formalizing the
notion of “turn up high in”. The places in the ranked list alone? Also incorporate
the scores? Average place or total sum of places? For now we will just do a simple
sum of places in the ranked list, divide by the optimum sum (which depends on
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|P | and is 0 + . . . + |P | − 1), and take the inverse. This gives a score between 0
and 1 where a high score means the members of P tend to appear on the same
stems:

V I(P ) =
|P |(|P | − 1)

2
∑

x∈P place(x, VP )
(8)

According to the desiderata 1 and 2 in section 3 (p. 329) we finally define an
affix-systematicity likelihood score as:

A(P ) = V I(P )
∑
s∈P

ZW (s) (9)

As a convention we set ZW (′′) = 0.

3.2 Escaping Thresholds

The V I-score from the last section may be used for a greedy hill-climbing search
through the affix set space. For example, we may start with an affix, a one
member set, and see whether we can improve the affix score by including an-
other member, and perhaps another after that until we can’t improve the score
anymore. In this process, we may also entertain the possibility of kicking some
member out if that improves the score – as long as there is no backtracking the
search remains polynomial. Formally, define the growing function of a set P of
affixes as:

G(P ) = argmaxp∈{P}∪{P xor s|s∈SW }V I(p) (10)

G∗(P ) =
{

P if G(P ) = P
G∗(G(P )) if G(P ) �= P

(11)

Two growth-examples are shown in table 5, one which attains a perfect 1.0
score and one in which the original member is expelled in a later iteration.

Table 5. Example iterations of G∗(′ation′) and G∗(′xt′)

P V I(P )
{’ation’} 0.00
{’ated’, ’ation’} 0.14
{’ate’, ’ated’, ’ation’} 0.40
{’ate’, ’ated’, ’ating’, ’ation’} 0.75
{’ate’, ’ated’, ’ating’, ’ation’, ’ations’} 1.00

P V I(P )
{’xt’} 0.00
{’xt’, ’n’} 0.04
{’xt’, ’n’, ’ns’} 0.12
{’n’, ’ns’} 0.55
. . . . . .

Now, how does this help us work around a threshold for deciding how sys-
tematically a pair of suffixes have to co-occur to conflate their stems? Recall the
writing convention w1 = xs1 and w2 = xs2. Instead of having a threshold we
may conjecture that:

w1, w2 have the same stem iff s1 ∈ G∗(s2) and s2 ∈ G∗(s1)
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For example, this predicts that sting and station are not the same stem because
neither G∗(ing) = {′′, e, ed, er, es, ing, s} contains ’ation’ nor does G∗(ation) =
{ate, ated, ating, ation, ations} contain ’ing’. From our experience this test is
quite powerful. However, there are of course cases where it predicts wrongly,
due to the greedy nature of the G∗-calculation, e.g G∗(ing) does not contain
’ers’. Moreover, if one of the affixes is the empty affix, we need a special fix (see
below).

3.3 Same-Stem Decision Algorithm

We can now put all pieces together to define the full algorithm as shown in
table 6.

Table 6. Summary of same-stem decision algorithm

Input: A text corpus C and two words w1, w2

Step 1. Calculate ZW as in equation 5
Step 2. Form the set of candidate alignment pairs as:

C(w1, w2) = {(s1, s2)|xs1 = w1 and xs2 = w2} (12)

Step 3. If C(w1, w2) is empty then answer NO, otherwise pick the best candidate pair
as:

argmax(s1,s2)∈C(w1,w2)A({s1, s2}) (13)

Step 4. For the winning pair, answer YES/NO acccordingly as s1 ∈ G∗(s2) and s2 ∈
G∗(s1)

If one of s1, s2 is the empty string then step 3 and 4 should be restated as
follows (using s to denote the non-empty one of the two). The maximization
value in step 3 should be modified to: ZW (s)

1+place(′′,Hs) . Step 4 should be modified
to: answer YES/NO acccordingly as ′′ ∈ G∗(s).

The bad news is that the computation of the G∗:s tends to be slow due to
the summing and sorting of typically very long (50 000-ish items) lists. On my
standard PC with a Python implementation it typically takes 30 seconds to
decide whether two words share the same stem.

4 Evaluation

Several authors, e.g [6,7], have evaluated their stemming algorithms on Informa-
tion Retrieval performance. While IR is the undoubtedly the major application
area we feel that evaluating on retrieval performance does not answer all relevant
questions of stemming performance. For instance, a stemmer may make confla-
tions and miss conflations that simply did not affect the test queries. In fact,
one may get different best stemmers depending on the test collection. There is
also difference as to whether the whole document collection, an abstract of each
document or just the query is stemmed.
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We find it more instructive to test stemming separately against a stemming
gold standard and assess the relevance of stemming for IR by testing the stem-
ming gold standard on IR performance. If stemming turns out to be relevant for
IR, then researchers should continue to develop stemming algorithms towards
the gold standard. In the other case, one wonder whether IR-improving term
conflation methods should be called stemmers.

In order to assess the cross-linguistic applicability of our stemming algorithm
we have chosen languages spanning spectrum of morphological typology – from
isolating to highly suffixing – Maori, English, Swedish and Kuku Yalanji [8]. As
training data we used only the set of words from a bible translation to emphasize
the applicability to resource-scarce languages.

For these four languages we devised a stemming gold standard using [12,13]
for Maori and [14,15] for Kuku Yalanji, languages not generally known to the
author. So as not to let the test set be dominated by too many simple test cases,
the selection of test set cases was done as follows:

1. Select a random word w1 from W for the corresponding language
2. Select a random number i in 0 ≤ i ≤ |w1| − 1
3. Select a random word w2 from the subset of words from W \ {w1} sharing i

initial characters with w1
4. Mark the pair w1, w2 to be of the same stem or not, according to traditional

linguistic analysis

This was repeated until 200 pairs of words for each language had been selected,
100 same-stem and 100 not same-stem. Except for Maori where we could only
really find 13 same-stem cases this way, all involving active-passive alternating
verbs (described in detail in [16]).

Table 7. Evaluation results

Same-stem Diff.-stem
Language Correct Total Correct Total Language Type Corpus Size
Maori 10 13 100 100 Isolating [9] NT & OT
English 97 100 100 100 Mildly Suffixing [3] NT & OT
Swedish 96 100 100 100 Suffixing [10] NT & OT
Kuku Yalanji 94 100 100 100 Strongly Suffixing [11] NT & OT Parts

The evaluation results are shown in table 7. Errors fall into just one major
type, in which the algorithm is too cautious to conflate; it is when two words
do share the stem but where one of the suffixes is rather uncommon (possibly
because it is really composite) and therefore it is not in the grow-set of the other
suffix; for example Swedish skap-ade-s (past passive) and skap-are-n-s (agent-
noun definite genitive). We also expected false positives in the form of random
resemblances involing short words and short affixes; e.g as versus a but no such
cases seem to have occurred in the test set in any of the languages.

We have done attempted a comparison with other existing stemmers, mainly
because they tend not be aimed at an open set of languages and those which are,
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are really not fully supervised and we fear we might not do justice to them in
setting parametres (see Related Work section). The widely known Porter stem-
mer [17] for English scores exactly the same result for English as our stemmer,
which suggests than an unsupervised approach may come very close to explicitly
human-informed stemmers. Many other stemmers, however, are superior to ours
in the sense that they can stem a single word correctly whereas ours requires a
pair of words to make a decision. This is especially relevant when large bodies of
data needs to be stem-indexed as it would take quadratic time (in the number
of words) in our setting.

5 Related Work

A full survey of stemming algorithms for specific languages or languages like
English has more or less fully been done elsewhere (the technology becoming
relatively mature cf. [18,19,6,7,20,21,22,23] and references therein). We will focus
instead on unsupervised approaches for a wider class of languages.

Melucci and Orio [7] present a very elegant unsupervised stemming model.
While training does not require any manually annotated data, some architectural
choices depending on the language still has to be supplied by a human. If this
can be overcome in an easy way, it would be very interesting to test their Baum-
Welch training approach versus the explicit heuristics in this paper, especially on
a wider scope of languages than given in their paper. The unsupervised stemmer
outlined in [6] actually requires a lot of parametres to be tweaked humanly and
mainly targets languages with one-slot morphology.

Other systems for unsupervised learning of morphology which do not explic-
itly do stemming could easily be transformed into stemmers. Work includes
[24,25,26,27,28,29,30,31,32,33,34,35,36,37] and other articles by the same au-
thors. All of these systems, however, require some parametre tweaking as it
is and perhaps one more if transformed to stemmers, so there is still work want-
ing before they can be compared on equal grounds to the stemmer described
here. Given that they use essentially the same kind of evidence, it is likely that
some of them, especially [38], will reach just as competitive results on the same
task.

Of course, we also wish to acknowledge that traditional stemmers output the
actual stem, which is one (significant) step further than deciding the same-stem
problem for word pairs.

6 Conclusion

We have presented a fully unsupervised human-intervention-free algorithm for
stemming for an open class of languages showing very promising accuracy results.
Since it does not rely on existing large data collections or other linguistic resources
than raw text it is especially attractive for low-density languages. Although poly-
nomial in time, it appears rather slow in practice and may not be suitable for stem-
ming huge text collections. Future directions include investigating whether there
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is a speedier shortcut and a better, more systematic, approach to layered morphol-
ogy i.e for languages which allow affixes to be stacked.
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spraakbanken.gu.se accessed the 11th of Febuary 2004. (1997) 20 million words.

6. Goldsmith, J., Higgins, D., Soglasnova, S.: Automatic language-specific stemming
in information retrieval. In Peters, C., ed.: Cross-Language Information Retrieval
and Evaluation: Proceedings of the CLEF 2000 Workshop. Lecture Notes in Com-
puter Science. Springer-Verlag, Berlin (2001) 273–283

7. Melucci, M., Orio, N.: A novel method for stemmer generation based on hidden
markov models. In: CIKM ’03: Proceedings of the twelfth international conference
on Information and knowledge management, New York, NY, USA, ACM Press
(2003) 131–138

8. Dryer, M.S.: Prefixing versus suffixing in inflectional morphology. In Comrie, B.,
Dryer, M.S., Gil, D., Haspelmath, M., eds.: World Atlas of Language Structures.
Oxford University Press (2005) 110–113

9. The British & Foreign Bible Society: Maori Bible. The British & Foreign Bible
Society, London, England (1996)

10. Svenska Bibelsällskapet: Gamla och Nya testamentet: de kanoniska böckerna.
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Abstract. We are developing a reference disambiguation system called
NAYOSE System. In order to cope with the case the same person name
or place name appears over two or more Web pages, we propose a sys-
tem classifying each page into a cluster which corresponds to the same
entity in the real world. For this purpose, we propose two new methods
involving algorithms to classify these pages. In our evaluation, the combi-
nation of local text matching and named entities matching outperformed
the previous baseline algorithm used in simple document classification
method by 0.22 in the overall F-measure.

1 Introduction

Have you ever had trouble when you have used a common person/place name
as a query in a search engine? For example, when you want to know about a
person “George Bush” who is not the president but an ordinary person, many
pages describing about the president must bring you trouble. According to the
circumstances, we have to look for once more which Web page has the informa-
tion about the target person/place among too many search results. This problem
frequently occurs when the different people (or places, and organization) have
the same name. We can find the target Web page, but this often forces us to do
hard and time consuming work.

Let us now describe this problem in more detail. Each string appearing as a
name on a Web page has a reference to a certain entity in the real world, i.e., each
name refers to an entity. A problem occurs when the same name appears on many
Web pages, where we do not know whether the same name refers to the same
entity or different entities. This problem is the subtask of the co-referencing task
[5] in the field of natural language processing. Although it has been recognized
in the past, research on it has actively been done in recent years. However, it is
not clear whether the previous research is suitable for practical use since most
of the experiments were done with artificial data sets.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 338–349, 2006.
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To rectify this undesirable situation, we considered the NAYOSE System on
the Web. NAYOSE means reference disambiguation of names in Japanese. For
simplicity, we have described reference disambiguation as NAYOSE in the rest
of the paper. Reference disambiguation results in page clusters, which makes an
target information accessible. We also propose two algorithms to improve system
performance. The system is aimed at practical use. To achieve this, we used
real-world data sets that were composed of the top 100 - 200 results from search
engines. The queries input to search engines were not restricted to person names,
as we used some place names in the experiments. As a result of an experiment,
we found our proposed method significantly outperformed the baseline by 0.22
in the overall F-measure.

The remainder of this paper is organized as follows. We first discuss related
works in Section 2. In Section 3, we define the task and discuss our methodology
for solving it. In Section 4, we propose two new methods for disambiguating
references, which are Local Context Matching and Named Entities Matching. We
describe our system in Section 5, and we show the results of our evaluation in
Section 6. We conclude the paper in Section 7.

2 Related Works

There have been several important works that tried to solve a reference disam-
biguation problem. Bagga and Baldwin [1] applied the vector space model to
calculating similarity between names using only co-occurring words. Based on
this, Niu et al. [6] presented an algorithm using information extraction results in
addition to co-occurring words. However, these methods had only been tested on
artificial small test data. Therefore, it is doubtful that these methods are suit-
able for practical use. Mann and Yarowsky [4] employed a clustering algorithm
to generate person clusters based on extracted biographic data. However, this
method was also only tested on artificial test data. Wan et al. [7] proposed a sys-
tem that rebuilt search results for person names. Their system called WebHawk
was aimed at practical use like ours, but their task was somewhat different from
ours. Their system was designed for actual frequent queries. Their algorithm for
the system was specialized for English person-name query, consisting of three
words: family name, first name, and middle name. They mainly assumed queries
as “<first name>” or “<first name> <family name>”, and took middle names
into consideration, which may have improved accuracy. However, it would not
be suitable for other types of names such as those in Japanese (consisting of two
words) or place names.

As another approach to this task, Bekkerman and McCallum [2] proposed
two methods of finding Web pages referring to a particular person. Their work
consists of two distinct mechanisms: the first based on link structure and the
second using agglomerative/conglomerative double clustering. However, they fo-
cused on disambiguating an existing social network of people, which is not the
case for searching for people in reality. In addition, based on our experience,
as the number of direct links between pages that contain the same name were
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fewer than we expect, information on link structures would be difficult to use
to resolve our task. Although there may be indirect links (i.e., one page can be
found from another page via other pages), it is too time consuming to find them.

3 Bag of Words Model

3.1 Task Definition

Our task, which is the reference disambiguation of names appearing on Web
pages, is formalized as follows. The query (target name) is referred to as q. The
set of Web pages obtained by inputting query q to a search engine is denoted
by P = {p1, p2, · · · , pk}. Each Web page pi has at least one string q. Then,
the jth appearance of string q on Web page pi is assumed to be sij . Each sij

only indicates one entity from the set E = {e1, e2, · · · , en} of entities in the real
world having the name q. Now, the set of sij is assumed to be S. We define
function Φ : S → E . Function Φ means mapping from the name appearing in the
document to entities in the real world. In other words, Φ means mapping from
a string to an entity. Our purpose is to find function Φ̆ that will approximate
function Φ.

The modeling above permits the same string q appearing in the same docu-
ment to refer to different entities. Web pages with such properties actually exist.
However, these pages are quite rare, and dealing with them makes the system
more complicated. We therefore decided to ignore these pages. Therefore, We as-
sumed that all of the same string q on a certain Web page di would refer to the
same entity, i.e., for each i, there exists em ∈ E , such that ∀j, Φ(Sij) = em. This
supposition means that the same name appeared on one page only refers to one
entity. Therefore, this results in a simpler model i.e., Φ′ : P → E . In this research,
our aim was to estimate Φ′. The problem here is n (that appears in the definition
of E) is not known previously. In other words, we do not know how many distinct
entities have the string q. We actually estimated Φ′ by clustering Web pages.

Our system works as follows. Given query q, the system retrieves Web pages
that have string q using a search engine and does the reference disambiguation
task. Finally, the output of the system is a set of page clusters, each of which
refers to the same entity. Although queries have been limited to people’s names
in previous methods, our aim was to accept not only people’s names but all
general proper nouns such as place names and organization names. To achieve
this goal, the system does not require any knowledge about the query.

3.2 Baseline System

We first implemented a simple system as our baseline. Note that all we need to
do is to cluster Web pages. We adopted Agglomerative Hierarchical Clustering
(AHC) with the Bag of Words Model to calculate similarity between pages.

The string sequence for the page in Bag of Words Model (so-called Vector
Space Model) is represented as a vector whose elements are the weights of words,
and word i on page pj is weighted as
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weight(i, j) = tf(i, j) ∗ log
D

df(i)
,

where tf(i, j) is the frequency of word i on page pj ; D is the total number of
pages; and df(i) is the number of the pages containing word i. The cosine of the
angle between the two resulting vectors is then used as the context similarity
measure.

We evaluated this baseline system using the test set described in Section 6.1
and found the F-measure was lower than 0.5. The main problem is shortcoming
with the Bag of Words Model, which only focuses on the frequency of words.
Other significant information in the words is ignored, such as word positions
or word meanings. We therefore propose two methods to overcome this kind of
shortcoming.

4 Local Context Matching and Named Entities Matching

Now, we propose two methods for calculating similarity. One method is Local
Context Matching using location information of words on Web pages, and the
other method is Named Entities Matching using the meanings of surrounding
words on the pages.

4.1 Local Context Matching

As discussed in the previous section, the Bag of Words model cannot utilize
word positions. Local Context Matching copes with this shortcoming by giving
nearby words (i.e., words close to the query) higher scores than others.

Procedure: Local Context Matching
1. For all documents dj (1 ≤ j ≤ k) involving query q, do the following.

1.1. Find all appearance positions pi (1 ≤ i ≤ nj) of query q in each
document dj .

1.2. For all pi, put words whose positions are from pi − α to pi + α
into Sj , where Sj is a set of nearby words in document dj .

1.3. Weight each word t in set Sj as

wtj =

⎧⎨
⎩

0 if t is involved in a stop word list which
is described later

1 otherwise

2. For all document pairs dx, dy (1 ≤ x < y ≤ k), do the following.
2.1. Calculate local context similarity simLC(dx, dy) as

simLC(dx, dy) =
∑

t∈Sx∩Sy

wtxwty

2.2. If simLC(dx, dy) ≥ θLC, then Φ′(dx) = Φ′(dy), where θLC is the
threshold.

Here, α is the window size and is currently set to three.
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Note that Φ′(dx) = Φ′(dy) means two pages, dx and dy, are to be in the same
cluster (see Section 3.1) and clustering is done as follows. Let G be an undirected
graph with vertex set V and edge set E. Each vertex vi ∈ V corresponds to
page di. The result of Local Context Matching gives edge set E. Each edge
eij ∈ E exists if and only if constraint Φ′(di) = Φ′(dj) was added in Step 2.2 of
the algorithm. Then, graph G = 〈V, E〉 has some connected components. Each
connected components means one cluster of Web pages all of which refer to the
same entity.

In the case of a person’s name, personal data such as his/her age, affiliation,
and position will appear near the target name. Therefore, we expect to extract
important features by Local Context Matching for disambiguating references and
checking whether the pages refer to the same entity or not without having to use
information extraction methods. All we need to do is focus on the words near
the query string.

The stop word list in Step 1.3 prevents meaningless words from exerting an in-
fluence. The list, which was made by the hand, consists of stop words in Japanese,
such as: shi, and san (mean “Mr.” and “Ms.” in Japanese), namae (meaning
“name”), and nen, tuki, and hi (meaning “year”, “month”, and “day”).

4.2 Named Entities Matching

Named Entities (NEs) are generally more discriminating (i.e. document specific)
than general words. We attempted to determine the same person by using NEs.
For example, person names can be disambiguated by using heuristics such as:

– If the target person’s name and another person’s name co-occur on many
pages, we can determine the target person on the pages refers to the same
entity.

– The organization name that appears near the position of the person’s name
is thought to be that of the organization the person belongs to. Therefore, if
the same organization name is near the position of the target name on many
pages, they all refer to the same entity.

– The same person names co-occuring with the same date refer to the same
entity.

Place names can be disambiguated in the same way.
Although these heuristics are not necessarily correct, they indicate that the

probability of referring to the same entity is very high. The method of deter-
mining whether the same name appearing on many pages refers to the same
entity using such criteria is called Named Entities Matching. NEs characterize
documents very strongly, and typically represent their main topics. Therefore, if
NEs can be correctly used, they can be expected to become powerful clues for
determining whether the same names refer to the same entity or not.

To find out NEs, we used Sen1 as not only a Japanese morphological analyzer
but the NE tagger which tags each proper noun in obedience to context, such
1 http://ultimania.org/sen/
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as “person-name (family name)” “person-name (first name)”, “place-name”, or
“organization-name”. Sen works faster than information extraction systems, and
provides more general information. According to our manual benchmarking2,
Sen achieved 0.8371 F-measure as the NE tagger for person names and 0.7969
F-measure for place names.

The algorithm for Named Entities Matching we used in our system is presented
below.

Procedure: Named Entities Matching
1. From all documents dj (1 ≤ j ≤ k), extract person names (full name)

and place names with a NE tagger.
2. Calculate NE similarity simNE(dx, dy) as,

simNE(dx, dy)
= β ∗ (number of person names appearing in both dx and dy)
+γ ∗ (number of place names appearing in both dx and dy)

3. If simNE(dx, dy) ≥ θNE, then Φ′(dx) = Φ′(dy), where θNE is the
threshold.

This is where β and γ are parameters for weighting. Having constrains Φ′(dx) =
Φ′(dy), clustering is done in the same way as Local Context Matching.

5 NAYOSE System

We describe our NAYOSE System in this section. One problem we found in
dealing with Web pages is that there were several noisy pages that were inap-
propriate for our task, such as those page with no meaning and those which
refers to multiple entities. We defined these as junk pages. We also defined a rule
to filter these out. The NAYOSE System is outlined at the end of this section.

5.1 Filtering Junk Pages

When the system tries to automatically disambiguate references, some Web
pages have a negative influence that decreases efficiency. As previously men-
tioned, these are called junk pages.

Wan et al. [7] have pointed out that it is important to filter junk pages out.
Though their task was different from ours, they coped with pages in which the
target name referred to non-person entities as junk pages. Since our system was
designed to receive proper nouns as general as possible, we determined junk pages
as follows. If a Web page conforms to more than one of following properties, the
page is determined to be a junk page:

J1. The page has disappeared from the Web (i.e., if “404 not found” appears),
J2. The page does not contain the query string,
2 We checked manually randomly selected 250 NEs (170 person names and 80 place

names).
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J3. Most of the page is occupied by the enumerations of names or numbers, and
J4. The same name on the page refers to multiple entities.

J1 and J2 are for changes in Web pages. Our system collects Web pages by
using results from a search engine. Because there is a time lag between pages
cached by the search engine and original page, we need to check if the page we
collect actually contains the query string. If the page does not have the query
string, it is regarded as a junk page.

J3 is a page that is hard to use. In many cases, it does not have enough
information for each person on the page. However, a few pages do have useful
information. It is not easy to distinguish these useful pages from junk pages.
Therefore, none of the pages extracted under J3 should be dumped. But they
are marked as ”J3” and treated in a special manner as later mentioned.

J4 is a page that is beyond the scope of our task where we have assumed one
page would refer to only one entity.

We defined the following rules to filter out junk pages:

F1. The URL contains Japanese characters,
F2. The title contains the string “search result” (kensaku kekka, in Japanese),
F3. Named entities appear too frequently, and
F4. There is no string corresponding to the query.

Each rule copes with certain junk pages. The F1 and F2 rules are for junk
pages J4, the F3 rule is for J3, and the F4 rule is for J1 and J2. The F1 and
F2 rules are based on our experience. We found the pages on which the same
name refers to multiple entities were mostly the output automatically generated
by some systems. Therefore, these page may have the title contains the string
“search result” or have the URL contains Japanese characters such as:
http://*****.jp/keyword/%E4%B8%AD%E5%B7%9D%E8%A3%95%E5%BF%97/or
http://*****.jp/search?q=%E4%B8%AD%E5%B7%9D%E8%A3%95%E5%BF%97/,
where %E4%B8%AD%E5%B7%9D%E8%A3%95%E5%BF%97 is the Japanese string “Hiroshi
Nakagawa” encoded for URL. We regarded the encoding string %80-%FF for
URL were regarded as a Japanese character.

According to junk page properties, the F1, F2, and F4 rules dump junk pages,
and the F3 rule marks junk pages J3 with the label “J3”. It is feared that J3
pages have meaningless and noisy NEs which lead to errors in Named Entities
Matching. Therefore, NEs in these “J3” labeled pages are ignored in Named
Entities Matching.

We have preliminarily examined our filtering rules. We checked 1362 Web
pages and found 20 pages (1.5%) conformed J4. In addition, 78 pages in the
rest of 1342 pages (5.8%; because the F1 and F2 rules dump J4 pages and the
F3 rule does not dump.) conformed J3. Although junk pages do not appear so
frequently, these pages often lead to critical clustering errors.

We used precision (P), recall (R), and F-measure (F) for the metrics. The
metrics were calculated as follows: let J be a set of junk pages and let S be a
set of pages which were regarded as junk pages by filtering rules,
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P =
|S ∩ J |

|S| , R =
|S ∩ J |

|J | , F =
2PR
P+R

.

Table 1. Results of preliminary experimentation about filtering rules

Rules F-measure Precision Recall
F1 and F2 0.7143 0.5556 1.0000

(20/36) (20/20)
F3 0.5379 0.3679 1.0000

(78/212) (78/78)

Table 1 summarizes results of our preliminary experimentation. Note that the
F4 rule which was for unavailable pages was excepted from this experimentation
since it is no doubt that the rule works clearly. Since the F1 and F2 rules have
the same target J4, we grouped the rules together. We see filtering rules work
effectively. Recall is 1.0 as shown in Table 1. That means that the rules filtered
all junk pages out perfectly at least in this preliminary experiment. Some pages
were dumped by errors. However, the number of pages dumped by errors is very
small in all pages because junk pages are minority of retrieved pages.

Fig. 1. Overview of NAYOSE System

5.2 Outline of Nayose System

There is an overview of the NAYOSE System in Fig. 1. The system works as
follows. It:

1. Receives a query from an user,
2. Retrieves Web pages’ URLs with a search engine3 using the query and ob-

tains the top k search results,
3. Downloads all top k pages, and executes preprocessing (junk page filtering,

morphological analysis and NE tagging),
3 We use Yahoo! JAPAN Web Service. (http://developer.yahoo.co.jp/start/)
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4. Calculates the similarity between Web pages and does clustering,
5. Outputs the results.

6 Experimentation

6.1 Data Set

As far as we know, no gold standard for the task has yet been proposed. We
originally developed the test set for this task for this reason.

We first input Japanese person-name queries and Japanese place-name queries
into a search engine. Part of the person queries and all the place queries were
chosen from ambiguous popular names. For example, the person name “Taro
Kimura” is a very common name in Japan: we found there were many people
called “Taro Kimura” such as a famous commentator, a member of the Diet, a
translator, and a schoolmaster. As another example, the place name “Fujimicho”
is found throughout Japan. Some other person queries were selected from persons
in our laboratory, and other person name queries were generated automatically.

Second, we tried to extract Web pages containing these names. We retrieved
these pages with a search engine. If the query hit many pages, we collected the
top 100-200 Web pages. All junk pages were labeled as “J{1-4}”, and treated
with the filtering rules.

Finally, these pages were manually annotated4. As a result, we collected 3859
Web pages on 28 person names and 9 place names, and all page references were
clarified.

6.2 Evaluation

Precision (P), recall (R), and F-measure (F) were used as the evaluation met-
rics in our experiments. All metrics were calculated as follows [3]. Assume C =
{C1, C2, · · · , Cn} is a set with correct grouping, and D = {D1, D2, · · · , Dm} is
a set for the result of clustering, where Ci and Dj are sets of pages. For each
correct cluster Ci(1 ≤ i ≤ n), we calculated precision, recall, and F-measure for
all clusters Dj(1 ≤ j ≤ m) as

Pij =
|Ci ∩ Dj |

|Dj | , Rij =
|Ci ∩ Dj |

|Ci| , Fij =
2PijRij

Pij + Rij
.

The F-measure of Ci (Fi) was calculated by Fi = maxj Fij . Using j′ =
argmaxjFij , Pi and Ri were calculated as Pi = Pij′ , Ri = Rij′ .

The entire evaluation was conducted by calculating the weighted average
where weights were in proportion to the number of elements of clusters, cal-
culated as
4 Note that annotators were unable to determine pages perfectly. There were a few

pages that were too ambiguous to determine. To standardize them, if annotators
encountered these ambiguous pages, each of them was regarded as referring to an-
other independent entity, i.e., each of them composed a cluster by itself in correct
grouping.
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F =
n∑

i=1

|Ci|Fi

|C| ,

where |C| =
∑n

i=1 |Ci|. The weighted average precision and recall were also
calculated in the same way for the F-measure.

We investigated which of the Bag of Word model (BoW), Local Context
Matching (LC), Named Entities Matching (NE) or their combinations were
the best. We compared the following methods: “BoW (Baseline)”, “LC”, “LC,
BoW”, “NE”, “NE, BoW”, “NE, LC”, “NE, LC, BoW”. Combinations of two
or three methods means using different methods together. More precisely, the
result of the combination of LC and NE is given by considering graph G =
〈V, ENE ∪ ELC〉 where GLC = 〈V, ELC〉 is the result for LC and GNE = 〈V, ENE〉
is the result for NE. When BoW was combined with NE/LC methods, NE/LC
methods were applied first, and BoW was then applied to the NE/LC results.
Table 2 lists the results of the pre-experimentation that revealed that applying
NE/LC methods before BoW were more effective than applying NE/LC methods
after it.

Table 2. Results of pre-experimentation about the order between NE/LC and BoW

methods LC, BoW NE, BoW NE, LC, BoW
NE/LC → BoW (F-measure) 0.5549 0.6149 0.6452
BoW → NE/LC (F-measure) 0.5158 0.5726 0.5149

Table 3 lists the results of an average of 37 queries. According to the results,
all the methods that involve at least one proposed methods (NE/LC) showed
higher performance than the baseline. As we intended, Named Entities Matching
and Local Context Matching achieved high performance by using significant in-
formation about words in the pages, such as word meanings and word positions.
The combination of Named Entities Matching and Local Context Matching out-
performed the baseline by a significant 0.22 in the overall F-measure. In addition,
the highest precision of almost 0.95 was obtained by only using Named Entities
Matching, which contributed to the high F-measure of NE and LC.

Table 3. Results: Average of 37 queries

Applied method(s) F P R
BoW(Baseline) 0.4596 0.6821 0.5154
LC 0.5871 0.8302 0.5852
LC, BoW 0.5510 0.6889 0.6597
NE 0.6311 0.9484 0.5585
NE, BoW 0.5874 0.7126 0.6579
NE, LC 0.6834 0.7991 0.7357
NE, LC, BoW 0.6225 0.6639 0.7811
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Table 4. Results: Average 26 person queries

Applied method(s) F P R
BoW (Baseline) 0.4883 0.6950 0.5488
LC 0.6384 0.8507 0.6380
LC, BoW 0.5884 0.6966 0.7125
NE 0.7240 0.9297 0.6561
NE, BoW 0.6492 0.7347 0.7306
NE, LC 0.7437 0.8058 0.8168
NE, LC, BoW 0.6710 0.6640 0.8563

Table 5. Results: Average of 9 place queries

Applied method(s) F P R
BoW (Baseline) 0.3798 0.5853 0.4536
LC 0.4793 0.7335 0.4999
LC, BoW 0.4410 0.6048 0.5525
NE 0.3809 0.9912 0.3063
NE, BoW 0.3947 0.5921 0.4701
NE, LC 0.5266 0.7351 0.5564
NE, LC, BoW 0.4685 0.5963 0.6064

Using the Bag of Words Model improved the recall, but decreased precision.
Since the drop in precision was more than the gain in recall, the overall F-measure
decreased. We observed calculating similarity with the Bag of Words Model often
induced mistaken cluster merging and caused serious drop in precision.

More detailed results are listed in Tables 4 and 5. They reveal similar tenden-
cies: the combination of NE and LC yields the highest F-measure. A precision
score of NE for person queries was over 0.92. However, these methods are less
efficient for place than for person queries.

7 Conclusion

We introduced the reference disambiguation system NAYOSE that we had de-
veloped in this paper. It is aimed at accurately classifying Web pages by entity
without assuming knowledge concerning queries. We first proposed two methods
for calculating similarity to improve the accuracy of reference disambiguation,
i.e., Local Context Matching and Named Entities Matching. We next defined
junk pages as those with a thin meaning on the Web, and we explained the
mechanism to remove these. As we intended, we showed two methods were very
effective in our evaluation. The combination of Local Context Matching and
Named Entities Matching outperformed the previous algorithm by 0.22 in the
overall F-measure.

In our future work, we have to make the system more adaptive for any types
of query, such as a place-name or an organization-name. Our experimentation
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showed our proposed methods were not effective enough to make high quality
clusters for a place-name query. Therefore, we will explore new methods for
calculating and clustering.
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Abstract. Automatic text chunking is a task which aims to recognize phrase 
structures in natural language text. It is the key technology of knowledge-based 
system where phrase structures provide important syntactic information for 
knowledge representation. Support Vector Machine (SVM-based) phrase 
chunking system had been shown to achieve high performance for text chunk-
ing. But its inefficiency limits the actual use on large dataset that only handles 
several thousands tokens per second. In this paper, we firstly show that the 
state-of-the-art performance (94.25) in the CoNLL-2000 shared task based on 
conventional SVM learning. However, the off-the-shelf SVM classifiers are in-
efficient when the number of phrase types scales to high. Therefore, we present 
two novel methods that make the system substantially faster in terms of training 
and testing while only results in a slightly decrease of system performance. Ex-
perimental result shows that our method achieves 94.09 in F rate, which handles 
13000 tokens per second in the CoNLL-2000 chunking task. 

1   Introduction 

With the exponential growth of textual information available in the World Wide Web, 
there has been many research efforts addressed on effectly discover important knowl-
edge in text data, i.e. text mining and knowledge discovery in text (KDT). The ulti-
mate goal of text chunking is to identify the non-recursive, non-overlap phrase struc-
tures in natural language text which is also the intermediate step between part-of-
speech tagging (POS) and full parsing. Text chunking does not only support knowl-
edge-based systems to extract syntactic relations, but also provide an important 
knowledge representation fundamental. For example, Sagae (Sagae et al., 2005) 
adopted a machine learning-based evaluating system to measure the numerical score 
for grammatical complexity to children instead of human judgments. In addition, 
chunk information is also the key technology in natural language processing areas, 
e.g., chunking-based full parsing (Tjong Kim Sang, 2002), clause identification (Car-
reras et al., 2005), and machine translation (Watanabe et al., 2003). To effect acquire 
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and represent knowledge from text, a high-performance phrase chunking system is 
indispensable. To handle huge text dataset, the efficiency of a chunking system 
should be taken into account. 

Over the past few years, many researches have been addressed on developing a 
high-performance chunking system and have applied various machine learning meth-
ods to it (Ando and Zhang, 2005; Carreras and Marquez, 2003; Kudoh and Matsu-
moto, 2001; Molina and Pla, 2002). CoNLL-2000 provided a competition on arbitrary 
phrase chunking where all systems should be evaluated on the same benchmark cor-
pus. Till now, there have been over 30 papers investigated in this issue. Currently, 
many high performance phrase chunking systems had been proposed, such as SVM-
based (Kudoh and Matsumoto, 2001; Wu et al, 2006). SVM-based algorithms showed 
an excellent performance in terms of accuracy. However, its inefficiency in actual 
analysis limits practical purpose, such as information retrieval and question answer-
ing. For example, a linear kernel SVM-based phrase chunker (Wu et al., 2006) runs at 
a rate of about 1600 tokens/sec, while achieved 94.12 in F rate. In comparison, the 
language model-based approaches (Molina and Pla, 2002) can process 40000-50000 
tokens per second1. Such inefficient execution time is inadequate for real time proc-
essing where fast chunking of large quantities of text is indispensable. 

In this paper, we propose two methods that make the SVM-based chunking model 
substantially more efficient in terms of training and testing. These methods are appli-
cable not only to the chunking tasks but also to other similar tasks such as POS tag-
ging and named entity recognition (NER) that do not conflict to the selected kernels. 
The proposed two fast classification algorithms are designed based on the word-
classification model (Kudoh and Matsumoto, 2001; Ando and Zhang, 2005; Zhang et 
al., 2002). One is C-OVA (Constraint One-Versus-All), which is an extension of 
traditional one-versus-all classification scheme. The other is HC-OVA (Hierarchical 
Constraint One-Versus-All) where the classification process can be viewed as visiting 
a skewed binary tree. By applying HC-OVA, both training and testing times are 
largely reduced. Both theoretical and experimental results show that HC-OVA and C-
OVA outperform conventional methods for testing (247% and 152%) and substan-
tially faster than classic OVA in terms of training. In the CoNLL-2000 shared task, 
our method can handle 13000 tokens per second while the performance is kept in 
94.09 in F rate. 

2   SVM-Based Phrase Chunking Model 

Ramshaw and Marcus (1995) firstly proposed an inside/outside label style to repre-
sent noun phrase chunks. This method involves in three main tags, B, I, and O. I tag 
indicates the current token which is inside a chunk, B tag is used to represent the 
beginning of a chunk which immediately follows another chunk, O tag means the 
current token does not belong to a part of chunk. This method is also called IOB1. 
Tjong Kim Sang [12] derived the other three alternative versions, IOB2, IOE1, and 
IOE2.  

IOB2: is different from IOB1, which uses the B tag to mark every beginning token 
of a chunk and the other inside tokens are labeled as I tag.  

                                                           
1 The HMM-based chunking system only achieves 92.19 in F rate. 
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IOE1: An E tag is denoted as the ending token of a chunk which is immediately be-
fore a chunk. 

IOE2: The E tag is given for every token that is the end of a chunk. 

Let us illustrate the four representation styles with an example, considering an in-
complete sentence “In early trading in busy Hong Kong Monday”. The four represen-
tation styles of the sentence are listed in Table 1. This example only encodes the noun 
phrase chunk type. It can be extent to mark the other phrase types with labeling the 
specific type behinds the I/B/E tags. For example, the B-VP is used to represent the 
beginning of a verb phrase (VP) in the IOB2 style. 

Table 1. An example for IOB1/2 and IOE1/2 chunk representation styles 

 IOB1 IOB2 IOE1 IOE2 
In  O O O O 
early I B I I 
trading I I I E 
in O O O O 
busy I B I I 
Hong I I I I 
Kong I I E E 
Monday B B I E 

2.1   Phrase Chunking Model  

In general, the contextual information is often used as the basic feature type; the other 
features can then be derived based on the surrounding words, such as words and their 
POS tags. The chunk tag of the current token is mainly determined by the context 
information. Similar to previous researches (Gimenez and Marquez, 2003; Kudo and 
Matsumoto, 2001), we employ a classification algorithm (i.e. SVM) learns to classify 
the chunk class for each token via encoding the context features. In this paper, we 
adopt the following feature types. 

• Lexical information (Unigram/Bigram) 
• POS tag information (UnPOS/BiPOS/TriPOS) 
• Affix (2~4 suffix and prefix letters) 
• Previous chunk information (UniChunk/ BiChunk) 
• Orthographic feature type (See (Wu et al., 2006)) 
• Possible chunk classes (See (Wu et al., 2006)) 
• Word + POS Bigram (current token + next token’s POS tag) 

In addition, the chunking directions can be reversed from left to right into right to 
left. The original left to right chunking process classifies tokens with the original 
directions, i.e. the class of the current token is determined after chunking all preced-
ing tokens of the current word. In the reverse version, the chunking process begins 
from the last token of the sentence to the first token. We name the original chunking 
process as forward chunking, while the reverse process as backward chunking. 
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In this paper, we employ SVMlight (Joachims, 1998) as the classification algorithm, 
which has been shown to perform well on classification problems (Gimenez and 
Marquez, 2003; Kudoh and Matsumoto, 2001). Since the SVM algorithm is a binary 
classifier, we have to convert it into multiple binary problems. Here we use the One-
Versus-One (OVO) type to solve the problem. As discussed in (Gimenez and 
Marquez, 2003; Wu et al., 2006), working on linear kernel is much more efficient 
than polynomial kernels. To take the time efficiency into account, we choose the 
linear kernel type. 

2.2   Preliminary Chunking Results 

To fairly compare with previous studies, we use the chunking data set from CoNLL-
2000 shared task. This corpus is derived from the English treebank Wall Street Jour-
nals sections: 15-18 for training and section 20 for testing. The POS tag information 
for each token is mainly produced by Brill-tagger (Brill, 1995) as consistent with the 
CoNLL-2000 shared task. In this task, there are 11*2+1 chunk classes (11 phrase 
types with B/I for IOB1,2 or I/E for IOE1,2 tags and one outside tag O). Table 2 
shows the experimental results of the four representation styles with forward (F) and 
backward (B) chunking directions. 

As shown in Table 2, the best system performance is obtained by applying IOE2 
with backward chunking (94.25 in F rate) in the CoNLL-2000 chunking task. Com-
pared to previous best results (94.12 reported by (Wu et al., 2006), we further im-
prove the chunking accuracy by combining word+POS bigram feature and IOE2-B 
method. In terms of efficiency, the training time is about 4.5 hours while it handles 
5200 tokens per second. Although the better system performance is reached, the cost 
of training time increased from 2.8 to 4.5 hours. It is worth to note that we do not 
solve the inconsistent chunk class problem, instead, we simply use the output result 
produced by SVM, i.e., deterministic chunking. This simplified version largely in-
creases the testing time efficiency (from 1200 to 5200 tokens per second). 

Table 2. Chunking results for different representation styles and directions of the CoNLL-2000 
shared and Chinese base-chunking tasks 

 CoNLL-2000 Chinese base-chunking 
IOB1-F 93.96 92.09 
IOB1-B 93.92 92.09 
IOB2-F 94.22 92.30 
IOB2-B 93.77 92.10 
IOE1-F 93.80 92.02 
IOE1-B 93.77 91.87 
IOE2-F 93.81 90.27 
IOE2-B 94.25 92.10 

Similar results were obtained by porting our chunking system to Chinese base-
chunking task. The right hand side of Table 2 is the experimental result of different 
representation styles with combining forward and backward chunking directions. The 
best performance is obtained by employing the IOB2-F. Testing corpus of the Chinese 
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base-chunking task was derived from the Chinese Treebank, 0.27 million words for 
training while 0.08 million words for testing. In this task, the training time is 16 hours 
while the chunking speed is 4700 tokens per second. 

3   Efficient Phrase Chunking Schema 

3.1   Hierarchical Constraint-One-Versus-All 

For OVA, the chunk class of each token is mainly determined by comparing with all 
existing categories. The linear kernel SVM compares each example once for each 
category. But when the number of category scales to high, the comparison times also 
increase. In the CoNLL-2000 chunking dataset, there are 11 phrase types that produce 
11*2+1=23 chunk classes, while in the Chinese base-chunking task, 23 phrase types 
contribute to 23*2+1=47 chunk classes. The situation is even worse for other non-
linear kernels as they aim to compare with all the support vectors or applying OVO 
(one-versus-one) multiclass strategy that involves in |C|*(|C|-1)/2 comparisons where 
|C| is the number of chunk classes. Although the original chunking system is some-
what fast (by applying linear kernel SVM), when the phrase type tends to be hun-
dreds, the large number of categories considerably decrease the chunking efficiency. 
For instance, in the Chinese base-chunking task, the chunking speed decreases to 
4700 compared to the CoNLL-2000 shared task where the number of chunk classes 
increase from 23 to 47. 

The main reason is given rise to the more number of chunk classes that increase 
several times larger for SVM classifying. In chunking task, the chunk tag is encoded 
as IOB styles as described in Section 2.1. About half of the categories are unnecessar-
ily compared. These comparisons are useless to determine the chunk class of current 
token. For example, when previous token was chunked as B-NP, the next token is 
impossible to be the I-VP, I-PP,…etc. 

To find the relationships between chunk classes, a consistent matrix is used, which 
marks the validity of previous and current chunk classes. For example, Table 3 lists 
the consistent matrix of noun phrase (NP) and verb phrase (VP) types using IOB2. 
The first column indicates the chunk class of previous token while the first row gives 
possible chunk classes of current token. Intuitively, if previous chunk tag was classi-
fied as B-NP, the current chunk class should belong to one of the four chunk classes, 
B-NP/B-VP/I-NP/O, whereas I-VP is invalid. We then generalize this relation to the 
other three IOB styles, IOB1, IOE1, and IOE2. Here, we define all chunk classes 
should belong to one of the following two groups. 

Begin-group: start of a chunk, for example, the B-tag for IOB2, I-tag for IOE2. 
Interior-group: inside of a chunk, for example, I-tag for IOB2, and E-tag for IOE2. 

Based on the relationship between the two groups (see Fig. 1.), we can easily build 
the consistent matrix by connecting the validity between the two groups. That is, 
whether previous chunk class is Begin or Interior-group, the chunk class of current 
token potentially belongs to any member of the Begin-group or a specific chunk class 
of the Interior-group in which the phrase type is equivalent to previous. In other 
words, from Begin/Interior-groups to Begin-group is valid, while from Begin/Interior-
groups to Interior-group is valid only when they share the same chunk. 
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Table 3. Consistent matrix 

 B-NP B-VP I-NP I-VP O 
B-NP 1 1 1 0 1 
B-VP 1 1 0 1 1 
I-NP 1 1 1 0 1 
I-VP 1 1 0 1 1 
O 1 1 0 0 1 

 

Fig. 1. The validity relationship between begin and interior groups 

Obviously, for IOB2 representation style, it is not difficult to construct the consis-
tent matrix manually. However, for the other three representation styles with forward 
and backward chunking directions, manual-constructing this matrix requires lots of 
human effort especially to the numerous chunk types, like Chinese. To overcome this, 
we propose an algorithm (see algorithm 1) to build the consistent matrix automatically.  

Algorithm 1: Auto-construct consistent matrix 
Notation: IOB-tag = {I, B, E} (Obviously, O tag should be the Begin-group) 
Chunk type = {NP, VP, PP,…} 
Chunk class is the combinations of each chunk type and IOB-tag 
1. Initialize the consistent matrix (CM) by verifying the valid chunk class pairs of previous 

and current tokens in the training data 
2. Get IOB-tag and set them as Interior-group initially. 
    (for example, B-NP => B, I-NP => I) 
3. For each IOB-tag,  

For each chunk class pair (Chj and Chk) with the same IOB-tag where j   k 
Check whether there exists a valid item between Chj and Chk in CM 

If the validity exists, then this IOB-tag is assigned to Begin-group 
4. Re-organizes CM with the relations between Begin-group and Interior-group. 

As outlined in algorithm 1, the first two steps aim to initialize the consistent matrix 
by scanning the previous-current chunk class pairs and extracting the IOB tag from 
training data. In the third step, we check the consistency of a chunk class pairs of the 
same IOB-tag in the initial consistent matrix. If the two chunk classes are valid, then 
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the IOB tag belongs to Begin-group. Since for Interior-group, the validity only exists 
when previous and current chunk share the same phrase type. Once the Begin and 
Interior groups were determined, the final consistent matrix could be generated by 
connecting the relationships between the two types. It is worth to note that we ignore 
the O-tag here since it should be the Begin-group clearly.  

Table 4. Initial consistent matrix 

 B-NP B-VP I-NP I-VP O 
B-NP 1 1 1 0 1 
B-VP 0 0 0 1 0 
I-NP 1 0 1 0 1 
I-VP 0 0 0 0 0 
O 1 0 0 0 1 

Let us illustrated with a simple example, Table 5 lists the initial consistent matrix 
that is gathered from the training data. In this example, the IOB tags are B and I 
which are set to Interior-group initially. For B tag, we find that the validity occurs in 
the chunk class pair, B-NP and B-VP in which they share the same IOB tag (i.e. B 
tag) in the initial consistent matrix. Thus, B tag is assigned as Begin-group. For I tag, 
we conclude that the validity only exists when previous and current chunk classes 
belong to the same phrase type, for example, NP and VP. Therefore I-tag is still in the 
Interior-group. After classifying Begin/Interior-groups for each IOB tag, the final 
consistent matrix is reconstructed by bridging the relationship between the two types. 
That is, we set the column of each Begin-group as valid, and the validity of the Inte-
rior-group is valid only when its previous chunk is the same as current chunk. After 
this step, we can automatically construct the consistent matrix as Table 3. 

Even the consistent matrix method can reduce half of the comparison times for 
SVM. However when the number of chunk types is large, comparing with all the 
categories is time-consuming. Analytically, in the chunking task, we observe that 
about 50% of the tokens belong to NP, in particular the three phrase types, NP, VP, 
and PP cover 90% of the training data. In Chinese base-chunking, the proportion of 
NP in the training set is 57% and the three phrase types NP, ADVP and VP denomi-
nate 83%. In most cases, the chunk class of each token should be one of those high-
frequent phrase types. Therefore, we design a new multi-class strategy for SVM to 
restrict the comparison of high-frequent chunk classes at higher priority. The main 
spirit of this method is to reduce unnecessary comparisons through comparing the 
high-frequent chunk class first. This schema can be illustrated with a skewed binary 
tree (see Fig. 2.).  

Every internal node in Figure 2 represents a decision of one class and the remain-
ing non-visited classes. Each leaf node denotes as a chunk class, the higher frequent 
the chunk class observed, the higher level it is in the tree. Determining the chunk class 
of a token is equivalent to visit the skewed binary tree. Once the leaf node is visited in 
the higher level, the remaining nodes will no longer be compared. Therefore, most 
rare chunk classes are not compared in testing phase. Combining with the consistent 
matrix, some of the internal nodes can be ignored by checking the validity. The over-
all training and testing algorithm is described as follows. 
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Fig. 2. Skewed tree structures for multi-class chunking strategy 

Algorithm 2: Training algorithm 
  Notation: |C| is the number of chunk classes. 

Algorithm: 
1. Construct the consistent matrix using Algorithm 1.  
2. Build the ordering list: Or[i] based on counting the frequency of each chunk class in the 

training set. The Or list stores all chunk classes. 
3. For i :=1 to |C|-1 

Collecting the positive examples from chunk class Or[i]. 
For j := i+1 to |C| 

Collecting negative examples from chunk class Or[j]. 
Training SVM for chunk class Or[i]. 

 
Algorithm 3: Testing algorithm 

  Notation: ti: token i. Chi: is the chunk class of ti.  
Algorithm: 

For each token ti,  
For j := 1 to |C|  

If (consistent (Chi-1, Or[j]))  // check the validity between previous and current 
chunk classes 

      Chi := Or[j]. 
Classify ti with SVMOr[j] 
If ti is classified as positive, then 

Stop comparing. 

As outlined in algorithm 2, we construct an ordering list via estimating the fre-
quency in the training data. For example, in Figure 1, the item of Or[0] is I-NP. These 
chunk classes are trained by following this order (the third step). Note that iteratively, 
we discard a subset of training example that belongs to previous chunk class. On the 
other hand, the testing algorithm (algorithm 3) is to compare each support vector 
machine according to the ordering list. In addition, the consistent matrix limits the 
comparisons only when previous-current chunk class pair is valid in the matrix. 

3.2   Constraint-One-Versus-All 

The main idea of constraint OVA method is to reduce half of the comparison times 
using the consistent matrix. During testing, we only put emphasis on picking up the 
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whole Begin-group and one from Interior-group. As described in Section 3.1, the 
Interior-group should follow the Begin-group with the same phrase type. For the pre-
vious example, three chunk classes belongs to Begin-group, B-NP, B-VP, and O, 
while the I-NP and I-VP was assigned to Interior-group via algorithm 1. In testing 
phase, for the first token, we only focus on classifying with all of the chunk classes in 
the Begin-group, i.e. B-NP, B-VP, O. If the first token is classified as B-NP, then the 
second token should not be the other chunk classes in Interior-group other than I-NP. 
Therefore the B-NP, B-VP, O and I-NP is used.  

Based on this constraint, the training examples of the Interior-group could be fur-
ther reduced. It is impossible to compare two chunk classes of the Interior-group 
simultaneously. On the contrary, the Begin-group is invited to be compared with a 
specified chunk class of Interior-group. Considerably, we can not reduce any training 
example for Begin-group. In overall, training the chunk class of the Begin-group is 
equivalent to classic one-versus-all method, while training the Interior-group, only 
one chunk class is used to against to the whole Begin-group. 

3.3   Time Complexity Analysis 

The training time complexity of single SVM is ranged from O(m2) to O(m3) (assume 
O(m2)) where m is the number of training examples [10]. Based on this assumption, 
we can easily derive the training time complexity for classic OVA is O(|C|m2) in 
which we train |C| single SVM for each category. Testing time for OVA involves in 
comparing with all categories, i.e. |C| times denoted by O(|C|).  

Different from OVA, the OVO (One-Versus-One) constructs )( ||
2
C

 SVMs for arbi-

trary two class pairs. When training data is balanced, i.e. for each category there are 
m/|C| examples, the training time complexity is  
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In the bias case, all training examples centralize to a specific class, the training 
time complexity is O((|C|-1)m2). 

In 2000, Plat [10] had proved that the DAG (Directed acyclic graph)-based multi-
class SVM had the same training time complexity as OVO method, while testing time 
complexity was equivalent to OVA by assuming training single SVM is O(m2). The 
main idea of DAG is based on the results of the OVO where testing phase is similar to 
visit the acyclic graph. But the selecting of the classification order is heuristically.  

On the other hand, we analyze the time complexity of the proposed two methods, 
COVA, and HC-OVA. For HC-OVA, the training time complexity is only O(m2) 
when data is familiar to one class. In the balanced case, each category contains m/|C| 
examples, we have, 
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As described in Section 3.1, at each time, we use single SVM learns to classify one 
class. At the next step, the training data is reduced by removing previous positive 
examples. In the balanced case, we can almost remove m/|C| examples at each step 
from the whole set. The above equation can be simplified as follows. 
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For testing time complexity, in the best case HC-OVA only compares once for test-
ing, i.e., O(1), while in the worst case, it should compare all of the chunk classes that 
belong to Begin-group and a class from Interior-group, i.e. O(B+1) where B is the 
number of chunk classes in the Begin-group. On the other hand, the training time 
complexity of C-OVA in the balanced case is: 

Begin-group: O(Bm2) 
Interior-group: )
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In the unbalanced case, when dataset biased to the Begin-group, the training time 
complexity is O(Bm2). On the contrary, if the dataset biased to a chunk class of Inte-
rior-group, the overall training time is O(Bm2+m2). For the testing time, C-OVA com-
pares the whole Begin-group and one chunk class from Interior-group, thus, the time 
complexity is precisely O(B+1) which is the same as the worst case of HC-OVA. 

In this paper, we focus on the chunking task which is not usually a balanced case. 
In most situations, only a few phrase types cover 90% of the data, such as NP, and 
VP. In the biased situation, the proposed HC-OVA and C-OVA is more efficient than 
the other methods since |C| > B (usually B=|C|/2). Although the training times of our 
methods are worse than DAG and OVO in the balanced case, our method provide 
more efficient theoretical testing speed for fast text analysis. 

4   Experimental Results 

In the unbalanced case, we had shown the proposed methods more efficient than the 
other approaches. In this section we concern the actual chunking performance of the 
two methods. We combine the two methods with the original chunking model (as 
discussed in Section 2) and applied them to the same chunking tasks. Table 5 lists the 
actual results of the CoNLL-2000 shared task, and the experimental results of the 
Chinese base-chunking task is given in Table 6. In the CoNLL-2000 shared task, the 
actual training time of HC-OVA/C-OVA are 1.85 and 4 hours which outperforms the 
conventional OVA method (4.5 hours). Besides, the testing speeds of HC-OVA/C-
OVA are 12902 and 7915 tokens per second that are 247% and 152% substantially 
faster than OVA method. Both training and testing times are largely reduced. In the 
Chinese base-chunking task, the testing times were 219% and 126% faster than OVA. 
In average, for each token, the HC-OVA gives rise to compare 2.34 times to deter-
mine the chunk class, while C-OVA and OVA are 10.92, and 22 respectively in the 
CoNLL-2000 shared task. In Chinese base-chunking task, the three methods cost 
2.80, 14.20 and 40 times for comparing in average. 

As shown in Table 5, although the HC-OVA is very efficient in terms of testing, it 
decreases the chunking accuracy. However, the decreasing rate is somewhat marginal 
(from 94.25 to 94.09). Compared to previous studies, our method is not only efficient 
but also accurate. In this comparison, we only focus on pure training with the 
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CoNLL-2000 provided dataset, while the use of external knowledge, like parsers, or 
additional corpus is not compared. It is no conflict to employ these methods to further 
improve the performance. Zhang [16] had shown that the use of external parsers could 
enhance their chunker from 93.57 to 94.17. In his later research [1], he also incorpo-
rated with unlabeled data to boost the learner which increased the accuracy from 
93.60 to 94.39. 

Table 5. Comparison of chunking performance for CoNLL-2000 shared task 

Chunking system Recall Precision F( ) 
SVM-COVA 94.18 94.31 94.25 
SVM-OVA 94.19 94.30 94.25 
SVM [15] 94.12 94.13 94.12 
SVM-HCOVA 94.03 94.16 94.09 
Voted-SVMs [7] 93.89 93.92 93.91 
Voted-perceptrons [4] 93.38 94.20 93.79 
Structural Learning [1] 93.83 93.37 93.60 

Table 6. Comparison of chunking performance for Chinese Base-chunking task 

Chunking system Recall Precision F( ) 
SVM-COVA 91.50 93.14 92.31 
SVM-OVA 91.49 93.13 92.30 
SVM [16] 91.30 93.12 92.20 
SVM-HOVA 91.23 92.77 92.00 

We should truly report a very efficient method based on hidden markov model [8] 
which can handle 45000~50000 tokens in one second and only spend few seconds for 
training. But this method is not accurate. Molina made use of one million words train-
ing data which is four times larger than us to obtain the improved performance where 
the F rate is enhanced from 92.19 to 93.25. 

5   Conclusion 

In this paper, we present two methods to speed up training and testing for phrase 
chunking. Experimental results show that our method can handle 13000 tokens per 
second which kept the accuracy in 94.09 in the CoNLL-2000 shared task. The online 
demonstration of our phrase chunking systems can be found at 
(http://dblab87.csie.ncu.edu.tw/bcbb/fast_chunking.htm). 
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Abstract. This paper first describes various strategies (character, bi-
gram, automatic segmentation) used to index the Chinese (ZH), Japanese
(JA) and Korean (KR) languages. Second, based on the NTCIR-5 test-
collections, it evaluates various retrieval models, varying from classical
vector-space models to more recent developments in probabilistic and
language models. While no clear conclusion was reached for the Japanese
language, the bigram-based indexing strategy seems to be the best choice
for Korean, and the combined ”unigram & bigram” indexing strategy is
best for traditional Chinese. On the other hand, Divergence from Ran-
domness (DFR) probabilistic model usually results in the best mean
average precision. Finally, upon an evaluation of the four different sta-
tistical tests, we find that their conclusions correlate, even more when
comparing the non-parametric bootstrap with the t-test.

1 Introduction

In order to promote IR activities involving Asian languages and also to facilitate
technological transfers into products, the latest NTCIR evaluation campaign [1]
created test-collections for the traditional Chinese, Japanese and Korean lan-
guages. Given that English is an important language for Asia and that we also
wanted to verify that the various approaches suggested might also work well
with European languages, a fourth collection of newspaper articles written in
English was used.

Even with all participants working with the same newspapers corpora and
queries, it is not always instructive to directly compare IR performance results
achieved by two search systems. In fact, given that their performance is usually
based on different indexing and search strategies involving a large number of
underlying variables (size and type of stopword lists, stemming strategies, token
segmentation, n-grams generation procedures, indexing restrictions or adapta-
tions and term weighting approaches).

Based on the NTCIR-5 test-collections [1], this paper empirically compares
various indexing and search strategies involving East Asian languages. In order
to obtain more solid conclusions, this paper also considers various IR schemes,
and all comparisons are analyzed statistically. The rest of this paper is orga-
nized as follows: Section 2 describes the main features of the test-collections.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 362–373, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Section 3 contains an overview of the various search models, from vector-space
approaches to recent developments in both probabilistic and language models.
Section 4 portrays the different indexing strategies used to process East Asian
languages, and Section 5 contains various evaluations and analyzes of the re-
sultant retrieval performance. Finally, Section 6 compares decisions that might
result from using other statistical tests and Section 7 presents the main findings
of our investigation.

2 Overview of NTCIR-5 Test-Collections

The test-collections used in our experiments include various newspapers covering
the years 2000-2001 [1]. The Chinese and Japanese corpora were larger in size
(1,100 MB) but the Chinese collection contained a slightly larger number of
documents (901,446) than did the Japanese (858,400). The Korean and English
corpora were smaller, both in terms of size (438 MB for the English and 312 MB
for the Korean) and number of newspaper articles (259,050 for the English and
220,374 for the Korean).

When analyzing the number of pertinent documents per topic, only rigid
assessments were considered, meaning that only ”highly relevant” and ”relevant”
items were viewed as being relevant, under the assumption that only highly or
relevant items would be useful for all topics. A comparison of the number of
relevant documents per topic indicates that for the English collection the median
number of relevant items per topic is 33, while for the Asian languages corpora it
is around 25 (ZH: 26, JA: 24, KR: 25.5). The number of relevant articles is also
greater for the English (3,073) corpus, when compared to the Japanese (2,112),
Chinese (1,885) or Korean (1,829) corpora.

The 50 available topics covered various subjects (e.g., ”Kim Dae-Jun, Kim
Jong Il, Inter-Korea Summit,” or ”Harry Potter, circulation”), including both
regional/national events (”Mori Cabinet, support percentage, Ehime-maru”) or
topics having a more international coverage (”G8 Okinawa Summit”). The same
set of queries was available for the four languages, namely Chinese, Japanese,
Korean and English. According to the TREC model, the structure of each topic
consisted of four logical sections: brief title (<title>), one-sentence descrip-
tion (<desc>), narrative (<narr>) specifying both the background context
(<back>) and a relevance assessment criterion (<rel>) for the topic. Finally
a concept section (<conc>) provides some related terms. In our experiments,
we only use the title field of the topic description.

3 Search Models

In order to obtain a broader view of the relative merit of the various retrieval
models, we examined six vector-space schemes and three probabilistic mod-
els. First we adopted the classical tf idf model, in which the weight (denoted
wij) attached to each indexing term tj in document Di was the product of
its term occurrence frequency (or tfij) and its inverse document frequency (or
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idfj = ln(n/dfj), where n indicates the number of documents in the corpus, and
dfj the number of documents in which the term tj appears). To measure simi-
larities between documents and requests, we computed the inner product after
normalizing indexing weights (model denoted ”document=ntc, query=ntc” or
”ntc-ntc”).

Other variants might also be created, especially in cases when the occurrence
of a particular term in a document is considered as a rare event. Thus, the
proper practice may be to give more importance to the first occurrence of a
term, as compared to any successive occurrences. Therefore, the tf component
might be computed as the ln(tf) + 1 (denoted ”ltc”, ”lnc”, or ”ltn”) or as
0.5 + 0.5 · [tf / max tf in Di] (”atn”). We might also consider that a term’s
presence in a shorter document would be stronger evidence than its occurrence
in a longer document. More complex IR models have been suggested to account
for document length, including the ”Lnu” [2], or the ”dtu” IR models [3] (more
details are given in the Appendix).

In addition to vector-space approaches, we also considered probabilistic IR
models, such as the Okapi probabilistic model (or BM25) [4]. As a second prob-
abilistic approach, we implemented the PB2 taken from the Divergence from
Randomness (DFR) framework [5], based on combining the two information
measures formulated below:

wij = Inf1
ij(tf) · Inf2

ij(tf) = −log2
[
Prob1

ij(tf)
] · (1 − Prob2

ij(tf))
where wij indicates the indexing weight attached to term tj in document Di,
Prob1

ij(tf) is the pure chance probability of finding tfij occurrences of the index-
ing unit tj in the document Di. On the other hand, Prob2

ij(tf) is the probability
of encountering a new occurrence of tj in the document given that we have al-
ready found tfij occurrences of this indexing unit. Within this framework, the
PB2 model is based on the following formulae:

Prob1
ij(tf) =

[
eλj · λ

tfnij

j

]
/ tfij ! with λj = tcj/n (1)

Prob2
ij(tf) = 1 −

[
tcj + 1

dfj · (tfnij + 1)

]
with (2)

tfnij = tfij · log2 [1 + ((c · mean dl)/li)] (3)

where tcj indicates the number of occurrences of tj in the collection, mean dl
the mean length of a document and li the length of document Di.

Finally, we also considered an approach based on a language model (LM) [6],
known as a non-parametric probabilistic model (the Okapi and PB2 are viewed
as parametric models). Probability estimates would thus not be based on any
known distribution (as in Equation 1) but rather be estimated directly, based
on occurrence frequencies in document D or corpus C. Within this language
model paradigm, various implementations and smoothing methods might also
be considered, and in this study we adopted a model proposed by Hiemstra [6],
as described in Equation 4, which combines an estimate based on document
(P [tj | Di]) and corpus (P [tj | C]).
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P [Di| Q] = P [Di] ·
∏

tj∈Q

[λj · P [tj | Di] + (1 − λj) · P [tj | C]] (4)

with P [tj | Di] = tfij/li, P [tj | C] = dfj/lc, lc =
∑

k dfk, and where λj is a
smoothing factor (fixed at 0.3 for all indexing terms tj) and lc an estimate of
the corpus size.

4 Indexing Strategies

In the previous section, we described how each indexing unit was weighted to
reflect its relative importance in describing the semantic content of a document
or a request. This section will explain how such indexing units are extracted
from documents and topic formulations.

For the English collection, we used words as indexing units and we based
the indexing process on the SMART stopword list (571 terms) and stemmer.
For European languages, it seems natural to consider words as indexing units,
and this assumption has been generally confirmed by previous CLEF evaluation
campaigns [7].

For documents written in the Chinese and Japanese languages, words are not
clearly delimited. We therefore indexed East Asian languages using an over-
lapping bigram approach, an indexing scheme found to be effective for various
Chinese collections [8], [9]. In this case, the ”ABCD EFG” sequence would gen-
erate the follow-ing bigrams ”AB,” ”BC,” ”CD,” ”EF,” and ”FG”. Our choice
of an indexing tool also involves other factors. As an example for Korean, Lee et
al. [10] found more than 80% of nouns were composed of one or two Hangul char-
acters, while for Chinese Sproat [11] reported a similar finding. An analysis of
the Japanese corpus reveals that the mean length of continuous Kanji characters
to be 2.3, with more than 70% of continuous Kanji sequences being composed
of one or two characters (for Hiragana: mean=2.1, for Katakana: mean=3.96).

In order to stop bigram generation in our work, we generated overlapping
bigrams for Asian characters only, using spaces and other punctuation marks
(as collected for each language from its respective encoding). Moreover, in our
experiments, we did not split any words written in ASCII characters, and the
most frequent bigrams were removed before indexing. As an example, for the
Chinese language we defined and removed a list of 90 most frequent unigrams, 49
most frequent bigrams and 91 most frequent words. For the Japanese language,
we defined a stopword list of 30 words and another of 20 bigrams, and for Korean
our stoplist was composed of 91 bigrams and 85 words. Finally, as suggested by
Fujii & Croft [12], before generating bigrams for the Japanese documents we
removed all Hiragana characters, given that these characters are mainly used to
express grammatical words (e.g., doing, do, in, of), and the inflectional endings
of verbs, adjectives and nouns. Such removal is not error-free because Hiragana
could also be used to write Japanese nouns.

For Asian languages, there are of course other indexing strategies that might
be used. In this vein, various authors have suggested that words generated by
a segmentation procedure could be used to index Chinese documents. Nie &
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Ren [13] however indicated that retrieval performance based on word indexing
does not really depend on an accurate word segmentation procedure and this was
confirmed by Foo & Li [14]. They also stated that segmenting a Chinese sentence
does affect retrieval performance and that recognizing a greater number of 2-
characters words usually contributes to retrieval enhancement. These authors
did not however find a direct relationship between segmentation accuracy and
retrieval effectiveness. Moreover, manual segmentation does not always result in
better performance when compared to character-based segmentation.

To analyze these questions, we also considered automatic segmentation tools,
namely Mandarin Tools (MTool, www.mandarintools.com) for the traditional
Chinese language and the Chasen (chasen.aist-nara.ac.jp) morphological
analyzer for Japanese. For Korean, the presence of compound construction could
harm retrieval performance. Thus, in order to automatically decompose them, we
applied the Hangul Analyser Module (HAM, nlp.kookmin.ac.kr) tool. With
this linguistic approach, Murata et al. [15] obtained effective retrieval results
while Lee et al. [9] showed that n-gram indexing could result in similar and
sometimes better retrieval effectiveness, compared to word-based indexing ap-
plied in conjunction with a decompounding scheme.

5 Evaluation of Various IR Models

To measure retrieval performance, we adopted mean average precision (MAP) as
computed by TREC EVAL. To determine whether or not a search strategy might
be better than another, we applied a statistical test. More precisely, we stated
the null hypothesis (denoted H0) specifying that both retrieval schemes achieved
similar performance levels (MAP), and this hypothesis would be rejected at the
significance level fixed at α = 5% (two-tailed test). As a statistical test, we chose
the non-parametric bootstrap test [16]. All evaluations in this paper were based
on the title-only query formulation.

The MAP achieved by the six vector-space schemes, two probabilistic ap-
proaches and the language model (LM) are shown in Table 1 for the English and
Chinese collections. The best performance in any given column is shown in bold
and this value served as baseline for our first set of statistical tests. In this case,
we wanted to verify whether this highest performance was statistically better
than other performances depicted in the same column. When performance dif-
ferences were detected as significant, we placed an asterisk (*) next to a given
search engine performance. In the English corpus for example, the PB2 model
achieved the highest MAP (0.3728). The difference in performance between this
model and the ”Lnu-ltc” approach (0.3562) was statistically significant while the
difference between it and the Okapi model (0.3692) was not significant.

For the Chinese corpus, the PB2 probabilistic model also resulted in the best
performance, except for the unigram-based indexing scheme where the best per-
formance was obtained by the language model LM (0.2965). With these var-
ious indexing schemes, the difference between either the PB2, the LM, the
Okapi or the ”Lnu-ltc” models were not statistically significant. PB2 was the
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Table 1. MAP for English and Chinese corpora (T queries)

Mean average precision (MAP)
English Chinese

Model word unigram bigram (base) MTool uni+bigram
PB2-nnn 0.3728 0.2774 0.3042 0.3246 0.3433
LM 0.3428* 0.2965 0.2594* 0.2800* 0.2943*
Okapi-npn 0.3692 0.2879 0.2995 0.3231 0.3321
Lnu-ltc 0.3562* 0.2883 0.2999 0.3227 0.3356
dtu-dtn 0.3577 0.2743 0.2866 0.2894* 0.3094*
atn-ntc 0.3423* 0.2329* 0.2527* 0.2578* 0.2729*
ltn-ntc 0.3275* 0.2348* 0.2886 0.2833* 0.3068*
ltc-ltc 0.2509* 0.1464 0.1933* 0.1772* 0.2202*
ntc-ntc 0.2345* 0.1162* 0.2130* 0.1645* 0.2201*
Improvement (7 best mod.) -5.0% 0% +4.5% +10.2%

preferred model but by slightly changing the topic set, other models might per-
form better.

Based on an analysis of the four different indexing schemes used with the
Chinese corpus, the data in Table 1 indicates that the combined ”uni+bigram”
indexing scheme tends to result in the best performance levels. As shown in the
last row of this table, we computed mean improvements over the bigram indexing
strategy, considering only the 7-best performing IR models (rows ending with
the ”ltn-ntc” model). From this overall measure we can see for example that the
character-based indexing strategy results in lower performance level than does
the bigram scheme (-5.0%). Using the bigram indexing strategy as a baseline, we
verified whether performance differences between the various indexing schemes
were statistically significant, and then underlined those that were statistically
significant. Table 1 illustrates that the differences between the bigram and word-
based indexing strategies (row labeled ”MTool”) are usually not significant. The
differences between the bigram approach and the combined indexing strategy
(last column) are usually significant and in favor of the combined approach.

Table 2. MAP for Japanese corpus (T queries)

Mean average precision (MAP)
Model unigram bigram (base) Chasen uni+bigram
PB2-nnn 0.2240 0.2816 0.3063 0.3026
LM 0.1369* 0.1791* 0.1968* 0.1944*
Okapi-npn 0.2208 0.2660* 0.2655* 0.2802
Lnu-ltc 0.2239 0.2579* 0.2743* 0.2736
dtu-dtn 0.2126 0.2461* 0.2735* 0.2735
atn-ntc 0.1372* 0.1799* 0.2109* 0.1901*
ltn-ntc 0.1518* 0.2651 0.2723 0.2726*
ltc-ltc 0.0580* 0.0992* 0.0945* 0.1154*
ntc-ntc 0.0706* 0.1292* 0.1227* 0.1295*
Improvement -22.0% 0% +7.4% +6.6%
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Evaluations done on the Japanese corpus are given in Table 2. With this
language, the best performing search model was always PB2, often showing sig-
nificant improvement over others (indicated by ”*”). Comparing the differences
between the four indexing strategies shows that both Chasen (automatic segmen-
tation) and the combined indexing approaches (”uni+bigram”) tend to result in
the best performance levels. Using the bigram indexing strategy as baseline, the
differences between the word (Chasen) or the combined (”uni+bigram”) index-
ing strategies are however usually not significant. Moreover, performances that
result from applying the bigram scheme are always better than with the unigram
approach.

Table 3. MAP for Korean corpus (T queries)

Mean average precision (MAP)
Model word bigram (base) HAM
PB2-nnn 0.2378 0.3729 0.3659
LM 0.2120* 0.3310* 0.3135*
Okapi-npn 0.2245* 0.3630* 0.3549
Lnu-ltc 0.2296 0.3973* 0.3560
dtu-dtn 0.2411 0.3673* 0.3339*
atn-ntc 0.2242* 0.3270* 0.2983*
ltn-ntc 0.2370 0.3708 0.3383*
ltc-ltc 0.1606* 0.2260* 0.2299*
ntc-ntc 0.1548* 0.2506* 0.2324*
Improvement -36.5% 0% -6.6%

Our evaluations on the Korean collection are reported in Table 3. In this case,
the best performing search model varies according to the indexing strategy. The
performance differences between the best performing models (”dtu-dtn”, ”Lnu-
ltc”, PB2) are usually not significant. Using the bigram scheme as baseline, the
performance differences with the word-based indexing approach were always de-
tected as significant and in favor of the bigram approach. Comparing bigrams
with the automatic decompounding strategy (under the label ”HAM” in Ta-
ble 3), the bigram indexing strategy tends to present a better performance, but
the differences are usually not significant.

General measurements such as MAP always hide irregularities found among
queries. It is interesting to note for example that for some queries, retrieval per-
formance was poor for all search models. For example, for Topic #4 entitled ”the
US Secretary of Defense, William Sebastian Cohen, Beijing”, the first relevant
item appears in rank 37 with the PB2 model (English corpus). When inspect-
ing top-ranked articles for this query, we found that these articles more or less
contained all words included in the topic description. Moreover, their length was
relatively short and these two aspects were taken into account when ranking
these documents high in the response list. From a semantic point of view, these
short and non-pertinent articles do not specify the reason or purpose of the visit
made by the US Secretary of Defense, with content being limited to facts such
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as ”the US Secretary of Defense will arrive next week” or ”William Sebastian
Cohen will leave China tomorrow”.

Topic #45 ”population issue, hunger” was another difficult query. After stem-
ming, the query is composed by the stem ”hung” present in 3,036 documents,
the indexing term ”populat” (that occurs in 7,995 articles), and ”issu” (appear-
ing in 44,209 documents). Given this document frequency information, it would
seem natural to assign more importance to the stem ”hung”, compared to the
two other indexing terms. The term ”hunger” however does not appear in any
relevant document, resulting in poor retrieval performance for this query. The
inclusion of the term ”food” (appearing in the descriptive part of the topic)
resulted in some pertinent articles being found by the search system.

6 Statistical Variations

In the previous section, we based our statistical validation on the bootstrap ap-
proach [16] in order to determine whether or not the difference between two
given retrieval schemes was really significant. The null hypothesis (denoted H0)
stated that both IR systems produce the same performance level and the ob-
served difference was simply due to random variations. To verify this assumption
statistically, other statistical tests could be considered.

The first might be the Sign test [17, , pp. 157–164], in which only the direction
of the difference (denoted by a ”+” or ”-” sign) is taken into account. This non-
parametric test does not take the amount of difference into account, but only the
fact that a given system performs better than the other for any given query. For
example, for a set of 50 queries, System A produced better MAP for 32 queries
(or 32 ”+”), System B was better for 16 (or 16 ”-”), and for the two remaining
requests both systems showed the same performance. If the null hypothesis were
true, we would expect to obtain roughly the same number of ”+” or ”-” signs. In
the current case involving 48 experiments (the two ties results are ignored), we
had 32 ”+” and only 16 ”-” signs. Assuming that the null hypothesis is true, the
probability of observing a ”+” is equal to the probability of observing a ”-” (=
0.5). Thus for 48 trials the probability of observing 16 or fewer occurrences of the
same sign (”+” or ”-”, for a two-tailed test) is only 0.0293. This value is rather
small (but not null) and, in this case, when the limit was fixed at α = 5%, we
must reject the H0 and accept the alternative hypothesis that there were truly
retrieval performance differences between System A and B.

Instead of observing only the direction of the difference between two systems,
we might also consider the magnitude of the difference, not directly but by
sorting them from the smallest to the largest difference. Then we could apply
the Wilcoxon signed ranking test [17, pp. 352-360]. Finally, we might apply
the paired t-test, a parametric test assuming that the difference between two
systems follows a normal distribution. Even if the distribution of the observations
was not normally shaped but the empirical distribution found to be roughly
symmetric, the t-test would still be useful, given that it is a relatively robust
test, in the sense that the significance level indicated is not far from the true
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level. However, previous studies have shown that IR data do not always follow
a normal distribution [16].

Based on 264 comparative evaluations (most of them are shown in Section 5),
we applied the four statistical tests to the resultant differences. Among them
for all four tests, 143 comparisons were found to be significant and 88 non-
significant. Thus, for 231 (143+88) comparisons out of 264 (or 87.5%), the four
tests resulted in the same decision. These four statistical tests thus are clearly
in agreement, even though they use different kinds of information (e.g., for the
Sign test, only the difference direction).

For the other 33 (264-231) comparisons, there was some disagreement and
these cases can be subdivided into three categories. First, in 11 cases, three tests
were detected to have a significant difference while the other one did not. Fol-
lowing inspection, we found that in 10 (out of 11) observations only the Sign test
did not detect a significant difference by obtaining a p-value greater than 0.05
(see Example A in the second row of Table 4). Second, for 16 cases, two tests
indicated a significant difference while the other two did not. After inspecting
this sample, we found 8 observations for which both the t-test and the bootstrap
detected a significant difference (see for example Case C in Table 4). In 7 other
cases, both the Sign and Wilcoxon tests detected significant retrieval perfor-
mance differences (see Case D in Table 4). Finally, in 6 only one test detected a
significant difference while for the three others the performance difference could
be due to random variations (see, for example, Case E in Table 4).

Table 4. Description and p-value for some comparisons

Comparison MAP Sign test Wilcoxon Bootstrap t-test
A. ZH unigram 0.2965 0.0595 0.0122 0.0085 0.0084

LM vs. ltn-ntc 0.2348 (31+ vs. 17-)
B. JA bigr. vs unigr. 0.1799 0.0186 0.0073 0.0430 0.0528

atn-ntc vs. atn-ntc 0.1372 (32+ vs. 15-)
C. ZH MTools 0.3246 0.3916 0.0574 0.0260 0.0299

PB2 vs. dtu-dtn 0.2894 (28+ vs. 21-)
D. JA uni+bigram 0.3026 0.0011 0.0040 0.1555 0.1740

PB2 vs. Okapi 0.2802 (35+ vs. 12-)
E. KR HAM 0.3659 0.3916 0.0297 0.1215 0.1354

PB2 vs. Okapi 0.3549 (28+ vs. 21-)

To provide a more general overview of the relationship between two tests,
in Figure 1 we plotted the p-values for performance comparisons from the two
tests. We also computed the Pearson correlation coefficient and drew a line
representing the corresponding slope. The first plot in the top left corner of
Figure 1 indicates a strong correlation (r=0.9996) between the bootstrap p-
values and those obtained by the t-test. Clearly, the bootstrap test agrees with
the t-test results, without having to assume a Gaussian distribution.

We also tested to find out whether or not the differences distribution follows a
normal distribution. In 228 (out of 264) observations, the underlying distribution
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of performance difference did not follow a Gaussian distribution (Shapiro-Wilk
test, significance level α = 5% [18]). In both cases, the Pearson correlation coef-
ficient between the bootstrap and t-test p-values is very high.
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Fig. 1. Three plots of two related tests (p-values) and a random example

The relationship between the t-test and the Wilcoxon test is not as strong (top
right) but still relatively high (Pearson coefficient correlation of 0.8246). When
comparing p-values obtained from the t-test and the Sign test, the correlation
coefficient is lower (0.709) but statistically different from 0. Finally, we plotted
the same number of points obtained by generating values randomly according
to the normal distribution. In this case, the true correlation coefficient is a null
value, even though the depicted value is not (0.0529). The latter picture is an
example of no correlation between two variables.

7 Conclusion

The experiments conducted with the NTCIR-5 test-collections show that the
PB2 probabilistic model derived within the Divergence from Randomness frame-
work usually produces the best mean average precision, according to different
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indexing strategies and languages. For the Chinese language (Table 1), the best
indexing strategy seems to be a combined approach (unigram & bigram) but
when compared with a word-based approach (obtained with an automatic seg-
mentation system), the difference is not always statistically significant.

For the Korean language, the simple bigram indexing strategy seems to be
the best. When compared with the automatic decompounding strategy (HAM in
Table 3), the performance difference is usually not-significant. For the Japanese
language (Table 2), we may discard the unigram indexing approach, but we were
not able to develop solid arguments in favor of a combined indexing approach
(unigram + bigram), compared to a word-based or a simple bigram indexing
scheme.

Upon analyzing the decisions that resulted from our application of a non-
parametric bootstrap test, the evidence obtained strongly correlated with the
(parametric) t-test conclusions. Moreover, the conclusions drawn following an
application of the Wilcoxon signed ranking test correlate positively with those
of the t-test. From our data, it seems that the Sign test might provide different
results than the three other tests, but this divergence is not really important.
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Appendix: Term Weighting Formulae

In Table 5, n indicates the number of documents in the collection, t the number
of indexing terms, dfj the number of documents in which the term tj appears,
the document length of Di (the number of indexing terms) is denoted by nti.
We assigned the value of 0.55 to the constant b, 0.1 to slope, while we fixed the
constant k1 at 1.2 for the English, Korean and Japanese collection and 1.0 for
the Chinese corpus. For the PB2 model, we assigned c = 3 for the English and
Korean corpus, c = 6 for the Japanese and c = 1 for the Chinese collection. These
values were chosen because they usually result in improved levels of retrieval
performance. Finally, the value mean dl, slope or avdl were fixed according to
the corresponding statistics (e.g., for bigram-based indexing, 321 for ZH, 133 for
JA, and 233 for KR).

Table 5. Various Weighting Schemes

ntc wij = tfij · idfj√
t
k=1(tfik · idfk)2

atn wij = idfj · 0.5 + 0.5 · tfij

max tfi.

dtn wij = [ln(ln(tfij) + 1) + 1] · idfj ltn wij = [ln(tfij) + 1] · idfj

ltc wij = [ln(tfij)+1] · idfj√
t
k=1([ln(tfik)+1] · idfk)2

npn wij = tfij · ln
n−dfj

dfj

dtu wij = [ln(ln(tfij)+1)+1] · idfj

(1−slope) · pivot + (slope · nti)
lnc wij = ln(tfij)+1√

t
k=1(ln(tfik)+1)2

Lnu wij =

ln(tfij )+1

ln
li

nti
+1

(1−slope) · pivot + (slope · nti)
nnn wij = tfij

Okapi wij = (k1+1) · tfij

K + tfij
with K = k1 · (1 − b) + b · li

avdl
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Abstract. This paper compares the sensitivity of IR metrics designed
for the task of finding one relevant document, using a method recently
proposed at SIGIR 2006. The metrics are: P+-measure, P-measure, O-
measure, Normalised Weighted Reciprocal Rank (NWRR) and Recipro-
cal Rank (RR). All of them except for RR can handle graded relevance.
Unlike the ad hoc (but nevertheless useful) “swap” method proposed by
Voorhees and Buckley, the new method derives the sensitivity and the
performance difference required to guarantee a given significance level
directly from Bootstrap Hypothesis Tests. We use four data sets from
NTCIR to show that, according to this method, “P(+)-measure ≥ O-
measure ≥ NWRR ≥ RR” generally holds, where “≥” means “is at
least as sensitive as”. These results generalise and reinforce previously
reported ones based on the swap method. Therefore, we recommend the
use of P(+)-measure and O-measure for practical tasks such as known-
item search where recall is either unimportant or immeasurable.

1 Introduction

Different Information Retrieval (IR) tasks require different evaluation metrics.
For example, a patent survey task may require a recall-oriented metric, while
a known-item search task [16] may require a precision-oriented metric. When
we search the Web, for example, we often stop going through the ranked list
after finding one good Web page even though the list may contain some more
relevant pages, either knowing or assuming that the rest of the retrieved pages
lack novelty, or additional information that may be of use to him. Thus, finding
exactly one relevant document with high precision is an important IR task.

Reciprocal Rank (RR) [16] is commonly used for the task of finding one rel-
evant document: RR = 0 if the ranked output does not contain a relevant doc-
ument; otherwise, RR = 1/r1, where r1 is the rank of the retrieved relevant
document that is nearest to the top of the list. However, RR is based on binary
relevance and therefore cannot distinguish between a retrieved highly relevant
document and a retrieved partially relevant document. Thus, as long as RR is
used for evaluation, it is difficult for researchers to develop a system that can
rank a highly relevant document above partially relevant ones. In light of this,
Sakai [10] proposed a metric called O-measure for the task of finding one highly
relevant document. O-measure is a variant of Q-measure which is very highly
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Fig. 1. Four categories of IR metrics, with some examples

correlated with Average Precision (AveP) but can handle graded relevance [8,14].
O-measure can also be regarded as a generalisation of RR (See Section 3).

Eguchi et al. [4], the organisers of the NTCIR Web track, have also proposed
a metric for the task of finding one highly relevant document, namely, Weighted
Reciprocal Rank (WRR). WRR assumes that ranking a partially relevant docu-
ment at (say) Rank 1 is more important than ranking a highly relevant document
at Rank 2. It has never actually been used for ranking the systems at NTCIR
(See Section 3) and its reliability is unknown. We point out in Section 3 that,
if WRR must be used, then it should be normalised before averaging across
topics: We call the normalised version Normalised Weighted Reciprocal Rank
(NWRR).

Just like RR, both O-measure and NWRR rely on r1, the rank of the first
relevant document in the list. This means that all of these metrics assume that
the user stops examining the ranked list as soon as he finds one relevant docu-
ment, even if it is only partially relevant. This assumption may be valid in some
retrieval situations, but not always, as we shall discuss in Section 3. In contrast,
P-measure, recently proposed at the SIGIR 2006 poster session [12], assumes that
the user looks for a highly relevant document even if it is ranked below partially
relevant documents. We shall also discuss its variant called P+(pee-plus)-measure
in Section 3.

Thus we have at least five metrics for the task of finding one relevant docu-
ment: P+-measure, P-measure, O-measure, NWRR and RR. All of them except
for RR can handle graded relevance, as illustrated in Figure 1. (Section 2 will
touch upon all of the metrics shown in this figure.) This paper compares the sen-
sitivity of these five metrics using a method recently proposed at SIGIR 2006 [11].
This method derives the sensitivity and the performance difference required to
guarantee a given significance level directly from Bootstrap Hypothesis Tests,
and therefore has a theoretical foundation unlike the ad hoc (but nevertheless
useful) “swap” method proposed by Voorhees and Buckley [17]. We use four
data sets (i.e., test collections and submitted runs) from NTCIR [6] and conduct
extensive experiments. Our results show that “P(+)-measure ≥ O-measure ≥
NWRR ≥ RR” generally holds, where “≥” means “is at least as sensitive as”.
These results generalise and reinforce previously reported ones which were based
only on ad hoc methods such as the swap method. We therefore recommend



376 T. Sakai

Table 1. Representative work on evaluating the sensitivity of IR metrics

publication (year) principal metrics methods collections
binary graded

Buckley and Voorhees AveP - stability TREC1
SIGIR (2000) [1] R-Prec (TREC8 query)

PDoc
Recall@1000

Voorhees and Buckley AveP - swap TREC3-10
SIGIR (2002) [17] PDoc
Buckley and Voorhees AveP swap TREC8,10,12
SIGIR (2004) [2] R-Prec

PDoc
bpref

Soboroff AveP - swap TREC11,12 Web
SIGIR (2004) [16] R-Prec

PDoc
RR

Voorhees AveP - swap, stability TREC13
TREC 2004 (2005) [18] PDoc

area
G AveP

Sakai AveP Q-measure swap, stability NTCIR-3 Chinese
AIRS (2005) [8,14] R-Prec R-measure NTCIR-3 Japanese

PDoc n(D)CG
Sakai RR O-measure swap, stability NTCIR-3 Chinese
IPSJ TOD∗ (2006) [10] NTCIR-3 Japanese
Sakai AveP Q-measure swap, stability NTCIR-3 Chinese
SIGIR (2006) [11] PDoc n(D)CG Bootstrap NTCIR-3 Japanese

G AveP G Q-measure
Sakai RR P-measure swap, stability NTCIR-5 Chinese
SIGIR (2006) [12] O-measure NTCIR-5 Japanese
This paper RR P(+)-measure Bootstrap NTCIR-3 Chinese

O-measure NTCIR-3 Japanese
NWRR NTCIR-5 Chinese

NTCIR-5 Japanese

∗ Information Processing Society of Japan Transactions on Databases.

the use of P(+)-measure and O-measure for practical tasks such as known-item
search where recall is either unimportant or immeasurable.

The remainder of this paper is organised as follows. Section 2 discusses previ-
ous work on evaluating the sensitivity of IR metrics to clarify the contribution of
this study. Section 3 formally defines and characterises the metrics we examine.
Section 4 describes the Bootstrap-based method for assessing the sensitivity of
metrics [11]. Section 5 describes our experiments for comparing the sensitivity
of P(+)-measure, O-measure, NWRR and RR. Section 6 concludes this paper.

2 Previous Work

Table 1 provides an overview of representative studies on the stability and sensi-
tivity of IR evaluation metrics or evaluation environments. Metrics for the task
of finding one relevant document (as opposed to finding as many relevant doc-
uments as possible) are shown in bold, as we are focussing on these metrics.
Below, we shall briefly review these studies and clarify the contribution of the
present one.
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At SIGIR 2000, Buckley and Voorhees [1] proposed the stability method which
can be used for assessing the stability of IR metrics with respect to change in
the topic set. The primary input to the stability method are a test collection,
a set of runs submitted to the task defined by the test collection and an IR
metric. The essence of the method is to compare systems X and Y in terms of
an IR metric using different topic sets and count how often X outperforms Y ,
how often Y outperforms X and how often the two are regarded as equivalent.
To this end, the stability method generates B new topic sets (where typically
B = 1000) by sampling without replacement from the test collection topics.
Using this method, Buckley and Voorhees examined binary IR metrics such as
Average Precision (AveP), R-Precision (R-Prec), Precision at a given document
cut-off (PDoc) and Recall at document cut-off 1000 (Recall@1000).

At SIGIR 2002, Voorhees and Buckley [17] proposed the swap method for
assessing the sensitivity of IR metrics. The essence of the swap method is to
estimate the swap rate, which represents the probability of the event that two
experiments (using two different topic sets) are contradictory given an overall
performance difference. Just like the stability method, the swap method samples
topics without replacement, but generates B disjoint pairs of new topic sets
to establish a relationship between the swap rate and the overall performance
difference between a system pair.

Several studies followed that used the stability and swap methods for assess-
ing different IR metrics: Buckley and Voorhees [2] assessed their bpref (binary
preference) metric to deal with incomplete relevance judgments; Voorhees [18]
assessed the area measure and Geometric Mean AveP (G AveP) to emphasise
the effect of worst-performing topics. Soboroff [16] assessed RR for the TREC
Web known-item search task. Moreover, Sanderson and Zobel [15] and Sakai [9]
explored some variants of the swap method, including one using topic sampling
with replacement which allows duplicate topics within each set.

All of the aforementioned studies (except for Sakai [9]) used the TREC data
and considered binary IR metrics only. Among them, only Soboroff [16] consid-
ered the task of finding one relevant document, by examining RR.

At AIRS 2005, Sakai [8,14] reported on stability and swap experiments that
included IR metrics based on graded relevance, namely, Q-measure, R-measure
and normalised (Discounted) Cumulative Gain (n(D)CG) [7]. But this study
was limited to IR metrics for the task of finding as many relevant documents as
possible. As for the task of finding one highly relevant document, two previous
studies based on the stability and the swap methods reported that P-measure [12]
and O-measure [10] may be more stable and sensitive than RR. As Table 1 shows,
all of these studies involving graded-relevance metrics [8,10,12,14] used either the
NTCIR-3 or the NTCIR-5 data, but not both.

All of the aforementioned studies used the stability and the swap methods,
which have proven to be very useful, but are rather ad hoc. In light of this,
Sakai [11] proposed a new method for assessing the sensitivity of IR metrics at
SIGIR 2006, which relies on nonparametric Bootstrap Hypothesis Tests [3]. This
method obtains B bootstrap samples by sampling with replacement from the
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original topic set, conducts a Bootstrap Hypothesis Test for every system pair,
and estimates an absolute difference required to guarantee a given significance
level based on Achieved Significance Levels. However, the above SIGIR paper
only dealt with IR metrics for finding as many relevant documents as possible,
including AveP, Q-measure and Geometric Mean Q-measure (G Q-measure).

As it is clear from the bottom of Table 1, this paper complements a SIGIR
2006 poster [12] by assessing IR metrics for the task of finding one relevant
document based on the aforementioned Bootstrap-based method instead of the
ad hoc stability and swap methods. This paper also extends the poster by us-
ing four data sets, namely, NTCIR-3 and NTCIR-5 Chinese/Japanese data, and
also by examining two additional metrics (P+-measure and NWRR). In addi-
tion, it studies how changing gain values (See Section 3) affects the sensitivity of
P(+)-measure and O-measure. This paper can also be regarded as an extension
of the Bootstrap paper [11], where the IR tasks being considered are differ-
ent: finding as many relevant documents as possible versus finding one relevant
document.

3 Metrics

This section formally defines and characterises P(+)-measure, O-measure and
NWRR. (We have already defined RR in Section 1.) Prior to this, we also define
AveP and Q-measure since we include them in our experiments just for compar-
ison. (The AveP and Q-measure results have been copied from [11], and are not
part of our contribution.)

3.1 AveP and Q-measure

Let R denote the number of relevant documents for a topic, and count(r) denote
the number of relevant documents within top r of a system output of size L
(≤ 1000). Clearly, Precision at Rank r can be expressed as P (r) = count(r)/r.
Let isrel(r) be 1 if the document at Rank r is relevant and 0 otherwise. Then,
AveP can be defined as:

AveP =
1
R

∑
1≤r≤L

isrel(r)P (r) . (1)

Next, we define Q-measure [8,14], which is very highly correlated with AveP
but can handle graded relevance. Let R(L) denote the number of L-relevant
documents so that

∑
L R(L) = R, and let gain(L) denote the gain value for

retrieving an L-relevant document. In the case of NTCIR, L = S (highly rele-
vant), L = A (relevant) or L = B (partially relevant), and we use gain(S) =
3, gain(A) = 2, gain(B) = 1 by default. Let cg(r) =

∑
1≤i≤r g(i) denote the

cumulative gain at Rank r for a system output [7], where g(i) = gain(L) if the
document at Rank i is L-relevant and g(i) = 0 otherwise. Similarly, let cgI(r)
denote the cumulative gain at Rank r for an ideal ranked output: For NTCIR,
an ideal ranked output lists up all S-, A- and B-relevant documents in this order.
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Then, Q-measure is defined as:

Q-measure =
1
R

∑
1≤r≤L

isrel(r)BR(r)

where

BR(r) =
cg(r) + count(r)

cgI(r) + r
. (2)

BR(r) is called the blended ratio, which measures how a system output devi-
ates from the ideal ranked output and penalises “late arrival” of relevant docu-
ments. (Unlike the blended ratio, it is known that weighted precision WP (r) =
cg(r)/cgI(r) cannot properly penalise late arrival of relevant documents and is
therefore not suitable for IR evaluation [8,10,14].)

3.2 O-measure and NWRR

Traditional IR assumes that recall is important: Systems are expected to return
as many relevant documents as possible. AveP and Q-measure, both of which
are recall-oriented, are suitable for such tasks. (Note that the number of relevant
documents R appear in their definitions.) However, as was discussed in Section 1,
some IR situations do not necessarily require recall. More specifically, some IR
situations require one relevant document only. Although RR is commonly used
in such a case, it cannot reflect the fact that users prefer highly relevant docu-
ments to partially relevant ones. Below, we describe O-measure and Normalised
Weighted Reciprocal Rank (NWRR), both of which can be regarded as graded-
relevance versions of RR.

O-measure [10] is defined to be zero if the ranked output does not contain a
relevant document. Otherwise:

O-measure = BR(r1) =
g(r1) + 1

cgI(r1) + r1
. (3)

That is, O-measure is the blended ratio at Rank r1. (Since the document at r1
is the first relevant one, cg(r1) = g(r1) and count(r1) = 1 hold.) In a binary
relevance environment, O-measure = RR holds iff r1 ≤ R, and O-measure >
RR holds otherwise. Moreover, if small gain values are used with O-measure,
then it behaves like RR [10].

Next, we define Weighted Reciprocal Rank (WRR) proposed by Eguchi et
al. [4]. Our definition looks different from their original one, but it is easy to show
that the two are equivalent [13]. In contrast to cumulative-gain-based metrics
(including Q-measure and O-measure) which require the gain values (gain(L))
as parameters, WRR requires “penalty” values β(L) (> 1) for each relevance
level L. We let β(S) = 2, β(A) = 3, β(B) = 4 throughout this paper: note that
the smallest penalty value must be assigned to highly relevant documents. WRR
is defined to be zero if the ranked output does not contain a relevant document.
Otherwise:

WRR =
1

r1 − 1/β(L1)
(4)
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where L1 denotes the relevance level of the relevant document at Rank r1.
WRR was designed for the NTCIR Web track, but the track organisers always

used β(L) = ∞ for all L, so that WRR is reduced to binary RR. That is, the
graded relevance capability of WRR has never actually been used.

WRR is not bounded by one: If the highest relevance level for a given topic
is denoted by M, WRR is bounded above by 1/(1 − 1/β(M)). This is unde-
sirable for two reasons: Firstly, a different set of penalty values yields a differ-
ent range of WRR values, which is inconvenient for comparisons; Secondly, the
highest relevance level M may not necessarily be the same across topics, so the
upperbound of WRR may differ across topics. This means that WRR is not
suitable for averaging across topics if M differs across the topic set of the test
collection.

This paper therefore considers Normalised WRR (NWRR) instead. NWRR
is defined to be zero if the ranked output does not contain a relevant document.
Otherwise:

NWRR =
1 − 1/β(M)
r1 − 1/β(L1)

. (5)

The upperbound of NWRR is one for any topic and is therefore averageable.
There are two important differences between NWRR and O-measure.

(a) Just like RR, NWRR disregards whether there are many relevant documents
or not. In contrast, O-measure takes the number of relevant documents into
account by comparing the system output with an ideal output.

(b) NWRR assumes that the rank of the first retrieved document is more impor-
tant than the relevance levels. Whereas, O-measure is free from this
assumption.

We first discuss (a). From Eq. (5), it is clear that NWRR depends only on
the rank and the relevance level of the first retrieved relevant document. For
example, consider a system output shown in the middle of Figure 2, which has an
S-relevant document at Rank 3. The NWRR for this system is (1−1/β(S))/(3−
1/β(S)) = (1 − 1/2)/(3 − 1/2) = 1/5 for any topic. Whereas, the value of O-
measure for this system depends on how many L-relevant documents there are.
For example, if the system output was produced in response to Topic 1 which
has only one S-relevant document (and no other relevant documents), then, as
shown on the left hand side of Figure 2, O-measure = (g(3)+ 1)/(cgI(3)+ 3) =
(3 + 1)/(3 + 3) = 2/3. On the other hand, if the system output was produced in
response to Topic 3 which has at least three S-relevant documents, then, as shown
in the right hand side of the figure, O-measure = (3 + 1)/(9 + 3) = 1/3. Thus,
O-measure assumes that it is relatively easy to retrieve an L-relevant document
if there are many L-relevant documents in the database. If the user has no idea as
to whether a document relevant to his request exists or not, then one could argue
that NWRR may be a better model. On the other hand, if the user has some
idea about the number of relevant documents he might find, then O-measure
may be more suitable. Put another way, O-measure is more system-oriented
than NWRR.
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Fig. 2. O-measure vs NWRR: Topics 1 and 2

Fig. 3. O-measure vs NWRR: Topic 3

Next, we discuss (b) using Topic 3 shown in Figure 3, which has one S-relevant,
one A-relevant and one B-relevant document. System X has a B-relevant docu-
ment at Rank 1, while System Y has an S-relevant document at Rank 2. Regard-
less of the choice of penalty values (β(L)), X always outperforms Y according
to NWRR. Thus, NWRR is unsuitable for IR situations in which retrieving a
highly relevant document is more important than retrieving any relevant doc-
ument in the top ranks. In contrast, O-measure is free from the assumption
underlying NWRR: Figure 3 shows that, with default gain values, Y outper-
forms X . But if X should be preferred, then a different gain value assignment
(e.g. gain(S) = 2, gain(A) = 1.5, gain(B) = 1) can be used. In this respect,
O-measure is more flexible than NWRR.

3.3 P-measure and P+-measure

Despite the abovementioned differences, both NWRR and O-measure rely on
r1, the rank of the first retrieved relevant document. Thus, both NWRR and O-
measure assume that the user stops examining the ranked list as soon as he finds
one relevant document, even if it is only a partially relevant one. This assumption
may be counterintuitive in some cases: Consider System Z in Figure 3, which
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has a B-relevant document at Rank 1 and an S-relevant document at Rank 2.
According to both NWRR and O-measure, System Z and System X are always
equal in performance regardless of the parameter values, because only the B-
relevant document at Rank r1 = 1 is taken into account for Z. In short, both
NWRR and O-measure ignore the fact that there is a better document at Rank 2.

This is not necessarily a flaw. NWRR and O-measure may be acceptable
models for IR situations in which it is difficult for the user to spot a highly
relevant document in the ranked list. For example, the user may be looking at a
plain list of document IDs, or a list of vague titles and poor-quality text snippets
of the retrieved documents. Or perhaps, he may be examining the content of each
document one-by-one without ever looking at a ranked list, so that he has no
idea what the next document will be like. However, if the system can show a
high-quality ranked output that contain informative titles and abstracts, then
perhaps it is fair to assess System Z by considering the fact that it has an S-
relevant document at Rank 2, since a real-world user can probably spot this
document. Similarly, in known-item search [16], the user probably knows that
there exists a highly relevant document, so he may continue to examine the
ranked list even after finding some partially relevant documents. (A “narrow”
definition of known-item search would involve only one relevant document per
topic. That is, the target document is defined to be the one that the user has seen
before, and it is always highly relevant. However, we adopt a broader definition:
In addition to the known highly relevant document, there may be unvisited
documents which are in fact relevant to the topic. It is possible to treat these
documents as partially relevant in evaluation. Moreover, there is a related task
called suspected-item search [5], which does not require that the user has actually
seen a relevant document. It is clear that more than one relevant document may
exist in such cases too, possibly with different relevance levels.)

We now define P-measure [12] for the task of finding one highly relevant doc-
ument, under the assumption that the user continues to examine the ranked list
until he finds a document with a satisfactory relevance level. P-measure is defined
to be zero if the system output does not contain a relevant document. Other-
wise, let the preferred rank rp be the rank of the first record obtained by sorting
the system output, using the relevance level as the primary sort key (preferring
higher relevance levels) and the rank as the secondary sort key (preferring the
top ranks). Then:

P -measure = BR(rp) =
cg(rp) + count(rp)

cgI(rp) + rp
. (6)

That is, P-measure is simply the blended ratio at Rank rp. For System Z in
Figure 3, rp = 2. Therefore, P -measure = BR(2) = (cg(2) + 2)/(cgI(2) + 2) =
(4 + 2)/(5 + 2) = 0.86. Whereas, since rp = r1 holds for systems X and Y ,
P -measure = O-measure = 0.50 for X and P -measure = O-measure = 0.57
for Y . Thus, only Z is handsomely rewarded, for retrieving both B- and S-
relevant documents.

Because P-measure looks for a most highly relevant document in the ranked
output and then evaluates by considering all (partially) relevant documents
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ranked above it, it is possible that P-measure may be more stable and sensi-
tive than O-measure, as we shall see later. Moreover, it is clear that P-measure
inherits some properties of O-measure: It is a system-oriented metric, and is free
from the assumption underlying NWRR.

However, just like R-measure [8,14], P-measure is “forgiving”, in that it can
be one for a suboptimal ranked output. For example, in Figure 3, supppose
that there is a fourth system output, which is a perfect inverse of the ideal
output. For this system output, rp = 3 and therefore P -measure = BR(3) =
(6 + 3)/(6 + 3) = 1. One could argue that this is counterintuitive. We therefore
examine P+(pee-plus)-measure in addition, which does not have this problem:

P+-measure =
1

count(rp)

∑
1≤r≤rp

isrel(r)BR(r) . (7)

For example, for the above perfect inverse output, BR(1) = (1 + 1)/(3 + 1),
BR(2) = (3 + 2)/(5 + 2) and BR(3) = P -measure = 1. Thus P+-measure =
(2/4 + 5/7 + 1)/3 = 0.74. Note also that P+-measure = P -measure = O-
measure holds if there is no relevant document above Rank rp, i.e., if rp = r1.

In practice, a document cut-off may be used with P(+)-measure, since these
metrics assume that the user is willing to examine an “unlimited” number of
documents. That is, in theory, rp can be arbitrarily large. However, a small
cut-off makes IR evaluation unstable, and requires a larger topic set [1,8,14].

4 Bootstrap-Based Method for Evaluating IR Metrics

This section briefly describes Sakai’s Bootstrap-based method for assessing the
sensitivity of IR metrics [11].

First, we describe the paired Bootstrap Hypothesis Test, which, unlike tradi-
tional significance tests, is free from the normality and symmetry assumptions
and yet has high power [3]. The strength of the Bootstrap lies in its reliance on
the computer for directly estimating any data distribution through resampling
from observed data. Let Q be the set of topics provided in the test collection,
and let |Q| = n. Let x = (x1, . . . , xn) and y = (y1, . . . , yn) denote the per-topic
performance values of systems X and Y as measured by some performance met-
ric M . A standard method for comparing X and Y is to measure the difference
between sample means x̄ =

∑
i xi/n and ȳ =

∑
i yi/n such as Mean Average Pre-

cision values. But what we really want to know is whether the population means
for X and Y (µX and µY ), computed based on the population P of topics, are
any different. Since we can regard x and y as paired data, we let z = (z1, . . . , zn)
where zi = xi − yi, let µ = µX − µY and set up the following hypotheses for a
two-tailed test:

H0 : µ = 0 vs H1 : µ �= 0 .

Thus the problem has been reduced to a one-sample problem [3]. As with stan-
dard significance tests, we assume that z is an independent and identically dis-
tributed sample drawn from an unknown distribution.
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for b = 1 to B

create topic set Q∗b of size n = |Q| by randomly
sampling with replacement from Q;
for i = 1 to n

q = i-th topic from Q∗b;
w∗b

i = observed value in w for topic q;

Fig. 4. Algorithm for creating Bootstrap samples Q∗b and w∗b = (w∗b
1 , . . . , w∗b

n )

count = 0;
for b = 1 to B

t(w∗b) = w̄∗b/(σ̄∗b/
√

n);
if( |t(w∗b)| ≥ |t(z)| ) then count++;

ASL = count/B;

Fig. 5. Algorithm for estimating the Achieved Significance Level

In order to conduct a Hypothesis Test, we need a test statistic t and a null
hypothesis distribution. Here, let us consider a Studentised statistic:

t(z) =
z̄

σ̄/
√

n

where σ̄ is the standard deviation of z, given by

σ̄ = (
∑

i

(zi − z̄)2/(n − 1))
1
2 .

Moreover, let w = (w1, . . . , wn) where wi = zi − z̄, in order to create bootstrap
samples of per-topic performance differences w∗b that obey H0. Figure 4 shows
the algorithm for obtaining B bootstrap samples of topics (Q∗b ) and the corre-
sponding values of w∗b. (We let B = 1000 throughout this paper.) For example,
let us assume that we only have five topics Q = (001, 002, 003, 004, 005) and that
w = (0.2, 0.0, 0.1, 0.4, 0.0). Suppose that, for trial b, sampling with replacement
from Q yields Q∗b = (001, 003, 001, 002, 005). Then, w∗b = (0.2, 0.1, 0.2, 0.0, 0.0).

For each b, let w̄∗b and σ̄∗b denote the mean and the standard deviation of
w∗b. Figure 5 shows how to compute the Achieved Significance Level (ASL) using
w∗b. In essence, we examine how rare the observed difference would be under
H0. If ASL < α, where typically α = 0.01 (very strong evidence against H0) or
α = 0.05 (reasonably strong evidence against H0), then we reject H0. That is,
we have enough evidence to state that µX and µY are probably different.

We now describe Sakai’s method for assessing the sensitivity of IR metrics.
Let C denote the set of all possible combinations of two systems. First, per-
form a Bootstrap Hypothesis Test for every system pair in C and count how
many of the pairs satisfy ASL < α: The result represents the sensitivity of
a given IR metric. We thereby obtain the values of w̄∗b and t(w∗b) for each
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DIFF = φ;
for each system pair (X, Y ) ∈ C

sort |t(w∗1
X,Y )|, . . . , |t(w∗B

X,Y )|;
if |t(w∗b′

X,Y )| is the Bα-th largest value
then add |w̄∗b′

X,Y | to DIFF ;
estimated diff = max{diff ∈ DIFF} (rounded to two significant figures);

Fig. 6. Algorithm for estimating the minimum absolute performance difference that
correspond to a statistically significant difference

Table 2. Statistics of the NTCIR CLIR data (including monolingual runs)

|Q| R R(S) R(A) R(B) #runs used
per topic

NTCIR-3 Chinese 42 78.2 21.0 24.9 32.3 30
NTCIR-3 Japanese 42 60.4 7.9 31.5 21.0 30
NTCIR-5 Chinese 50 61.0 7.0 30.7 23.3 30
NTCIR-5 Japanese 47 89.1 3.2 41.8 44.2 30

system pair (X, Y ), which we shall denote explicitly by w̄∗b
X,Y and t(w∗b

X,Y ).
Since each w̄∗b

X,Y is a performance difference computed based on |w∗b
X,Y | =

|Q| = n topics, we can use the algorithm shown in Figure 6 to obtain a nat-
ural estimate of the minimum performance difference required for guarantee-
ing ASL < α, given the topic set size n. For example, if α = 0.05 is chosen,
the algorithm looks for the Bα = 1000 ∗ 0.05 = 50-th largest value among
|t(w∗b

X,Y )| and takes the corresponding value of |w̄∗b
X,Y | for each (X, Y ). Among

the |C| values thus obtained, the algorithm takes the maximum value just to be
conservative.

Note that the estimated differences themselves are not necessarily suitable for
comparing metrics, since some metrics tend to take small values while others tend
to take large values. The sensitivity of metrics should primarily be compared in
terms of how many system pairs satisfy ASL < α, that is, how many pairs show
a statistically significant difference.

5 Experiments

5.1 Data

Table 2 shows some statistics of the NTCIR CLIR data (i.e., test collections and
submitted runs) we used, which were kindly provided by National Institute of
Informatics (NII), Japan. Currently, the NTCIR-3 and NTCIR-5 CLIR data are
the only data publicly available from NII. For each data set, we selected the top
30 runs as measured by “Relaxed” Mean AveP [8,14]. Thus we conducted four
sets of experiments, each with |C| = 30 ∗ 29/2 = 435 system pairs.
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Table 3. Sensitivity and the estimated difference required based on Sakai’s method
(α = 0.05)

data metric sensitivity (ASL < α) estimated diff.
NTCIR-3 Chinese Q-measure 242/435=56% 0.10
(42 topics) AveP 240/435=55% 0.11

P-measure 170/435=39% 0.18
P+-measure 167/435=38% 0.18
O-measure 165/435=38% 0.19
NWRR 136/435=31% 0.20
RR 126/435=29% 0.22

NTCIR-3 Japanese Q-measure 305/435=70% 0.13
(42 topics) AveP 296/435=68% 0.11

P+-measure 272/435=63% 0.18
P-measure 271/435=62% 0.20
O-measure 255/435=59% 0.22
NWRR 247/435=57% 0.19
RR 246/435=57% 0.23

NTCIR-5 Chinese Q-measure 174/435=40% 0.11
(50 topics) AveP 159/435=37% 0.11

P+-measure 134/435=31% 0.15
O-measure 125/435=29% 0.15
P-measure 123/435=28% 0.16
NWRR 114/435=26% 0.16
RR 94/435=22% 0.16

NTCIR-5 Japanese Q-measure 136/435=31% 0.09
(47 topics) AveP 113/435=26% 0.10

P+-measure 77/435=18% 0.14
P-measure 73/435=17% 0.15
O-measure 63/435=14% 0.16
NWRR 63/435=14% 0.16
RR 54/435=12% 0.17

5.2 Results and Discussions

Table 3 shows the results of our Bootstrap-based experiments. It shows, for ex-
ample, that if P-measure is used for assessing the “top” 30 systems (as measured
by AveP) that were submitted to the NTCIR-3 Chinese document retrieval sub-
task, it can detect a statistically significant difference at α = 0.05 for 39% of the
system pairs; The estimated overall performance difference required for showing
a statistical significance is 0.18.

The absolute sensitivity values depend heavily on the set of runs: It can be
observed, for example, that P-measure can detect a significant difference for 62%
of the system pairs for the NTCIR-3 Japanese data, but for only 17% for the
NTCIR-5 Japanese data. That is, the NTCIR-5 Japanese runs are much harder
to distinguish from each other because a larger number of teams performed well
at NTCIR-5 than at NTCIR-3. (For both NTCIR-3 and NTCIR-5, the top 30
Japanese runs we used came from 10 different teams.)

On the other hand, the relative sensitivity, which is the focus of this study, is
quite consistent across the four data sets: We can observe that “P(+)-measure
≥ O-measure ≥ NWRR ≥ RR” generally holds, where “≥” means “is at least
as sensitive as”. (O-measure outperforms P-measure by two system pairs for the
NTCIR-5 Chinese data, but this difference is probably not substantial.) The
difference in sensitivity between P(+)-measure and O-measure arises from the
fact that P(+)-measure consider all relevant documents ranked above rp; That
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Table 4. The effect of changing gain values on sensitivity and the estimated difference
required (α = 0.05). The default results have been copied from Table 3.

data metric sensitivity (ASL < α) estimated diff.
NTCIR-5 Chinese P+3:2:1 (default) 134/435=31% 0.15
(50 topics) P+0.3:0.2:0.1 132/435=30% 0.15

P+30:20:10 128/435=29% 0.16
P+10:5:1 125/435=29% 0.14
P+1:1:1 124/435=29% 0.15
P10:5:1 125/435=29% 0.14
P3:2:1 (default) 123/435=28% 0.16
P30:20:10 121/435=28% 0.15
P0.3:0.2:0.1 120/435=28% 0.14
P1:1:1 113/435=26% 0.15
O3:2:1 (default) 125/435=29% 0.15
O30:20:10 123/435=28% 0.15
O10:5:1 118/435=27% 0.16
O0.3:0.2:0.1 107/435=25% 0.17
O1:1:1 94/435=22% 0.16

NTCIR-5 Japanese P+3:2:1 (default) 77/435=18% 0.14
(47 topics) P+30:20:10 73/435=17% 0.15

P+0.3:0.2:0.1 69/435=16% 0.17
P+1:1:1 67/435=15% 0.14
P+10:5:1 67/435=15% 0.15
P10:5:1 85/435=20% 0.14
P30:20:10 81/435=19% 0.15
P3:2:1 (default) 73/435=17% 0.15
P0.3:0.2:0.1 64/435=15% 0.16
P1:1:1 59/435=14% 0.15
O30:20:10 65/435=15% 0.16
O3:2:1 (default) 63/435=14% 0.16
O10:5:1 62/435=14% 0.17
O0.3:0.2:0.1 59/435=14% 0.16
O1:1:1 54/435=12% 0.18

between O-measure and NWRR arises from the fact that the former considers
an ideal ranked ouput (i.e., the number of relevant documents); That between
NWRR and RR arises from the use of graded relevance. Our findings generalise
and reinforce previously-reported results which suggested the superiority of P-
measure and O-measure over RR [10,12]. However, these previous studies were
based only on the ad hoc stability and swap methods, and examined neither
P+-measure nor NWRR.

It is also clear that the five metrics for the task of finding one relevant doc-
uments are not as sensitive as Q-measure and AveP. This is because, while
Q-measure and AveP considers all relevant documents, the four metrics do not:
They generally examine the very top of a ranked output only. That is, because
they are based only on a small number of observations, they are inherently less
stable than Q-measure and AveP. Therefore, one should prepare a larger set of
topics if any of the four metrics is to be used instead of more stable metrics such
as Q-measure and AveP.

As for the estimated difference required for a given significance level, the
NTCIR-5 results suggest that, with around 50 topics, we need an absolute dif-
ference of around 0.14-0.16 in terms of P(+)-measure or O-measure in order to
detect a significant difference at α = 0.05.
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5.3 Changing the Gain Values for P(+)-measure and O-measure

We finally focus on P(+)-measure and O-measure which we have shown to be
the three most sensitive metrics for the task of finding one relevant document,
and study the effect of chaning gain values (See Section 3) using the NTCIR-5
data.

Table 4 summarises the results, where, for example, “P10:5:1” represents P-
measure with gain(S) = 10, gain(A) = 5, gain(B) = 1. (Hence the default
gain value results, labelled with “3:2:1”, have been copied from Table 3.) Recall
that: (a) Using small gain values makes O-measure resemble RR (See Eq. (3));
(b) Given that the gain values are all one, O-measure = RR holds iff r1 ≤ R;
(c) P (+)-measure = O-measure holds if there is no relevant document above
Rank rp. Thus, we can expect “flat” and small gain values to reduce the sen-
sitivity of these metrics. Indeed, Table 4 shows that the gain value assign-
ments gain(S) = 1, gain(A) = 1, gain(B) = 1 and gain(S) = 0.3, gain(A) =
0.2, gain(B) = 0.1 tend to hurt sensitivity, especially the former. On the other
hand, using large gain values (which implies less penalty on late arrival of rel-
evant documents) and using “steeper” gain values (which emphasises the rele-
vance levels) generally do not seem to have a substantial impact on sensitivity.
In summary, P(+)-measure and O-measure are fairly robust to the choice of gain
values as long as graded relevance is properly utilised.

6 Conclusions

This paper compared the sensitivity of five evaluation metrics designed for the
task of finding one relevant document, using Sakai’s method based on Bootstrap
Hypothesis Tests. Using four data sets from NTCIR, we showed that “P(+)-
measure ≥ O-measure ≥ NWRR ≥ RR” generally holds, where “≥” means
“is at least as sensitive as”. These results generalise and reinforce previously
reported ones [10,12] based on the ad hoc stability and swap methods, which
suggested the superiority of P-measure and O-measure over RR. Moreover, in
terms of sensitivity, P(+)-measure and O-measure are fairly robust to the choice
of gain values. Thus we recommend the use of P(+)-measure and O-measure for
practical tasks such as known-item search where recall is either unimportant or
immeasurable. But it should be remembered that while O-measure represents a
user who is satisfied with finding one partially relevant document, P(+)-measure
approximate one who looks for one “good” relevant document.

As for how the above metrics resemble each other in terms of system ranking,
we already have results that generalise Sakai’s previous analysis [10] which did
not include NWRR and P+-measure: Metrics for finding one relevant document
(P(+)-measure, O-measure, NWRR and RR) produce system rankings that are
substantially different from those produced by Q-measure and AveP; Rankings
by P(+)-measure, O-measure and NWRR generally resemble each other. More-
over, system rankings by P(+)-measure are fairly robust to the choice of gain
values. But due to lack of space, we will discuss these additional results else-
where.
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Abstract. Query term expansion is an important technique for achiev-
ing higher retrieval performance. However, since many factors affects
the quality of this technique, it is difficult to evaluate this technique in
isolation. Feature quantities that characterize the quality of the initial
query are defined in this study for evaluating topic difficulties from the
viewpoint of query term expansion. I also briefly review the result of the
NTCIR-5 query term expansion subtask that uses these quantities for
evaluating the effectiveness of the query term expansion techniques. I
also describe detailed analysis results on the effect of query term expan-
sion based on topic-by-topic analysis.

1 Introduction

It is very difficult for many users of Information Retrieval (IR) system to select
appropriate query terms to represent their information need. This difficulty cause
the mismatch between query terms and information need; e.g., the query terms
are ambiguous and it is difficult to focus on relevant documents only; a number
of relevant documents are difficult to retrieve because they have only a small
part of initial query terms.

To reduce this mismatch, many IR systems use query term expansion tech-
niques to find better query terms[1]. However, the effectiveness of this technique
depends on the quality of initial query terms. Cronen-Townsend et al. [2] used
a query clarity score based on a language model to decide if the query terms
contain relevant information for the query term expansion; this approach was
shown to be effective.

The Reliable Information Access (RIA) Workshop [3] conducted a failure
analysis [4] for a set of topics using seven different popular IR systems and
proposed a topic categorization based on the types of failures they encountered.
They also conducted a relevance feedback experiment using a different IR sys-
tems [5]. This study, however, did not examine the relationship between topic
difficulty based on the mismatch and the effect of relevance feedback. Because
the relevance feedback technique is used for reducing the mismatch between the

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 390–403, 2006.
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initial query and information need, it is important to determine the effectiveness
of relevance feedback when used with query expansion.

For characterizing topic difficulty based on the mismatch, query term expan-
sion subtask was designed for evaluating topic difficulties from the viewpoint of
query term expansion in the NTCIR-5 Web task [6]. In this subtask, several fea-
ture quantities that characterize this mismatch were investigated for analyzing
the topic difficulty, but single quantity is not enough to characterize this topic
difficulty.

Therefore, in this paper, I analyze the effect of query term expansion technique
of IR experiment data in topic-by-topic manner and discuss how these quantities
are affect the quality of this technique.

The remainder of this paper is divided into four sections. Section 2 briefly
review various statistical features for defining the topic difficulty and the ef-
fectiveness of the query expansion term. In Section 3, the result of query term
expansion subtask in the NTCIR-5 web task is briefly summarized. Section 4 an-
alyzes the experimental results, and Section 5 gives the conclusions of the paper.

2 Statistical Features for Evaluation of the Query Term
Expansion Technique

Buckley et al. [7] hypothesized a possible reason why query expansion improves
the query performance as follows.

1. one or two good alternative words to original query terms (synonyms)
2. one or two good related words
3. a large number of related words that establish that some aspect of the topic

is present (context)
4. specific examples of general query terms
5. better weighting to original query terms

The first four reasons relate to query term expansion. Reasons 1, 2, and 4 can
be evaluated using a thesaurus. However, since Voorhees [8] confirmed simple
automatic query term expansion based on a general thesaurus did not improve
query performance, it may be inappropriate to use a general thesaurus for this
evaluation.

Therefore, in the query term expansion subtask in the NTCIR-5 Web task,
a mismatch between different information-need expressions (query terms and
relevant documents) were used for this evaluation.

2.1 Feature Quantities for Characterizing Mismatch Between Initial
Query and Relevant Documents

When a user carefully selects good query terms, query term expansion may not
improve the retrieval performance. Therefore, it is crucial for this subtask to
evaluate the quality of the initial query based on the mismatch between the
initial query and the relevant documents.
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In the NTCIR-4 web test collection, each query has a Boolean operator infor-
mation. In order to estimate the information need precisely, it is better to use
this Boolean information1.

When the query is represented with a Boolean operator, this mismatch is char-
acterized as a mismatch between the documents that satisfy this query and the
relevant documents. When the initial query is precise enough, documents that
satisfy the Boolean query (Boolean satisfied documents) and relevant documents
are equivalent ((1) and (3) in Figure 1 are an empty set).

��������	
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��������

��������	

Fig. 1. Mismatch between Initial Query and Relevant Documents

However, because it is difficult to construct good queries, (1) and (3) are empty
sets in almost no query. The sizes of (1) and (3) characterizes the quality of the
query from the viewpoint of query expansion. For example, when there are many
documents in (1), the initial query is too general and requires new query terms
that define the context of the query. Conversely, when (3) has many documents,
the initial query is too strict and it is necessary to determine alternative words
to relax the query.

Since the number of documents in (1) and (3) are affected by the number
of relevant documents, the following two feature quantities were used for this
evaluation.

R&B/R The ratio between the size of relevant documents that satisfy the
Boolean query ((2)) and the size of relevant documents ((2)+(3)).

R&B/B The ratio between the size of relevant documents that satisfy the
Boolean query ((2)) and the size of the Boolean satisfied documents ((1)+(2)).

Since a set of B is a result of the Boolean IR system without term weighting,
R&B/R and R&B/B represents the appropriateness of initial query quality from
the view point of recall and precision respectively.

These two feature quantities are the values that represent the characteristics
of the set of initial query terms. Therefore, this value is also effective for the
different IR models (probabilistic, vector-space, and etc.) evaluation even though
it is based on the Boolean IR model.
1 For the test collection without Boolean operator, all terms with “AND” operator or

Boolean query generation system proposed in [9] or [10] can be used as a starting
point.
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2.2 Feature Quantities for Evaluating Effectiveness of the Query
Term

Feature quantities proposed in 2.1 can also be used to evaluate a query term
when the Boolean query is constructed using only this term.

In addition to these features, the following three criteria were proposed for
selecting feature quantities.

1. Appropriateness of the alternative term for each initial query term.
2. Appropriateness of the context definition term for the query.
3. Appropriateness of the term that characterizes the relevant documents.

A good alternative term should exist for relevant documents that do not
contain the initial query term. Therefore, the number of documents that have
a query expansion term and do not have an initial query term are useful for
evaluation.

A good term for context definition is a distinct term that exists in relevant
documents. Therefore, the number of documents that have a query expansion
term in the relevant documents, the Boolean satisfied documents, and total
documents are useful for evaluation.

The following feature quantities are defined for each query expansion term.

total : Rel The number of relevant documents that have a query expansion term.
total : Bool The number of Boolean satisfied documents that have a query ex-

pansion term.
total : R&B The number of Boolean satisfied relevant documents that have a

query expansion term.
total : All The number of documents that have a query expansion term in the

document database.

Feature quantities that are based on mutual information content were used for
evaluating the distinctiveness of each term [9]. These quantities are the mutual
information content between relevant documents r and the term w. p(w) is the
probability of the term w in the document database and p(w|r) is the probability
of the relevant documents.

MI(w) = p(w|r)log2
p(w|r)
p(w)

When term w exists explicitly in the relevant documents, MI(w) increases.

3 Results of the NTCIR-5 Query Term Expansion
Subtask

The NTCIR-5 query term expansion subtask was designed for evaluating the ef-
fect of query term expansion technique by using NTCIR-4 web test collection[6].
In order to evaluate the query term expansion technique by itself, several feature
quantities discussed in previous section were introduced for analyzing the topic
difficulty.
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3.1 The NTCIR-4 Web Test Collection

The NTCIR-4 Web test collection [11] is a set of 100 gigabytes of html document
data and 80 topics for retrieval experiments. 35 out of 80 topics are for the survey
retrieval topics and the other 45 are for the target retrieval topics. The survey
retrieval topics are designed for finding most relevant documents and the target
retrieval topics are for finding just one, or only a few relevant documents of the
highly ranked documents. Since the target retrieval topics may miss relevant
candidate documents, only the survey retrieval topics (topic numbers 1, 3, 4, 6,
19, 21, 22, 23, 28, 29, 34, 44, 45, 55, 58, 61, 62, 63, 65, 68, 70, 71, 73, 74, 76, 80, 82,
84, 86, 88, 91, 95, 97, 98, and 99) were used for this query term expansion subtask.

Figure 2 shows a sample topic in this test collection. <TITLE> includes 1-3
terms with Boolean expressions. The attribute “CASE” in <TITLE>, <ALT0>,
<ALT1>, <ALT2>, <ALT3> means:

(a) All the terms are related to one another by the OR operator.
(b) All the terms are related to one another by the AND operator.
(c) Only two terms can be related using the OR operator; the rest are specified

by the attribute “RELAT.”

For the sample topic described in Figure 2, the Boolean query (����
�(offside) and (����(soccer) or���(rule))) from TITLE and (����
�(offside) and ����(soccer) and ���(rule)) is formulated from ALT3.

3.2 Feature Quantities of Topics in the NTCIR-4 Web Survey
Retrieval Topics

The graph in Figure 3 shows a characteristic of the topics in the Survey Retrieval
Topics by using Boolean formula defined in title field. The X axis of the graph
corresponds to R&B/R and the Y axis corresponds to R&B/B. The radius of
each circle indicates the number of the relevant documents.

All statistical values were calculated using an organizer reference IR system
named “Appropriate Boolean Query Reformulation for Information Retrieval”
(ABRIR) [9]. Such values may differ according to the method of extracting index
keywords from the documents.

From this graph, all initial queries were not sufficiently appropriate to dis-
tinguish all relevant documents from the other documents. For the topics that
have higher R&B/R and lower R&B/B, such as topics 1, 4, 6, 55, and 98, the
term for context definition may be good query expansion terms. For the topics
that have lower R&B/R and higher R&B/B, such as 65, 76, and 82, alternative
terms may be good query expansion terms. The topics that have lower R&B/R
and lower R&B/B, such as 45, 62, 63, 80, and 84, may require various types of
query expansion terms.

3.3 Retrieval Experiments in the Subtask

Four participants, listed below in alphabetical order of RUN-id, and one orga-
nizer reference system submitted their completed run results.
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(b) An English translation of the sample topic

Fig. 2. A sample topic from the NTCIR-4 Web test collection [11]

<TOPIC> <NUM>0001</NUM>
<TITLE CASE=“c” RELAT=“2-3”> ,

, </TITLE>
<DESC>

</DESC>
<NARR><BACK>

</BACK><TERM>

</TERM><RELE>
</RELE></NARR>

<ALT0 CASE=“b”> </ALT0>
<ALT1 CASE=“b”> , ,
</ALT1>
<ALT2 CASE=“b”> , </ALT2>
<ALT3 CASE=“b”> , ,
</ALT3>
<USER> 2 , , 4 , 3,

5</USER>
</TOPIC>

(a) An original sample topic

<TOPIC> <NUM>0001</NUM>
<TITLE CASE=“c” RELAT=“2-3”> offside, soc-
cer, rule </TITLE>
<DESC> I want to find documents that explain the
offside rule in soccer. </DESC>
<NARR> <BACK> I want to know about the
offside rule in soccer. </BACK> <TERM> Offside
is a foul committed by a member of the offense side.
There are several patterns for situations in which the
offside rule can be applied, and it is the most difficult
soccer rule to understand. </TERM> <RELE>
Relevant documents must explain situations where
the offside rule applies</RELE> </NARR>
<ALT0 CASE=“b”> offside </ALT0>
<ALT1 CASE=“b”> offside, player, position
</ALT1>
<ALT2 CASE=“b”> offside, soccer </ALT2>
<ALT3 CASE=“b”> soccer, offside, rule </ALT3>
<USER> 2nd year undergraduate student, male, 4
years of search experience, skill level 3, familiarity
level 5 </USER>
</TOPIC>
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Fig. 3. Characteristics of the Topics

Several query term expansion techniques and information retrieval models
were used in these runs for which results were submitted.

JSWEB[12]. Experimented with relevant document vectors that were gener-
ated based on the existence of the keyword in the relevant documents. They
also proposed combining relevant document vectors (one from the user se-
lected relevant documents and the other from the pseudo-relevant docu-
ments). The retrieval method was based on a vector space IR model.

NCSSI[13]. Experimented with a clustering technique for the initial retrieval
results and a named entity recognition technique for selecting query expan-
sion terms from the appropriate cluster (user selected cluster or pseudo-
relevant cluster). They used an organizer reference model, ABRIR, based on
a probabilistic model as an IR system.

R2D2[14]. Experimented with Robertson’s Selection Value (RSV) for select-
ing query expansion terms using pseudo relevant documents. The retrieval
method was based on the modified Okapi. They also used link information
for scoring the retrieved documents.

ZKN [15]. Experimented with Larvenko’s relevance model for selecting query
expansion terms using pseudo relevant documents. The retrieval method was
based on the inference network and language model.

ABRIR: Organizer Reference System [9]. Experimented with mutual in-
formation between terms and relevant documents for selecting query expan-
sion terms. The retrieval method was based on the Okapi.

In order to evaluate the effect of the query term expansion technique, all
participants submitted a set of run with and without query term expansion. In
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addition, following two different (pseudo-)relevant document selection methods
were used for evaluating the effect of the quality of the feedback documents.

– Automatic selection: auto
Each system selects pseudo-relevant document automatically (e.g., use the
top-N ranked documents).

– Simulation of the user relevance document selection: user
Each system uses relevant document information defined in the test col-
lection and compare system output (e.g., initial retrieval results) to select
relevant documents.

Each participant submitted sets of retrieval results, expansion term candidates
lists, and document lists that were used for query term expansion.

3.4 Summary of Overall Evaluation Results

Table 1 shows the overall evaluation of the submitted runs. In most of the runs,
the query term expansion technique improved the retrieval performance on av-
erage, but there was no run that improved the query performance for all topics.

Table 2 shows the number of Run IDs where query performance improved
by using query term expansion techniques. There is no direct correlation be-
tween the effectiveness of the query term expansion technique and the mismatch
between the initial query and the relevant documents showed in Figure 3.

It is interesting that there are several topics whose number of Run IDs for a
user is lower than that for the automatic (e.g., 21, 58, 76, 82). Common char-

Table 1. Evaluation Results for Average

type of No. of topics 10 query terms No query term
Run ID relevant where performance expansion (average) expansion (average)

document improve
selection AP RP RR AP RP RR AP RP RR

JSWEB-auto-01 auto 2 1 0 0.011 0.0236 212 0.0743 0.0992 1512
JSWEB-auto-02 auto 3 2 0 0.0197 0.0344 516 0.0743 0.0992 1512
JSWEB-auto-03 auto 17 15 11 0.0714 0.1094 1101 0.0743 0.0992 1512
NCSSI-auto-01 auto 22 17 23 0.1708 0.2107 2432 0.1511 0.1991 2256
NCSSI-auto-02 auto 21 12 17 0.1536 0.1962 2322 0.1511 0.1991 2256
R2D2-auto-01 auto 19 15 21 0.1747 0.2239 2257 0.162 0.2066 2155
R2D2-auto-02 auto 19 19 21 0.181 0.2236 2257 0.162 0.2066 2155
ZKN-auto-01 auto 25 17 11 0.1523 0.2011 2139 0.1405 0.1839 2152
ZKN-auto-02 auto 23 18 14 0.1537 0.1968 2153 0.1405 0.1839 2152
ABRIR-auto auto 28 20 25 0.2198 0.2506 2591 0.169 0.2085 2422
JSWEB-user-B-02 user 7 5 5 0.0235 0.049 755 0.0743 0.0992 1512
JSWEB-user-B-03 user 18 18 13 0.0976 0.1466 1453 0.0743 0.0992 1512
NCSSI-user-01 user 27 18 17 0.2434 0.2705 2508 0.173 0.2258 2353
NCSSI-user-02 user 28 15 16 0.2196 0.2487 2415 0.173 0.2258 2353
ABRIR-user user 32 18 20 0.2569 0.2834 2689 0.1801 0.2268 2469

AP: Average Precision, RP: R-Precision, RR: Relevant Retrieved
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Table 2. Effectiveness of Query TermExpansion Technique for Each Topic

No. of Run IDs No. of Run IDs
where perform-ace improve where perform-ace improve

Topic auto user Topic auto user
AP RP RR AP RP RR AP RP RR AP RP RR

1 6 3 2 4 3 0 65 5 5 4 4 4 4
3 4 3 2 4 2 1 68 5 2 1 3 1 0
4 9 7 0 3 1 0 70 5 6 7 4 3 4
6 5 3 5 3 2 3 71 2 0 5 1 1 2
19 2 1 1 2 1 0 73 6 7 0 4 4 1
21 5 4 5 1 1 1 74 5 4 1 4 4 1
22 8 7 6 5 4 5 76 2 4 7 0 0 0
23 4 3 1 2 0 1 80 5 2 3 3 1 2
28 5 4 4 5 5 5 82 6 4 6 2 1 1
29 4 3 8 5 5 5 84 0 1 0 4 1 1
34 7 5 6 3 1 1 86 3 2 8 2 2 2
44 1 1 1 2 0 0 88 8 6 5 4 2 2
45 7 6 8 3 3 3 91 10 2 0 5 1 2
55 4 5 4 4 4 2 95 5 1 3 3 0 3
58 7 5 7 1 0 1 97 7 6 4 5 5 5
61 0 0 3 2 0 1 98 6 4 6 4 3 4
62 6 6 6 2 1 1 99 5 3 0 3 3 2
63 3 4 6 2 1 2

AP: Average Precision, RP: R-Precision, RR: Relevant Retrieved

acteristics of those topics is that they have higher R&B/B values compared
with other topics. It means that good query expansion terms for these topics are
related terms to find out terms that are alternative to the initial query terms.

This results show that it is not necessary to use real relevant documents to
find out these expansion terms.

4 Detailed Analysis on the Effect of Query Term
Expansion

4.1 Topic-by-Topic Analysis of the Organizer’s Reference System
Run

In NTCIR-5 query term expansion subtask, the correlation between topic dif-
ficulties based on Figure 3 and effect of query term expansion is not so clear.
So topic-by-topic analysis is conducted by using organizer’s reference system
(ABRIR) run.

Table 3 shows the comparison results between query expansion run (300 terms
expansion and 10 terms expansion) and no expansion run of the organizer’s
reference system. In most of the topics, retrieval performance improves with use
of query term expansion. It is also difficult to find a direct correlation between
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Table 3. Difference between Query Term Expansion Run and No Expansion Run

300 Terms 10 Terms
+ 28 topics 24 topics

Retrieved = 3 topics(1,23,73) 9 topics(1,4,19,
61,68,73,80,84,99)

- 4 topics(19,68,82, 2 topics(71,74)
99)

+ 25 topics 27 topics
MAP = 0 topics 1 topics(84)

10 topics(1,19,23, 7 topics (3,29,61,
- 29,34,61,68,71, 68,71,74,76)

76,82) 68,71,74,76)
+ 16 topics 13 topics

14 topics(1,4,23, 18 topics (1,3,4,
Prec@5 = 34,44,55,58,63, 23,34,44,55,58,

68,73,74,76,82, 63,68,71,74,76,
84) 82,84,86,91,95)

- 5 topics(6,19,29, 4 topics(6,19,29
- 61,71) 61)

Table 4. Quality of Pseudo-Relevant Documents

1 S(1),C(4) 65 S(1),A(4)
3 S(1),A(1),B(3) 68 C(5)
4 A(1),C(4) 70 S(2),A(1),B(2)
6 S(2),A(2),C(1) 71 A(2),C(3)
19 A(1),C(4) 73 A(1),B(2),C(2)
21 C(5) 74 S(1),B(1),C(3)
22 A(2),B(1),C(2) 76 S(1),A(4)
23 C(5) 80 A(1),B(1),C(3)
28 A(1),C(4) 82 S(1),A(4)
29 C(5) 84 B(1),C(4)
34 S(1),C(4) 86 A(1),B(2),C(2)
44 A(2),B(3) 88 S(1),A(3),C(1)
45 A(1),B(1),C(3) 91 C(5)
55 S(2),A(3) 95 S(1),A(2),C(2)
58 S(1),A(4) 97 A(2),C(3)
61 C(5) 98 S(1),B(1),C(3)
62 A(2),C(3) 99 A(2),C(3)
63 A(1),C(4)

the effectiveness of the query term and the mismatch between the initial query
and the relevant documents shown in Figure 3.

The correlation between the pseudo-relevant document quality and improve-
ment of retrieval performance using query term expansion is investigated.

Table 4 shows the quality of pseudo-relevant documents used in the automatic
feedback(“S” is highly relevant, “A” is relevant, “B” is partially relevant, and
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“C” is non-relevant). From this table, I confirmed that there are topics that
improve query performance without real relevant documents (e.g., Topic 21 and
91). On the contrary, there are topics that degrade query performance with real
relevant documents (e.g., Topic 76 and 82).

The mismatch between the initial query terms and the terms that are distinc-
tive terms in relevant document sets is also checked. In 33 out of 35 topics, initial
query terms are included in the top 5 distinctive terms. Two topics (topic 29: ((	
��“Vaio” or
��“Sony”) and�
�“Personal Computer”) and topic 98:
(����“World Heritage” and ��“Japan”)) do not have initial query terms
in this list. Considering retrieval performance of these two topics, topic 29 de-
grades retrieval performance with query term expansion but topic 98 improves.
I assume this difference comes from the difference of the pseudo-relevant docu-
ments; e.g., there are no real relevant documents in a pseudo-relevant document
set of topic 28 and there are two real relevant documents (one “S” and one “B”)
in one of topic 98 (Table 3). From this result, I assume that topics with inappro-
priate initial query terms are easily affected by the quality of the pseudo-relevant
documents.

Before discussing the effect of the pseudo-relevant documents quality, I would
like to discuss the characteristics of the query expansion terms generated from
pseudo-relevant documents. Since pseudo-relevant documents contains initial
query terms, good related terms to find out document without initial query
terms may found in the documents. However, in order to find out context terms
that improves the precision of the retrieval performance, it is necessary to use
real relevant documents.

Based on these understandings, retrieval performance difference for the top-
ics that do not use real relevant documents in a pseudo-relevant document set is
checked. There are six topics which use no real relevant documents in a pseudo-
relevant document set. In this topic sets, two topics (topic 21 (������“Val-
ue of Writer” and����“FUKUDA Kazuya”) and topic 91 (TOEIC and��
�“high score” and ��“Method”)) improve all retrieval performance measure.
Since these topics have smaller B&R/R (Figure 3), addition of related terms ex-
tracted from non-relevant documents may improve the query performance.

In contrast, there are two topics (topic 76 (����������
“Wittgenstein” and ��“Thought”) and topic 82 (��������“Socialist
market economy” and ��“China”)) which degrade performance by adding
query expansion terms from relevant documents. These topics have smaller
B&B/B (Figure 3). In such cases, addition of related terms works well com-
pared to the addition of context terms.

4.2 Discussion

Since there are varieties of mismatches between the initial query and relevant
documents list, most of the query term expansion techniques are effective on av-
erage. In addition, there is no topic where all query expansion technique degrade
retrieval performance. From this results, I conclude that it is difficult to define
simple topic difficulties measure from the viewpoint of query term expansion.
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Table 5. Appropriate Query Term Expansion Strategy for the Topic Difficulty Type

Characteristic feature Type of appropriate Appropriate strategy
for topic difficulty expansion terms for query term expansion
B&R/R alternative words to Thesaurus
is small original query terms

one or two Pseudo-Relevance feedback
good related words Pseudo-Relevance feedback

B&R/B many related terms Relevance feedback
is small that define context with appropriate relevant documents

specific examples of Named entity extraction
general query terms by using relevance feedback

However, topic-by-topic analysis tells that several factors (a type of the mis-
match between query and relevant documents, quality of pseudo-relevant docu-
ments, etc.) affects the retrieval performance.

Table 5 summarize the type of appropriate expansion terms and candidate
strategies for query term expansion according to the type of the mismatch based
on this experiment.

This table suggests that the analysis on the effect of simple query term expan-
sion technique (e.g., query term expansion by using thesaurus only) in average
may be biased the number of each type of topics stored in the test collection.

Therefore, it is necessary to consider the characteristics of the test collection
for simple query term expansion technique. It is also important to estimate the
type of the mismatch for integrating these different strategies to establish good
query term expansion technique.

5 Conclusion

In this paper, I briefly review previous research on feature quantities that charac-
terize the quality of the initial query that are defined in this study for evaluating
topic difficulties from the viewpoint of query term expansion, and summarize the
results of the NTCIR-5 query term expansion subtask. I also describe detailed
analysis concerning how these feature quantities affect the query term expan-
sion technique. From this analysis, I found that the effect of the simple query
term expansion technique may vary according to the characteristics of the test
collection and it is necessary to select appropriate test collection for evaluating
the simple query term expansion technique.

Further analysis is necessary to establish a framework to evaluate the query
term expansion technique in isolation. For example, proposal of feature quan-
tities other than R&B/R and R&B/B may be useful. In addition, in order to
integrating several query term expansion strategies, it is also important to make
a framework to estimate the type of the mismatch.
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Abstract. Automatic image annotation (AIA) has proved to be an effective and 
promising solution to automatically deduce the high-level semantics from low-
level visual features. In this paper, we formulate the task of image annotation as 
a multi-label, multi class semantic image classification problem and propose a 
simple yet effective joint classification framework in which probabilistic multi-
label boosting and contextual semantic constraints are integrated seamlessly. 
We conducted experiments on a medium-sized image collection including about 
5000 images from Corel Stock Photo CDs. The experimental results demon-
strated that the annotation performance of our proposed method is comparable 
to state-of-the-art approaches, showing the effectiveness and feasibility of the 
proposed unified framework. 

1   Introduction 

With the growing amount of digital information such as image and video archives, 
multimedia information retrieval has become increasingly important in the last few 
years and draws much more attention from computer vision and object recognition 
community. Through the sustained efforts of many researchers in image retrieval 
domain, two successful retrieval architectures have been proposed: one is query-by-
example (QBE), a mono-media retrieval paradigm based on visual similarity and the 
other one is query-by-keyword (QBK), a cross-media retrieval paradigm based on 
associated text. More specifically, query-by-keyword is a more intuitive and desirable 
choice for common users to conduct image search, since both users’ information 
needs and natural image semantics can be described more accurately by keywords or 
captions. However, for other applications, especially face recognition and texture 
image retrieval, QBE is more preferred, because it is hard to represent texture infor-
mation in natural languages in most cases. However, the key issue for QBK is the 
semantic gap, in other words, how to deduce the high-level semantic concepts from 
low-level perceptual features. To bridge this gap, two effective methods base on ma-
chine learning techniques have been explored: automatic image annotation and query 
concept learning. In this paper, we focus on the branch of automatic image annota-
tion. Automatic image annotation is the task of automatically generating multiple 
semantic labels to describe image semantics based on the image appearance, which is 
a crucial step for object recognition and semantic scene interpretation. In recent years, 
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many generative models and discriminative approaches have been proposed to auto-
matically annotate images with descriptive textual words to support multi-modal 
image retrieval using different keywords at different semantic levels. Many of them 
have achieved state-of-the-art performance. However, most of the approaches may 
face two key challenges. First, high-quality training set is required to improve the 
label prediction accuracy, but, in most cases, associated text are assigned to images 
instead of image regions, large amount of hand-segmented, hand-labeled images with 
explicit correspondence is  hard to obtain or create in large quantities. Second, the 
fundamental problem for image annotation is the ambiguity or incompatibility of label 
assignment, contextual constraints are little examined in the annotation process, that is 
to say, each image segment or block is identified independently without considering 
the word-to-word correlations, which may degrade annotation accuracy due to the 
ambiguities inherent to visual properties. For example, like “sky” and “ocean” region, 
even for human beings, it is often difficult to identify these two regions accurately 
without context. In literature, relevance models, coherent language models and con-
text-dependent classification models have been explored to solve these above prob-
lems. In this paper, we propose a simple yet effective annotation model in which 
multi-label boosting algorithm and contextual semantic constraints are integrated 
seamlessly. 

The main contribution of this paper is two-fold: First, we formulate the task of im-
age annotation as a multi-label, multi class semantic image classification problem 
under ensemble classification framework. Second, as a prior knowledge, contextual 
constraints between the semantic labels are taken into consideration to avoid label 
ambiguity or label incompatibility problem. To our best knowledge, multi-label 
boosting combined with contextual semantic constraints has not been carefully inves-
tigated in the domain of automatic image annotation.  

This paper is organized as follows: Section 2 discusses related work. Section 3 first 
reviews the underlying theory of boosting, and then describes image annotation model 
based on the multi-label boosting and contextual constraints. Section 4 demonstrates 
our experimental results and some theoretical analysis. Conclusions and future work 
are discussed in Section 5. 

2   Related Work 

Recently, many models using machine learning techniques have been proposed for 
automatic and semi-automatic image annotation and retrieval, Including hierarchical 
aspect model [1][2], translation model [3][19], relevance model [4][9][17][22], classi-
fication methods [8][10][12-15][30], latent space approaches [20][21] and random 
fields models [23][24]. Mori et al [5] is the earliest to performance image annotation, 
they collects statistical co-occurrence information between keywords and image grids 
and uses it to predict annotated keywords to unseen images. Dyugulu et al [3] views 
annotating images as similar to a process of translation from “visual information” to 
“textual information” by the estimation of the alignment probability between visual 
blob-tokens and textual keywords based on IBM model 2. K. Fang [19] improved 
IBM model 1 by regularizing the imbalance of keywords distribution in the training 
set. Barnard et al [1][2] proposed a hierarchical aspect model to capture the joint dis-
tribution of words and image regions using EM algorithm. Jeon et al [4] presented a 
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cross-media relevance model (CMRM) similar to the cross-lingual retrieval 
techniques to perform the image annotation and ranked image retrieval. Lavrenko et 
al [8] proposed continuous relevance model (CRM) to extend the cross-media rele-
vance model using actual continuous-valued features extracted from image regions. 
This method avoids the clustering and constructing the discrete visual vocabulary 
stage. S. L. Feng  et al [17] improved the CRM model by assuming a multiple Ber-
noulli distribution to generate the keyword annotations instead of multinomial distri-
bution to model the Blei et al [11] proposed a correspondence LDA and assumes that 
a Dirichlet distribution can be used to generate a mixture of latent factors that can 
further relates words and image regions. Wang and Li [8] introduced a 2-D multi-
resolution HMM model to automate linguistic indexing of images. Clusters of fixed-
size blocks at multiple resolution and the relationships between these clusters is sum-
marized both across and within the resolutions. E. Chang et al [6] proposed content-
based soft annotation (CBSA) for providing images with semantic labels using (BPM) 
Bayesian Point Machine. Cusano C et al [10] proposed using Multi-class SVM to 
classify each square image region into one of seven pre-defined concepts of interest 
and then combine the partial decision of each classifier to produce the overall descrip-
tion for the unseen image. E. Chang, B. Li and K. Goh [12-15] introduced a multi-
level confidence-based ensemble scheme to assist the discovery of new semantics and 
useful low-level perceptual features. F. Monay [20][21] presented to use the latent 
variables to link image features and words based on the latent semantic analysis 
(LSA) and probabilistic latent semantic analysis (pLSA). Instead of predicting the 
annotation probability of a single word given an image, R. Jin et al[18] estimated a 
coherent language model for each image to infer a set of words with the word-to-word 
correlation to be considered. J. Fan et al [16] presented a concept hierarchy model and 
adaptive EM algorithm to deduce multi-level image semantics. More recently, R. 
Zhang et al [22] introduced a latent variable model to connect image features and 
textural words, X. He et al [23] and Kumar. S et al [24] have used context-dependent 
classifiers such as random fields to perform image annotation.  

3   The Framework of Image Annotation Model 

3.1   Formulation of Automatic Image Annotation 

Given a training set of annotated images, where each image is associated with a num-
ber of semantic labels. We make an assumption that each image can be considered as 
a multi-modal document containing both the visual component and semantic compo-
nent. Visual component provides the image representation in visual feature space 
using low-level perceptual features including color and texture, etc. While, semantic 
component captures the image semantics in semantic feature space based on textual 
annotations derived from a generic vocabulary, such as “sky”, “ocean”, etc. Auto-
matic image annotation is the task of discovering the association model between vis-
ual and semantic component from such a labeled image database and then applying 
the association model to generate annotations for unlabeled images. More formally, 
let ID denote the training set of annotated images: 
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• { }NIIIID ,,, 21=  

• each image 
jI in ID can be represented by the combination of visual features and 

semantic labels in a multi-modal feature space, i.e., { }jjj VLI ;=  

• semantic component 
jL is a bag of words described by a binary vector 

{ }mjjjj lllL ,2,1, ,,,= , where m is the size of generic vocabulary, 
ijl ,
is a binary 

variable indicating whether or not the i-th label
il appears in

jI  

• visual component 
jV may be more complex due to a large variety of methods for 

visual representation, in general, it can also have the vector form 
{ }njjjj vvvV ,2,1, ,,,= ,  for patch-based image representation, i.e., image

jI is 

composed of a number of image segments or fixed-size blocks, each of them is 
described by a feature vector

ijv ,
, and n is the number of image components; for 

global image representation, 
ijv ,
only denotes a feature component and n is the 

dimension of selected feature space 

3.2   Underlying Theory of Boosting 

Boosting is a general framework for improving the label prediction accuracy of any 
given learning algorithm under the PAC (probably approximately correct) style 
model. The basic idea behind boosting is to combine many inaccurate or moderately 
accurate classification rules into a single, highly accurate classification rule in an 
iterative scheme. More specifically, a distribution or set of weights is associated with 
each training instance. These weighted training instances are used to train the simple 
rules, on each round of iterations, the weights of incorrectly classified examples are 
increased so that the simple rule is forced to concentrate on hard examples which are 
most difficult to classify by the preceding rules [26]. 

3.3   Multi-label Boosting with Semantic Knowledge for Annotation Model 

In traditional classification problems, to reduce the model complexity, class labels are 
assumed to be mutually exclusive and each instance to be classified belongs to only 
one class. However, in the context of image annotation or semantic image classifica-
tion, it is natural that one image belongs to multiple classes simultaneously due to the 
richness of image content, causing the actual classes overlap in the feature space. For 
example, as shown in Fig. 4.1, it is quite hard and insufficient to describe the image 
content using only a keyword because image semantics is represented by both basic 
semantic entities contained in that image and the relationships between them. In lit-
erature, only a few papers are concerned with multi-label classification problems, R. 
Schapire et al [25] extended AdaBoost to address multi-label text categorization 
which motivated us to attack the problem of multi-label image annotation. More for-
mally, given a training set of labeled images, let D be the collection of images to be 
classified and L be the finite set of semantic labels, each image DI j ∈ is associated 

with a binary label vector { }mjjjj lllL ,2,1, ,,,= , then we convert the multi-label im-

ages into several single-label image pairs ( )ij lI ,  using the criterion that each image 



408 W. Li and M. Sun 

serves as an observation for each of the classes to which it belongs, finally these con-
verted single-label instances are taken as input to train a multi-label annotation model 
based on the boosting framework. The detailed boosting algorithm for multi-label, 
multi class semantic image classification is shown as follows.  

Multi-label Boosting for Image Annotation Algorithm 

Input: ( ) ( ) ( ){ }nn LILILII ,,,,,, 2211= , a sequence of multi-labeled images 

            T, number of iterations 
Output: ( )lIf , final accurate annotation model 

Algorithm: 
1. initialize ( )MljD /1),(1 = (M is the total number of single-label image 
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tD denotes the importance weights over single-label image pairs. Initially, 

the distribution is set to uniform. For each iteration, the sequence of multi-labeled 
images together with the

tD are taken as input to compute a weak annota-

tor ℜ→LIDlIh j *:),( , then a parameter
tα is chosen and

tD is updated based on the 

actual labels and the predicted labels of the weak annotator. Through iterations, the 
next weak annotator will pay more attention to these example pairs with higher weights 
that are most difficult to classify by the preceding weak annotator. Finally, a highly 
accurate annotation model is constructed by combining all the weak models through 
weighted voting.  To annotate an unlabeled image, the final annotation model can 
output a weight vector. In order to produce a reasonable ranking of the labels to be 
used as annotations, we map the associated weights in the weight vector via the follow-
ing logistic function to get confidence scores or annotation probabilities for each label.  
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where f is the output of the final annotation model for a given unseen image, A and B 
are real-valued parameters estimated by Maximum Likelihood criterion. To solve the 
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ambiguity or incompatibility of label assignment, label co-occurrence statistics and 
pair-wise semantic similarity defined by WordNet [27] [28] are incorporated respec-
tively. Finally the confidence scores associated with each label can be re-weighted 
and sorted again by using the label-to-label correlations.  

4   Experimental Results 

Our experiments are carried out using a mid-sized image collection, comprising about 
200 images with the size of 180*116 pixels from Corel Stock Photo CDs. In this col-
lection, each image is manually labeled with 2-5 keywords to describe the image 
content. In our experiments, 130 images are randomly selected for training and the 
remaining 70 images for test.  

 
  
   
 
 
  

Fig. 4.1. Images, segmentation results and blob-token representation 

Fig. 4.1 shows the image example used in our experiments, left-most one is the 
original color image together with the associated text, middle is the segmentation re-
sults by Ncuts [7] and the right-most is blob-token representation. In general, the per-
formance of such patch-based image annotation may be affected by two factors: one is 
the quality of segmentation, since perfect image segmentation is still an open issue, 
semantic objects don’t correspond to segmented regions in most cases. Second, blob-
tokens are generated by clustering algorithm usually based on visual features. How-
ever, in some cases, two image patches with different semantics can share the same 
visual appearances which may lead to poor clustering results. For example, in the 
above images, part of “sky” and “water” patch is represented by the same blob-token. 
To avoid the influence of segmentation error and poor clustering quality, only global 
visual features including color and texture is considered for the weakly labeled images 
(no correspondence between labels and image patches is provided) used in this paper.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 4.2. Comparison of training error between Multi-label boosting and SVM-boosting 
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Fig.4.2 demonstrates comparison of training error between Multi-label boosting 
and SVM-boosting which illustrates that SVMs [29] is not suitable for multi-label 
classification problems although it is powerful in single-label multi class situations 
and boosting scheme fail to improve the performance of SVMs. In our experiments, 
the weak classifier used for multi-label boosting is one-level decision tree. For each 
round of iterations, a threshold is generated from the corresponding feature value, 
decision is determined based on whether the observation value is above or below the 
given threshold and 

tα is set to 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.3.  Precision and recall curve compared to CMRM 

Fig. 4.3 shows the performance of our method compared to Cross-Media Rele-
vance Model (CMRM). In this paper, we also use the precision and recall to evaluate 
the performance of the proposed method, for a single query word w, precision and 
recall are defined as follows, and we use

jI denotes the retrieved j-th image, 

jt and
ja represent the true annotations and auto annotation associated with the j-th 

image. 
 
                                                                                                                            
                        

 

Fig. 4.4 illustrates the co-occurrence statistics and pair-wise semantic similarity in 
the finite set of semantic labels. By mapping the associated weights with each label via 
 

( )
{ }

{ }jj

jjj

awI

awtwI
wprecision

∈

∈∧∈
= ( )

{ }
{ }jj

jjj

twI

awtwI
wrecall

∈

∈∧∈
=

(2) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0

0.2

0.4

0.6

0.8

1

Keyword Index

P
re

ci
si

on

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0

0.2

0.4

0.6

0.8

1

Keyword Index

R
ec

al
l

 

 

Multi-label Boosting

CMRM

Multi-label Boosting

CMRM



 Incorporating Prior Knowledge into Multi-label Boosting 411 

 

Fig. 4.4.  Co-occurrence Statistics and pair-wise semantic similarity between labels 

logistic function, confidence scores for each predicted label can be produced. Then we 
can re-weight the confidence scores by considering the label co-occurrence frequency 
and pair-wise semantic similarity using the following re-weighting formula. 
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where k
iP denotes the confidence score of i-th label to be used as annotation for k-th 

image, ),( jiRlabel  measures the correlation between i-th and j-th label, kP is a nor-

malization  factor, ),( jipco
represents the co-occurrence frequency between i-th label 

and j-th label, )/( ji llIF ∪∩ is the number of images that contain both i-th label and 

(or) j-th label, ),( jiwns is the pair-wise similarity of these two labels defined by 

WordNet. When considering label co-occurrence statistics, we use ),( jipco
to replace 

),( jiplabel
in formula (2) and for the pair-wise similarity, ),( jiwns  is utilized. 

However, experimental results show that although label ambiguity and incompati-
bility can be solved in some way, nevertheless the precision and recall has not im-
proved. Furthermore, empirical studies show that co-occurrence statistics can give a 
better result than pair-wise similarity concerning label incompatibility. For example, 
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by using label co-occurrence statistics, all the co-occurrence frequency between “ele-
phant” and “lion”, “airplane” and “church”, “boat” and “cow”, etc is zero so that-
these two labels will not co-occur in image annotations, which is more reasonable in 
command sense and more compatible with the characteristics of Corel image collec-
tions, since each Corel image only has a core object and located in the center of the 
image in most cases. To contrast, since both “elephant” and “lion” belongs to the 
“animal” category, they may be relevant to some degree in terms of the definition in 
WordNet, so pair-wise similarity may be not so much effective in solving label ambi-
guity and label incompatibility in our image collection. After re-weighting process, 
top 5 labels with the highest confidence scores are selected to annotate the unseen 
images. 

To further verify the effectiveness of multi-label boosting algorithm, we carried 
out experiments on a large collection of 4999 images, in which the semantic vo-
cabulary contains 374 keywords (mainly English nouns), 4500 images are used for 
training, and the remaining 499 images for test. Fig. 4.5 shows the frequency distri-
bution of keywords in the semantic vocabulary. The precision and recall curves 
using the top 20 keywords with highest frequency as single word queries are shown 
in Fig. 4.6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4.5. Frequency distribution of keywords in the semantic vocabulary 

An inverted-file can be constructed for each semantic label in the pre-defined vo-
cabulary, text-based information retrieval technique is then used to retrieval images. 
Fig. 4.7 shows the some of the retrieval results using the keyword “elephant” as a 
single word query.  

5   Conclusion and Future Work 

In this paper, we propose a general framework for automatic image annotation and 
retrieval based on multi-label boosting and semantic prior knowledge. Experimental 
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Fig. 4.6.  Precision and recall compared to CMRM using high frequency keywords 
 

 
  
 
 
 
 

Fig. 4.7.  Some of the retrieved images using “elephant” as a single word query 

results and theoretical analysis shows that multi-label boosting learning is a simple 
yet effective method for multi-label, multi class classification problems, especially 
forimage annotation and semantic scene interpretation. By mapping the output of 
multi-label boosting via logistic function, we can obtain confidence scores for each 
label, then we can re-weight the confidence scores by incorporating the prior knowl-
edge such as co-occurrence statistics and pair-wise semantic similarity to avoid the 
label ambiguity, label incompatibility problem to some degree and get a relatively 
reasonable annotation results. Nevertheless, empirical studies show that this post-
processing step based on language models has not too much effect on the annotation 
accuracy in some cases.  

In the future, more work should be done to provide more expressive image content 
representation, efficient algorithms and precise models for semantic image classifica-
tion. In addition, more sophisticated language models will be taken into consideration 
as a post-processing step to achieve a more scalable and accurate image annotation 
model. 
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Abstract. Most content-based image retrieval systems use image features such 
as textures, colors, and shapes. However, in the case of leaf image, it is not 
appropriate to rely on color or texture features only because such features are 
similar in most leaves. In this paper, we propose a novel leaf image retrieval 
scheme which first analyzes leaf venation for leaf categorization and then 
extracts and utilizes shape feature to find similar ones from the categorized 
group in the database. The venation of a leaf corresponds to the blood vessel of 
organisms. Leaf venations are represented using points selected by the 
curvature scale scope corner detection method on the venation image, and 
categorized by calculating the density of feature points using non-parametric 
estimation density. We show its effectiveness by performing several 
experiments on the prototype system. 

1   Introduction 

Recently, due to the development of computer and network technologies, generating, 
processing and sharing digital contents have become popular. And this leads to a huge 
amount of images being available. As the number of digital images has increased, the 
need for sophisticated image retrieval has been emphasized. Traditional image 
retrievals relied on the textual information such as file names or keywords describing 
the image. However, as digital images are so populated these days, attaching and 
memorizing such text information is not manageable any more by human beings. To 
solve this problem, the content- based image retrieval (CBIR) has been researched. 
For example, CBIR can detect main objects from the image, and generate 
automatically some useful information describing those objects including shapes, 
textures and colors. 

CBIR techniques have huge diverse applications. Especially, due to the popularity 
of hand-held devices, this technique will lead a strong trend in the recent ubiquitous 
information retrieval. For example, during some field trip or visit to a botanical 
garden, people may encounter some unfamiliar plant. In this case, instead of looking 
up a botanical book for detailed information, we may inquire it on the spot by 
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drawing or taking a picture of it and query to the database via wireless connection [1]. 
As another example, if someone is on a fishing trip and he wants to know about some 
fish that he just caught, but do not know its name, then he may rely on some CBIR 
technique by describing its features on PDA and the system will provide him with 
information about the fish [2]. 

For the effective content based image retrieval, the system needs to figure out and 
represent most effective feature points from the image and based on those features, 
match any similar ones from the database. Content based image retrieval typically 
uses images features such as textures, colors, or shapes. 

In the case of leaf image, it may not be appropriate to rely on color or texture 
features because such features are similar in most leaves. Instead, leaf shapes can 
provide some clue to finding similar ones. In addition, if we examine the leaf 
venation, we can easily figure out that they have distinct venation patterns. The leaf 
venation corresponds to the blood vessel of organisms. In this paper, we propose a 
novel leaf image retrieval scheme which first analyzes the leaf venation for the leaf 
categorization and then extracts and utilizes shape features from the image to find 
similar ones from its corresponding categorized group in the database. Leaf venations 
are represented using points which are selected by the curvature scale scope corner 
detection method on the venation image. Categorization is performed by calculating 
the density of feature points using non-parametric estimation density. 

The rest of this paper is organized as follows. Section 2 introduces related work. 
Section 3 describes a venation-based leaf image categorization scheme which collects 
leaf venation’s feature points and calculates their distribution using the Parzen 
Window [3]. Based on this distribution, the type of leaf venation is identified. Section 
4 describes several experiments and the last section concludes the paper and discusses 
future work. 

2   Related Work 

Well-designed image retrieval tools enable people to make an efficient use of digital 
image collections. Typical image retrieval systems in the late 1970’s were mainly 
based on keyword annotation. This approach suffered from many difficulties 
including vast amount of human labors required and challenging problem of 
maintaining annotation consistency among images in large databases. In order to 
overcome these difficulties, Content-Based Image Retrieval (CBIR) has been 
researched in the last decade. Examples of some of the prominent systems using this 
approach are VIRAGE, QBIC, Photobook, and VisualSEEk. 

In many CBIR systems, an image is represented by low level features such as 
color, texture, shape, and structure. Relevant images are retrieved based on the 
similarity of their image features. In particular, shape-based image retrieval is 
regarded as an efficient and interesting approach. For example, shape recognition 
methods have been proposed and implemented into face recognition, iris recognition, 
and fingerprint recognition. In case images show similar color or texture, shape-based 
retrieval can be more effective than other approaches using color or texture. For 
instance, leaves of most plants are green or brown; but the leaf shapes are distinctive 
and can thus be used for identification. 
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Previous studies on leaf image retrieval were mostly based on the shape of leaf. 
One of the main issues in these studies is how to represent the shape of a leaf image. 
One approach is to get an approximated polygon of leaf shape via Minimum 
Perimeter Polygon (MPP) algorithm [4]. A leaf shape can be represented by positions 
of vertexes [5] or a set of line segments connecting two adjacent vertexes and angles 
at vertexes [6]. These representations may contain different vertexes between same 
species images. Because of this mismatch of vertexes, these representations are less 
effective.  

On the other hand, there is a representation scheme called Center-Contour Distance 
Curve (CCD) which calculates distances between the center and external points of 
leaf [7]. But this scheme may generate two distances for an angle. So this is not 
suitable for the general leaf image retrieval. 

3   Venation-Based Categorization 

In this section, we describe how to identify leaf venations. Leaf venation corresponds 
to the blood vessel of organisms. Before we describe details, we first explain the types 
and characteristics of leaves that are generally observed from leaves. And then, we 
will show how to select feature points for the representation of venation. Finally, we 
will describe how to identify the type of leaf venation (categorization) based on the 
distribution of those selected feature points. 

3.1   Venation Types of Leaves 

Fig. 1 shows four typical venation types [8] which need to be distinguished for the 
categorization. 

 

Fig. 1. Four Types of venation 

From Fig. 1, type (a) is called a pinnate venation. It has a large primary vein and 
several secondary veins, which look like a bird’s feather and are split from the 
primary vein. The type (b) and (c) are called parallel venation. In type (b), we can 
observe a lot of primary veins, which are parallel up to the end of the leaf, split from 
petiole and secondary veins are not clear or ladder-like. Type (c) would have a 
primary vein with several secondary veins parallel up to the end of the leaf.  For the 
last, type (d) is palmate venation, in which three or more primary veins are split from 
the petiole and form palm-like shape. 
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The key characteristic of pinnate venation is that there exists one primary vein and 
secondary veins are split from the primary vein. Therefore, for this type of 
categorization, we need to find out the points where the secondary veins get split, and 
check the distribution of those points. If the observed distribution is in the line-type, 
then this line is considered as a primary vein and the points along this line are where 
the secondary veins get split.  

The key characteristic of parallel venation is the fact that all the veins merge at the 
end of the leaf. In this case, we check the distribution of the points where the vein gets 
ended. If there are heavy densities at the top of the leaf, then the leaf is considered to 
have parallel venation. The most efficient way to separate (b) and (c) would be to 
check locations with heavy density, where vein gets split. Another method to separate 
them would be to check whether it has line-type distribution or not.   

In the case of palmate venation, we can observe the vein gets split at the bottom of 
the image. So palmate venation can be distinguished by checking the distribution of 
points where the vein gets split. 

3.2   Leaf Feature Extraction 

As mentioned earlier, feature points of leaves are where the venation gets branched 
and ended. By checking the distribution of such feature points, we can categorize a 
given leaf into one of the four different venation types. If the leaves in the database 
were also categorized by the venation type, then we can reduce the number of images 
to consider for matching greatly. This section explains the Curvature Scale Space 
Corner Detection algorithm [9] in order to extract those feature points. This algorithm 
calculates curvature from the points on curves, and extracts some points as corners 
which have the maximum value of curvature. In the case of venation, feature points 
are the maximum curvature points. 

3.2.1   Edge Detection 
Before we apply the CSS algorithm to image, we first perform the Canny Edge 
Detection [10] to detect the shape of the venation. In Fig. 2, the original venation 
image is on the left side, and on the right side is the image which results from 
applying the Canny Edge Detection algorithm to it. 

 

Fig. 2. Venation (left) and edge detection (right) 
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During this step, if the leaf venation is somehow broken or the vein is too thin, the 
leaf image is recognized to have several curves. Ideal case would be when it is 
detected as a single closed loop. If we have several curves due to the reasons already 
mentioned, the order of feature points extracted will be mixed up and cause a 
problem, which we will explain later. This problem can be solved by adding image 
pre-processing step. That is, before the Edge Detection process, making the venation 
thicker and increasing the contrast of the image would solve the broken vein 
problem. 

3.2.2   Feature Points Detection 
Feature points can be obtained from the curves in the previous step. The CSS 
algorithm will be used at this point. Applying the algorithm to the image on the right 
side of Fig. 2 will give the venation feature points where the curvature gets maximum 
values. At these points, the venation gets branched and ended. 

However, as you can see from Fig. 3, two points are detected where the venation 
gets branched, because they both have the maximum curvature value. In order to 
solve this problem, we need to do the following process. 

 

Fig. 3. Maximum curvature positions 

Two feature points are not necessarily representing one position. Therefore, we 
first calculate the angles of the maximum value points to the curve for these two 
points, and then detect a point which have less than 90 degree angle value. In the case 
of Fig. 3, the black point, which is located below, will be ignored, and the white point 
will be selected as a feature point. The feature points after applying the CSS algorithm 
to the image of Fig. 2 are showed in Fig. 4. 

3.2.3   Branching Points / Ending Points Distinction 
As you might notice already, extracted feature points can be classified either as 
Branching Points (BP) or as Ending Points (EP). For example, for the ending point  
in Fig. 5(b), the direction changes from the ending point to the left side, and changes 
to the right side at the branching point . As in Fig. 5(c), when there are three 
connected points (

1C ,
2C ,

3C ) along the proceeding direction, making a decision of 

BP/EP for the middle point 
2C  is based on previous proceeding direction of 

21CC , 
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Fig. 4. Feature points by CSS algorithm 

which means checking the location of later point 
3C , (whether  

3C  is located at upper 

position or bottom position) will be the decision maker. If 
3C  is located at upper 

position, then the proceeding direction will be changed to the left and 
2C will be the 

EP based on previous proceeding direction. If it is the other way, then 
2C  will be BP. 

If the angle between the line  
21CC  to X-axis is θ , then rotating 

3C , which has 
2C as 

reference point and checking the y-coordinate of 
3C  which is rotated up to θ−  will be 

enough. As in Fig. 5(a), the proceeding direction is counter-clockwise and if the y-
coordinate of 

3C  has positive value, then it is Ending Point; if the coordinate has 

negative value, then it is Branching Point. Detailed algorithm is showed in Table 1. 

Fig. 5. (a) Feature points (b) Direction (c) Feature point distinction 

To judge the proceeding direction, we set the bottom venation starting point as 
base point and check whether the direction is clockwise or counter-clockwise 
compared to the x-coordinates of previous point and later point. 
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Table 1. Algorithm for distinguishing feature points 

function CornerDistinct( 1C , 2C , 3C , direction) 

{ 

θ   an angle between vector 21CC  and x-axis 

3
'C   rotation of 3C  around 2C  at θ−  

if yC .3
' > 0  

state  Ending Point 
else 

state  Branching Point 
end if 
if direction is counter-clockwise 

return state 
else 

return !state 
end if 

} 

 

Fig. 6. BP(gray-dot) and EP(black-dot) 

Fig. 6 shows the result of applying this method to the feature points in Fig. 4. In 
Fig 6, grey points are where venation gets branched (Branching Point) and black 
points are where the venation gets ended (Ending Point). 

3.3   Density Distribution of Feature Points 

To classify the venation, we need to decide whether feature points are distributed 
along a line or around one point. The density of Branching Points and Ending Points 
can be calculated by the Parzen Window method [5] which is non-parametric density. 
This method estimates the density function from a limited data. We first explain how 
to get the standard line that is necessary to calculate the density of feature points, and  
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then how to decide the distribution type by calculating the density of distances from 
this standard line. 

3.3.1   Pseudo Primary Vein 
To check whether the feature points have line-type distribution or point-type 
distribution, we need to obtain the density of feature points by calculating the distance 
between some line and feature points. The lines to be used here are the pseudo 
primary vein and the pseudo normal line. The pseudo primary vein will be the line 
that connects from the top point of the venation to the bottom point. And the 
calculated perpendicular line is used as the pseudo normal line. We can check the row 
distribution by calculating the density between BP and imaginary venation line and 
find where density gets maximum value. Similarly to this, by calculating the density 
between BP or other feature points and the pseudo normal line, we can possibly check 
the column distribution. 

 

Fig. 7. Pseudo primary vein and pseudo normal line 

3.3.2   Parallel Venation Verification 
As mentioned before, the characteristic of parallel venation is that there are points 
densely dispersed at end of the leaf. To check this type of distribution, we have to see 
the column distribution of feature points. Table 2 shows the algorithm for calculating 
the density of distance between a line and feature points. 

In order to get the distance where the density gets maximum value, we need to 
check the number of maximum values. If the number of maximum values is one and 
the average distance of feature points that is close to this maximum value is located 
above the venation, then we may consider it parallel venation. And if the number of 
maximum values is two and the average distances of feature points on each maximum 
value are distributed above and below the venation, then we may consider it parallel 
venation too. Fig. 8 shows a sample graph from calculating density of feature points 
in the parallel venation. 
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Table 2. Algorithm for calculating density 

function Density (distances, w_size) 
{// distances is an array of distances of corners from a line 

minDist  min(distances) 
maxDist  max(distances) 
foreach r such that minDist <= r <= maxDist 

sum  0 
foreach d in distances 

if | r –d | / w_size < 0.5  
sum++ 

endif 
endforeach 
kde[r]  sum 

endforeach 
return kde 
} 

 

Fig. 8. Calculating the density 

3.3.3   Relationships of Branching Points 
In this step, we calculate the density of BPs to check whether the primary vein does 
exist or not and to decide whether it is palmate venation or not. 

To check whether the distribution of BPs is line-shaped or densely dispersed 
around one point, we need to calculate both the row density and the column density. 
We find out points where the density gets maximum value by calculating the row and 
column density. And then we need to check BPs whose distance is around this 
maximum value and decide whether they are related or not. Namely, we can get the 
vertically related BPs which has the pseudo primary vein as standard line and the 
horizontally related BPs from the pseudo normal line. 

If the leaf image contains a real primary vein, vertically related BPs form a line 
parallel to the pseudo primary vein. Like a palmate venation, if some BPs are 
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gathered around one point, the BPs are related in both directions. Fig. 9 shows the 
relationships among BPs using this method. In the figure, small circles indicate BPs 
with no relationships. They are considered as secondary branching point or noise and 
will be ignored in the vein classification process. In the figure, a black box indicates a 
horizontally related BP and a cross indicates a vertically related BP. Finally, a small 
black point is an EP. 

Fig. 9. Distribution of branching points 

3.3.4   Venation Classification 
Parallel venation is identified by a scheme described in section 3.3.2. If a vertically 
related BP is dominant, a real primary vein is found and the BPs are on it. In this case, 
the leaf image can be classified as pinnate venation or parallel venation. If maximum 
density value is found at the top of the venation, this leaf will be classified as parallel 
venation. Otherwise, it is pinnate venation. Dominant BPs of palmate venation have 
relations in both directions.  

4   Experiment 

In order to measure the effects of the venation-based categorization in the leaf image 
retrieval, we have used the CLOVER system as our test-bed. CLOVER is a shape-
based image retrieval system that we have built for retrieving domestic aqua-plants in 
Korea. The algorithms were tested on the PC with Pentium 4 3.0GHz CPU, 1GB 
RAM. In the test, we extracted leaf images from Illustrated flora of Korea [8], which 
contains native plants in Korea. MATLAB was used to calculate the feature points 
from the images. Also, we used PHP to categorize leaf venations from the feature 
points. Fig. 10 and Table 3 show the result.  
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Fig. 10. Image retrieval result 

Table 3. Average retrieval success rate 

Method r = 1% r = 2% r = 3% r = 4% r = 5% 
Without Categorization 
With Categorization 

In Fig. 10, a query image is drawn by a user. For the comparison, we have 
performed two types of retrievals: shape-based retrieval only and shape-based 
retrieval with venation categorization which was described in this paper. Each 
retrieval scheme calculates image similarities between the query image and images in 
the database. In the shape-based retrieval with venation categorization, we categorize 
the query image first, and calculate the similarity against database images that belong 
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to the same category as the query image. Based on it, Fig. 10 shows ten most similar 
images in the database. 

Table 3 shows average rates of success retrievals which the querying images are 
found in top 1%, 2%, 3%, 4% and 5% of retrieved images. From Table 3, we can 
observe that our categorization scheme enhances the retrieval effectiveness a lot. 

Average time taken to extract the feature points by MATLAB was 0.55 second, 
and average time to categorize the leaf venation using this result was 0.08 second.  

By incorporating this scheme, we can reduce the time for retrieving similar images 
from the database. Ideally, if there are N types of venations and M images in the 
database, then by this scheme, we could reduce the search space by M/N using the 
proposed categorization scheme.  

5   Discussion 

In this paper, we have presented a novel leaf image categorization scheme by using its 
venation feature. Typically, there are several common venation types among leaves. 
By extracting and representing these venation types, we can improve the retrieval 
performance by reducing the number of images to be searched for. Through the 
experiment, we showed that extracting and categorizing the venation features took 
very little time (less than 1 sec) whereas it enhanced the retrieval time and accuracy a 
lot. The proposed categorization scheme needs further studies. A classification of the 
feature points depends on the extraction order and direction of such points. In the 
section 3.2.1, a faint venation or broken vein influenced the order of feature points. 
As a result, some BPs and EPs are not classified properly. This may be corrected by 
thickening the vein and increasing its contrast. But, if the position of a fault point was 
around the petiole, the extraction direction of feature points might be inversed. So, the 
whole BP/EP classification would be mixed up. We need more studies to solve these 
problems. 
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Abstract. We introduce a system called Pic-A-Topic, which analyses
closed captions of Japanese TV shows on travel to perform topic seg-
mentation and topic sentence selection. Our objective is to provide a
table-of-contents interface that enables efficient viewing of desired top-
ical segments within recorded TV shows to users of appliances such as
hard disk recorders and digital TVs. According to our experiments using
14.5 hours of recorded travel TV shows, Pic-A-Topic’s F1-measure for the
topic segmentation task is 82% of manual performance on average. More-
over, a preliminary user evaluation experiment suggests that this level of
performance may be indistinguishable from manual performance.

1 Introduction

Nowadays, hard disk recorders that can record more than one thousand hours of
TV shows are on the market, so that people can watch TV shows at the time of
their convenience. But there is a problem: Nobody can spend one thousand hours
just watching TV! Thus, unless there are ways to let the user handle recorded TV
contents efficiently, the recorded contents will eventually be deleted or forgotten
before put to use in any way.

Many researchers have tackled the problem of efficient information access
for broadcast news [3,4,5,6,8,13,14,20,22], by means of news story segmentation,
segment/shot retrieval, topic labelling (i.e., assigning a closed-class category) and
so on. Broadcast news is clearly an important type of video contents, especially
for professionals and for organisations such as companies and governments. Both
timely access to incoming news and retrospective access to news archives are
required for such applications.

However, at the personal level, there are many other TV genres that need to
be considered: soap, drama, comedy, quiz, talkshow, sport, music, wildlife, cook-
ery, education, and so on. In fact, one could argue that these types of contents
are more important than news for general consumers, as these are the kind of
contents that tend to accumulate in hard disks, waiting to be accessed by the
user some day, often in vain.

Among the aforementioned “entertaining” kinds of TV genres, we are cur-
rently interested in separable contents. By “separable”, we casually mean that a
TV show can be broken down into several segments, where each segment is in-
dependent enough to provide the user with a useful piece of information. Thus,

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 429–444, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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according to our definition, most factual TV shows are separable, while most
soaps and dramas are not. That is to say, a short segment drawn from a drama
is less informative on its own than one drawn from a factual TV show.

For separable TV contents, we believe that topic segmentation is useful for
solving the aforementioned “hard disk information overload” problem. For ex-
ample, suppose that there is a recorded TV show that is two-hour long, which
contains several distinct topics. If it is possible to segment the TV show accord-
ing to topics and provide the user with a clickable “table-of-contents” interface
from which he can select an interesting topic or two, then the user may be able
to obtain useful information by viewing the selected segments only, which may
only last for several minutes. In short, we believe that efficient, selective viewing
of separable TV contents is important.

As a first step to tackling separable contents, we decided to handle TV shows
on travel, since they are very popular in Japan and are representative (i.e.,
general approaches that work for travel TV shows should also work for those
on cookery, wildlife, and so on). A typical Japanese travel TV show involves a
group of non-professional reporters (typically an actor and his family), and may
run as follows:

– They visit a place in the country by train or by car;
– They visit a couple of sightseeing spots or a cafe;
– They check in at a hotel in a hot springs resort area;
– They have a good open-air bath;
– They enjoy their dinner;
– They go to sleep;
– Next morning, they have breakfast and check out;
– They go to a souvenir shop and head for home.

In fact, one TV show may contain two or three such sequences. Each of the above
list items could viewed as a topic, that may correspond to a video segment, that
typically runs for several minutes. In contrast to news story segmentation [4,20],
our definition of a “topic” is loose: if a video segment is useful on its own for the
user for obtaining some information, we regard it as an acceptable topical seg-
ment. Some users might choose to view segments that are to do with food; others
might choose to view segments that provides information on the hotel facilities.

We currently provide the user with a clickable table-of-contents interface like
the one shown in Figure 1, although this is only a prototype mainly for debugging
and testing purposes and not intended for the end user. The interface relies on
two functionalities which we have developed:

Topic Segmentation. Our current algorithm analyses closed captions (or tran-
scripts) for topic segmentation. Figure 1 shows our automatically detected
topical segments (together with start times and confidence values): Topic 1
discusses a dinner featuring Koshu beef; Topic 2 discusses a sightseeing spot
called Shosenkyo; Topic 3 discusses a visit to another place in the country
called Shiotadaira; Topic 4 discusses a temple in Shiotadaira. Our algorithm
relies on both cue phrase detection and vocabulary shift detection, which will
be described in Section 2.2.
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Topic Sentence Selection. We currently select, from the closed-caption text,
two topic sentences per segment based on a relevance feedback algorithm
which will be described in Section 2.3. (The choice of the number of sentences
per segment is arbitrary: We simply found that two is much more informative
than one in our preliminary investigations.) The user is expected to select the
segments he would like to view by reading these sentences. Sample Japanese
topic sentences are shown in Figure 1, and their rough English translations
are provided in Table 1.

Fig. 1. A prototype interface of Pic-A-Topic

In Figure 1, two thumbnails per segment are shown to the user. These key
frames are selected based on the timestamps of the aforementioned topic sen-
tences. The thumbnail on the left corresponds to the first topic sentence, and
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Table 1. Rough English translations of the topic sentences shown in Figure 1

Segment 1
Sentence 1 Koshu beef is the best Japanese beef available in Yamanashi prefecture.
Sentence 2 You just cannot stop even when you are full.

Segment 2
Sentence 1 From Tenjin Forest, which is the entrance to Shosenkyo, along the valley...
Sentence 2 We have now reached the goal of our trip.

Segment 3
Sentence 1 Next, we will visit Shiotadaira, south of Ueda.
Sentence 2 From Shiotadaira Station to Bessho Hot Springs, there is a hiking trail...

Segment 4
Sentence 1 It is called the “completed pagoda that is incomplete” because...
Sentence 2 There is a statue of Yakushi Nyorai inside, which the hall has protected...

the one on the right corresponds to the second topic sentence. (Our current user
interface is admittedly not user-friendly, but we stress that it is not intended for
the end user.) By clicking a segment, the user can start playing it.

We call our prototype system Pic-A-Topic, because it enables the user to
“pick a topic” from a TV show for selective viewing, and also because our click-
able table-of-contents contains not only topic sentences but also key frames (i.e.,
Pictures). The objective of this paper is to describe our current topic segmenta-
tion and topic sentence selection algorithms and to report on some experimental
results, primarily on topic segmentation, for the travel domain.

The remainder of this paper is organised as follows. Section 2 describes the
Pic-A-Topic system. Section 3 reports on two sets of experiments for evaluating
our topic segmentation algorithm. Section 4 discusses previous work, with an
emphasis on those that deal with TV genres other than broadcast news. Finally,
Section 5 concludes this paper.

2 Pic-A-Topic

2.1 Overview

Figure 2 provides an overview of the Pic-A-Topic system. As can be seen, it
consists of three main components: topic segmentation, topic sentence selection
and table-of-contents creation.

The input to the topic segmentation component are Japanese closed captions
and Electronic Program Guide (EPG) data. In our initial experiments, we also
used shot boundaries as input, for treating them as candidate topical boundaries.
However, this approach was not successful because there simply were too many
shot boundaries, and most of them were not topical boundaries.

Currently, the EPG data (if available) is used only for the purpose of obtaining
names of celebrities, in order to automatically augment our named entity recog-
nition dictionaries used in vocabulary shift detection. This is because celebrities
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Fig. 2. A system overview of Pic-A-Topic

such as comedians tend to have “anomalous” names, which named entity recog-
nition tend to overlook (e.g., “Beat Takeshi” and “Papaya Suzuki”).

The topic segmentation component performs both cue phrase detection and
vocabulary shift detection, and then finally “fuses” the two results. The contri-
bution of each approach can be controlled by a parameter. Details will follow in
Section 2.2.

The input to the topic sentence selection component are the result of topic seg-
mentation as well as the raw closed-caption text. For each topical segment, this
component first selects topic words based on a relevance feedback algorithm used
widely in information retrieval. Subsequently, it selects topic sentences based on
the weights of the aforementioned topic words. Note that this functionality is
different from “topic labelling” [5] which assigns a closed-class category to (say)
a news story. Topic Sentence Selection can assign any text extracted from closed
captions, and are more flexible. Details will follow in Section 2.3.

The input to the table-of-contents creation component are the results of topic
segmentation and topic sentence selection. This component performs several
postprocessing functions, including:

Keyframe selection/thumbnail creation. One keyframe is selected for each
topic sentence, based on its timestamp.

Start/End time adjustment. Because there may be a time lag between the
closed-caption timestamps and the actual audio/video, the timestamps out-
put by topic segmentation are heuristically (but automatically) adjusted. An
example heuristic would be to avoid playing the video from the middle of an
utterance, since this would be neither informative nor user-friendly.

2.2 Topic Segmentation

The task of topic segmentation is to take the timestamps in the closed captions
as candidates and output a list of selected timestamps that are likely to represent
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topical boundaries, together with confidence scores. We assume that the number
of required topical segments will be given from outside, based on constraints
such as the size of the TV screen.

Cue Phrase Detection. Our first approach to topic segmentation is cue phrase
detection using the Semantic Role Analysis (SRA) techniques. SRA first per-
forms morphological analysis, breaks the text into fragments (which in our case
are sentences), and assigns one or more fragment labels to each fragment based
on hand-written pattern-matching rules. A heuristically-determined weight is
assigned to each rule. For details on SRA, we refer the reader to [18,19].

For the present study, we currently have four fragment labels:

CONNECTIVE. This covers expressions such as “as a starter”, “at last” and
“furthermore”. (Hereafter, all examples of Japanese words and phrases will
be given in English translations.)

MOVEMENT. This covers verbs such as “head for” and “visit”.
TIME ELAPSED. This covers expressions that refer to the passage of time,

such as “next morning” and “lunchtime”.
OTHER. Anything else that are useful as cues.

Note that the above labels are not necessarily domain-specific. We currently have
45 regular expression pattern-matching rules in total.

For each candidate boundary (i.e., timestamp), cue phrase detection calculates
the raw confidence score by summing up the weights of all rules that matched the
corresponding sentence. Finally, it obtains the normalised confidence scores c by
dividing the raw confidence scores with the maximum one among all candidates.

The result of cue phrase detection may be used on its own for defining top-
ical segments. In this case, we sieve the topical boundary timestamps before
handing them to topic sentence selection: For each timestamp s (in millisec-
onds) obtained, we examine all its “neighbours” (i.e., timestamps that lie within
[s − 30000, s + 30000]), and overwrite its confidence score c with zero if any
of the neighbours has a higher confidence score than s. This is for obtain-
ing “local optimum”timestamps which are at least 30 seconds apart from one
another.

Vocabulary Shift Detection. Our second approach to topic segmentation
is vocabulary shift detection, which is similar in spirit to standard topic seg-
mentation algorithms such as TextTiling [7]. Although these algorithms origi-
nally designed for “written” text are often directly applied to closed captions
(e.g., [11]), our preliminary experiments suggested that they are not satisfactory
for analysing closed-captions which mainly consist of dialogues. Since closed
captions contain timestamps, our algorithm uses timestamps explicitly and ex-
tensively. Moreover, as our preliminary experiments showed that domain spe-
cific knowledge is effective for our topic segmentation task, we use named entity
recognition tuned specifically for the travel domain. Our algorithm is described
below.
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We first analyse the closed-caption text and extract morphemes and named
entities, which we collectively refer to as terms. We have over one hundred
generic named entity classes covering person names, place names, organization
names, numbers and so on, originally developed for open-domain question an-
swering [18]. In addition, we devised four domain-specific classes for the travel
domain:

TRAVEL ACTIVITY. This class covers typical activities of a tourist, such
as “dinner”, “walk” and “rest”.

TRAVEL ATTRACTION CLASS. This class covers concepts that repre-
sent tourist attractions and events such as “sightseeing spot”, “park”, “show”
and “festival”. Note that this is not for detecting specific instances such as
“Tokyo Disneyland”.

TRAVEL HOTEL CLASS. This class covers words such as “hotel” and “inn”.
TRAVEL BATH CLASS. This class covers words such as “hot spring” and

“bath”.

It is clear that, in order to deal with other TV genres such as cookery, a different
set of domain-specific classes will be required. We feel optimistic about this issue
since our named entity recogniser is fairly easy to customise.

Let t denote a term in a given closed-caption text, and s denote a candidate
topical boundary (represented by a timestamp in milliseconds). For a fixed widow
size S, let WL denote the set of terms whose timestamps (by which we actually
mean start times) lie within [s − S, s), and WR denote the set of terms whose
timestamps lie within [s, s + S). For each t ∈ WL ∪WR − WL ∩ WR (i.e., term
included in either WL or WR but not both), we define a downweighting factor
dw(t) as follows:

dw(t) = max{dwdomain(t), dwgeneric(t), dwmorph(t)} (1)

where

dwdomain(t) = DWdomain if t is a domain-specific named entity; Otherwise 0;
dwgeneric(t) = DWgeneric if t is a generic named entity; Otherwise 0;
dwmorph(t) = DWmorph if t is a single morpheme; Otherwise 0.

Here, DWdomain, DWgeneric and DWmorph are tuning constants between 0 and 1.
Next, for each t ∈ WL ∪ WR − WL ∩ WR whose timestamp is s(t), we

compute:

f(t) = 0.5 − 0.5 cosπ(
s(t) − s

S
+ 1) . (2)

f(t) takes the maximum value of 1 when s(t) = s and the minumum value of 0
when |s(t) − s| = S. That is, f(t) gets smaller as the term moves away (along
the timestamp) from the candidate boundary.

Meanwhile, for each t ∈ WL ∩ WR, let sWL(t) and sWR(t) denote the times-
tamps of t that correspond to WL and WR. (If there are multiple occurrences
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within the interval covered by WL or WR, then we take the timestamp that is
closest to s.) Then we compute:

g(t) = 0.5 − 0.5 cosπ(
sWR(t) − sWL(t)

2S
+ 1) . (3)

If sWL(t) and sWR(t) are close (i.e., the term occurs just before the candidate
boundary and just after it), then g(t) is close to 1. If sWR(t)− sWL(t) is close to
2S (i.e., the two occurrences of the same term are far apart), then g(t) is close
to 0.

The term weighting functions f(t) and g(t) have been designed in order to
make the algorithm robust to the choice of window size S, which is currently
fixed at 30 seconds. We currently do not to use global statistics such as idf
(e.g., [21]).

Based on dw(t), f(t) and g(t) as well as two positive parameters α and β, we
compute the novelty of each candidate boundary s as follows:

novelty =
∑

t∈WR−WL

dw(t) ∗ f(t)+α ∗
∑

t∈WL−WR

dw(t) ∗ f(t)−β ∗
∑

t∈WL∩WR

g(t)

(4)
Thus, a candidate boundary receives a high novelty score if WR has many terms
that are not in WL (and vice versa) and if WL and WR have few terms in
common. Using α < 1 implies that WR and WL are not treated symmetrically,
unlike the cosine-based segmentation methods (e.g., [7,8]). This corresponds to
the intuition that terms that occur after the candidate boundary may be more
important than those that occur before it. However, preliminary experiments
suggested that this asymmetrical treatment may not be beneficial for our data
set: We let α = 1 and β = 0.5 hereafter.

The final confidence score v based on vocabulary shift is given by:

v =
novelty − minnovelty

maxnovelty − minnovelty
(5)

where maxnovelty and minnovelty are the maximum and minimum values
among all the novelty values computed for the closed-caption text.

The result of vocabulary shift detection may be used on its own for defining
topical segments. Again, sieving is performed in such a case.

Fusion. The confidence scores based on cue phrase detection and vocabulary
shift detection can be fused as follows:

confidence = γ ∗ v + (1 − γ) ∗ c (6)

In fact, we fix γ to 0.5. Sieving is performed after the above fusion.

2.3 Topic Sentence Selection

Our topic sentence selection relies on a standard relevance feedback algorithm
[15]. For each topical segment, we select 10 topic words from the closed-caption
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text by regarding the segment as a set of relevant documents and the other seg-
ments as nonrelevant ones. (A “document” is usually a sentence or two, defined
by a start time and an end time.)

Let N be the total number of “documents” in the closed-caption text, and R
be the number of “documents” within the segment in question. Let w denote a
candidate keyword (morpheme, actually). Moreover, let n(w) denote the number
of “documents” containing w, and let r(w) denote the number of “documents”
within the segment containing t. Then the term selection value for w is the offer
weight ow(w):

ow (w) = r(w) ∗ rw(w) (7)

where

rw(w) = log
(r(w) + 0.5)(N − n(w) − R + r(w) + 0.5)

(n(w) − r(w) + 0.5)(R − r(w) + 0.5)
. (8)

Next, we select a given number of sentences as follows:

1. Let L be the list of 10 topic words obtained above;
2. For each sentence in the segment in question, compute the sentence score by

summing rw(w) for all words included in the sentence.
3. Take the sentence with the highest score as the topic sentence, and remove

from L all topic words included in the selected sentence;
4. Repeat from 2, until a desired number of topic sentences (which is our case

is 2) is obtained.

The above algorithm tries to obtain unique sentences that contain different topic
words. This is because our preliminary experiments showed that selecting sen-
tences independently based on the keyword weights (as was done for question-
naire analysis in [17]) generally yield two topic sentences that are too similar to
each other. This meant that the corresponding two key frames were also similar,
and the entire table-of-contents did not look so informative.

3 Experiments

This section reports on our experiments primarily designed for validating our
topic segmentation algorithms. Section 3.1 describes our video test collection.
Section 3.2 discusses the segmentation accuracy of Pic-A-Topic for the travel
domain, by comparing its performance to those of humans. Section 3.3 discusses
what the accuracy values would actually mean to real users by conducting some
subjective evaluations.

3.1 Topic Segmentation Test Collection for Travel TV Shows

Unfortunately, there is no standard test collection available for evaluating topic
segmentation for TV genres such as travel TV shows. We therefore had no
choice but to create our own collection by recording real Japanese broadcast
TV shows on travel, extracting the closed captions and preparing the “right an-
swers” for ourselves. Our test collection consists of ten clips from four different
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travel TV show series, totalling approximately 14.5 hours. Note that, with only
ten clips, it is difficult for us to discuss statistical significance of experimental
results.

Recall that, unlike the news story segmentation task, our definition of “topic”
segmentation is rather ill-defined: We are happy as long as Pic-A-Topic is useful
to the user for quickly obtaining desired information from a long TV show.
Because of this subjective nature of the task, we let four assessors manually
segment each clip, after giving them a common set of instructions. (We used a
different set of assessors for each clip.) Each assessor was asked to view a clip
and provide the timestamps of topical boundaries, using a simple graphical user
interface with buttons such as “play”, “pause”, “fast forward” and “record this
timestamp as a topical boundary”. Based on some pilot studies, we encouraged
the assessors to find about 20 boundaries per hour. (An extremely short segment
would not be informative; whereas, an extremely long segment would prevent
the user from viewing the TV show efficiently.)

For each clip, the timestamp files produced by the first three assessors were
merged, to create a single “ground truth” file. Each ground truth file is a set of
timestamp intervals, reflecting the individual assessment. The philosophy is that,
if the system agrees with any of the three assessors about a topical boundary,
then that boundary is acceptable.

The fourth assessor’s timestamps were used for providing the “best-possible”
performance by comparing it with the ground truth. (Note that the Fourth As-
sessor is not a single person.) The output of Pic-A-Topic was compared with
the ground truth in exactly the same way, and we examined the relative perfor-
mance of Pic-A-Topic, by dividing the system performance by the best-possible
one. The method of comparison with the ground truth will be described below.

3.2 Segmentation Accuracy

For both Pic-A-Topic and the Fourth Assessor, the topic segmentation accu-
racy was computed in terms of Precision, Recall and F1-measure (i.e., harmonic
mean of Precision and Recall). Suppose that the ground truth file contains N
timestamp intervals, and that the Fourth Assessor file contains M timestamps.
In general, N > M holds, because the ground truth file covers the timestamps of
three assessors. Since Pic-A-Topic requires the target number of topical bound-
aries as a parameter, M was given to Pic-A-Topic to compare its performance
with the Fourth Assessor. (Note that giving N to Pic-A-Topic would not be a
fair comparison: the recall of the Fourth Assessor would suffer very much since
N > M , so the relative performance of Pic-A-Topic would be overestimated.)

A topical boundary detected by Pic-A-Topic (or the Fourth Assessor) is
counted as correct if it lies within the window [start − 10000, end + 10000],
where start and end are the start/end times in millisecs of one of the ground-
truth interval. (Of course, at most one boundary can be counted as correct for
each ground-truth interval: If there are plural boundaries that lie within a sin-
gle ground-truth interval, then only the one that is closest to the center of the
interval is counted as correct.) The ten-second margins are for handling the time
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Fig. 3. The effect of fusion on Absolute F1-measure

Table 2. Relative segmentation accuracy after fusion

Precision Recall F1-measure
Clip A1 (2 hours) Fourth Assessor 34/37 = 0.92 34/61 = 0.56 0.69

Pic-A-Topic 26/37 = 0.70 26/61 = 0.43 0.53
relative 76% 77% 77%

Clip A2 (2 hours) Fourth Assessor 43/56 = 0.77 43/50 = 0.86 0.81
Pic-A-Topic 35/56 = 0.62 35/50 = 0.70 0.66
relative 81% 81% 81%

Clip A3 (2 hours) Fourth Assessor 24/26 = 0.92 24/46 = 0.52 0.67
Pic-A-Topic 21/26 = 0.81 21/46 = 0.46 0.58
relative 88% 88% 87%

Clip B1 (1 hour) Fourth Assessor 17/19 = 0.89 17/27 = 0.63 0.74
Pic-A-Topic 16/19 = 0.84 16/27 = 0.59 0.70
relative 94% 94% 95%

Clip B2 (2 hours) Fourth Assessor 29/36 = 0.81 29/54 = 0.54 0.64
Pic-A-Topic 27/36 = 0.75 27/54 = 0.50 0.60
relative 93% 93% 94%

Clip B3 (1 hour) Fourth Assessor 18/20 = 0.90 18/23 = 0.78 0.84
Pic-A-Topic 16/20 = 0.80 16/23 = 0.70 0.74
relative 89% 90% 88%

Clip C1 (1 hour) Fourth Assessor 13/19 = 0.68 13/20 = 0.65 0.67
Pic-A-Topic 9/19 = 0.47 9/20 = 0.45 0.46
relative 69% 69% 69%

Clip C2 (1 hour) Fourth Assessor 18/21 = 0.86 18/22 = 0.82 0.84
Pic-A-Topic 9/21 = 0.43 9/22 = 0.41 0.42
relative 50% 50% 50%

Clip C3 (1 hour) Fourth Assessor 14/17 = 0.82 14/23 = 0.61 0.70
Pic-A-Topic 13/17 = 0.76 13/23 = 0.57 0.65
relative 93% 93% 93%

Clip D (1.5 hours) Fourth Assessor 19/25 = 0.76 19/36 = 0.53 0.62
Pic-A-Topic 17/25 = 0.68 17/36 = 0.47 0.56
relative 89% 89% 90%

Average over 10 clips Fourth Assessor 83% 65% 72%
Pic-A-Topic 69% 53% 59%
relative 82% 82% 82%
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lags between video and closed captions, but this is not a critical choice since
Pic-A-Topic and the Fourth Assessor are evaluated in exactly the same way.

Based on a couple of preliminary runs, we set the downweighting parameters
(See Section 2.2) as follows: DWdomain = 1, DWgeneric = 0 and DWmorph = 0.1.
That is, the domain-specific named entities play the central role in vocabulary
shift detection, but the generic named entities are “switched off”. Although our
experiments do not separate training data from test data, we argue that they are
useful for exploring the advantages and limitations of our current approaches.
“Open data” evaluations may have to wait until good standard test collections
become available.

Table 2 summarises the results of our topic segmentation experiments, in
which the four TV series on travel are represented by A, B, C and D. For example,
for Clip A1, the ground-truth file contained 61 intervals but the Fourth Assessor
(and therefore Pic-A-Topic) produced only 37 topical boundaries. As a result,
relative Precision, relative Recall and relative F1-measure are 76%, 77% and
77%, respectively. The results were obtained by fusing the cue phrase detection
ouput and the vocabulary shift detection output: Figure 3 shows the absolute
F1-measure values of the individual approaches as well, in which “c” and “v”
represent cue phrase detection and vocabulary shift detection, respectively. It can
be observed that fusion (“c+v”) is generally beneficial, with a few exceptions.

The best relative F1-measure performance is for Clip B1 (95%), while the
worst one is for Clip C2 (50%). We found that the TV series C is generally
challenging, because unlike the other series, it has a complex program structure.
For example, in the middle of a footage showing reporters having a walk in the
countryside, a studio scene is inserted several times, in which the presenters of
the show and the same reporters make some comments over a coffee. Thus this
probably shows a limitation of our purely linguistic approach: Some travel TV
shows may require video feature analysis (e.g., indoor/outdoor detection and
face recognition) for accurate topic segmentation.

More generally, our failure analysis found that Pic-A-Topic tends to break up
a single dinner sequence into several “subtopics”. This is because, in a typical
Japanese travel TV show, a dinner sequence is rather long, and it does contain
some vocabulary shifts, involving words that are to do with the starter, the main
dish, the dessert and so on. That is, it appears that Pic-A-Topic is currently too
sensitive to change in “food” vocabularies! There are ways to remedy this prob-
lem: Since we already use named entity recognition, we could ignore food-related
named entities and morphemes in vocabulary shift detection. A possibly more
robust method would be to incorporate (lack of) scene changes, by analysing the
video. We have also encountered some cases in which we felt that music/sound
effect detection would be useful for detecting the beginning of a topical segment.

Another limitation of our approach is that closed captions do not contain all
textual information. Some important textual information, such as the title of a
travel episode and the names of hotels and restaurants, are shown as overlay text,
and are not included in closed captions. That is, closed captions and overlays
are complementary. This suggests that overlay text recognition/detection may
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be useful for topic segmentation of travel TV shows. Moreover, when a travel
TV show consists of several episodes, tiny banners that represent each episode
are often overlaid in the corner of each frame. This would be useful for obtaining
the overall structure of the show. To sum up, image analysis techniques known
to be useful for broadcast news may transfer well to our domain in some cases.

In spite of all these limitations, however, our overall relative performances
(each obtained by averaging the ten corresponding relative values in the table)
are all 82%, which is quite impressive even if they do not necessarily represent
performances for “open” data. (Dividing the average absolute performance of
Pic-A-Topic by that of the Fourth Person yields similar results.) The question is,
“What does a relative F1-measure of 82% mean in terms of practical usefulness?”

3.3 Blind Tests: Preliminary Subjective Evaluation

We conducted a preliminary experiment to answer the above question. From
Table 2, we first selected Clips A2, B1 and C2, representing the relative F1-
measure of 81%, 95% and 50%, respectively. Thus, the three clips represent our
“average”, “best” and “worst” performances. Then, for each clip, we generated
two table-of-contents interfaces similar to the one shown in Figure 1, one based
on the Fourth Assessor’s segmentation and the other based on Pic-A-Topic’s
segmentation. The idea was to conduct “blind” tests, and see which output is
actually preferred by the user for an information seeking task.

For each of the three clips, five subjects were employed. Each subject was given
a clip with a table-of-contents interface based on either the Fourth Assessor’s
output or Pic-A-Topic’s, and was given two questions per interface in random
order. The subjects were blind as to how each interface was created, and were
asked to locate the answers to the above questions within the given clip using
the given interface. Each subject was finally asked which of the two interfaces he
preferred for efficient information access. An example from our question set is:
“What was the name of the restaurant that Actress X and Comedian Y visited?”.
Thus this experiment is similar in spirit to the evaluation of summarisation using
reading comprehension questions [10].

Initially, we tried to measure the time the subjects took to find the answer
through the interface. However, we quickly gave this up because the variance
across subjects was far greater than the efficiency differences between the two
interfaces. Hence we decided to compare the two interfaces based on the subjects’
preferences only. Note that, since Pic-A-Topic and the Fourth Assessor interfaces
have different topical boundaries, the topic sentences presented to the subjects
are also different.

Table 3 summarises the results of our subjective evaluation experiments. It
can be observed that, for Clip B1 for which the relative F1-measure is 95%, Pic-
A-Topic was actually a little more popular than the Fourth Assessor. Moreover,
even for Clip A2, which represents a typical performance of Pic-A-Topic, only
one out of the five subjects preferred the Fourth Assessor interface, and the
other four could not tell the difference. Thus, although this set of experiments
may be preliminary, it is possible that 80% relative F1-measure is a practically
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Table 3. Subjective evaluation results

#subjects who #subjects who #subjects who
preferred the preferred did not feel

Fourth Assessor Pic-A-Topic any difference
Clip B1 (95%) 1 2 2
Clip A2 (81%) 1 0 4
Clip C2 (50%) 2 1 1
Total 5 3 6

acceptable level of performance. Note also that, even at 50% relative F1-measure,
one subject said that Pic-A-Topic was better than the Fourth Assessor. This
reflects the subjective nature of our topic segmentation task.

In summary, our results are encouraging: On average, Pic-A-Topic achieves a
relative F1-measure of 82% at least for a known data set, and it is possible that
this level of performance is practically acceptable to the end user.

4 Related Work

We have already mentioned in Section 1 that many researchers focus on the
problem of efficient information access from broadcast news video. Below, we
briefly mention some researches that handle TV genres other than news, and
point out how their approaches differ from ours.

Extracting highlights from sports TV programs is a popular research topic,
for which audio features [16] or manually transcribed utterances [23] are often
utilised. Aoki, Shimotsuji and Hori [1] used colour and layout analysis for select-
ing unique keyframes from movies. More recently, Aoki [2] reported on a system
that can structuralise variety shows based on shot interactivity. While these ap-
proaches are very interesting, we believe that audio and image features alone are
not sufficient for identifying topics within a separable and informative TV con-
tent. Lack of language analysis also implies that providing topic words or topic
sentences to the user is difficult with these approaches. Zhang et al. [24] handled
non-news video contents such as travelogue material to perform video parsing,
but their method is based on shot boundary detection, not topic segmentation.
As we mentioned in Section 2.1, we feel that shot boundaries are not suitable
for the purpose of viewing a particular topical segment.

There exist, of course, approaches that effectively combine audio, image and
textual evidence. Jasinschi et al. [9] report on a combination-of-evidence system
that can deal with talk shows. However, what they refer to as “topic segmenta-
tion” appears to be to segment closed captions based on speaker change markers
for the purpose of labelling each “closed caption unit” with either financial
news or talk show. Nitta and Babaguchi [12] structuralise sports programs by
analysing both closed captions and video. Smith and Kanade [21] also combine
image and textual evidence to handle news and non-news contents: They first
select keyphrases from closed captions based on tf -idf values, and use them as
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the basis of a video skim. While their keyphrase extraction involves detection of
breaks between utterances, it is clear that this does not necessarily corresond to
topical boundaries. Thus, even though their Video Skimming interface may be
very useful for viewing the entire “summary” of a TV program, whether it is also
useful for selecting and viewing a particular topical segment or two is arguably
an open question.

5 Conclusions

We introduced a system called Pic-A-Topic, which analyses closed captions of
Japanese TV shows on travel to perform topic segmentation and topic sentence
selection. According to our experiments using 14.5 hours of recorded travel TV
shows, Pic-A-Topic’s F1-measure for the topic segmentation task is 82% of man-
ual performance on average. Moreover, a preliminary user evaluation experiment
suggested that this level of performance may be indistinguishable from manual
performance.

Some of our approaches are domain-specific, but we believe that domain-
specific knowledge is a necessity for practical, high-quality topical segmentation
of TV shows. Since genre information can be obtained from EPGs, we would
like to let Pic-A-Topic select the optimal segmentation strategy for each genre.
Our future work includes the following:

– Incorporating video and audio information in our topic segmentation algo-
rithms;

– Expanding our TV genres;
– Developing a user-friendly table-of-contents interface;
– Building other applications, such as selective downloading of TV content

segments for mobile phones.

References

1. Aoki, H., Shimotsuji, S. and Hori, O.: A Shot Classification Method of Selecting
Key-Frames for Video Browsing. ACM Multimedia ’96 Proceedings (1996)

2. Aoki, H.: High-Speed Topic Organizer of TV Shows Using Video Dialog Detec-
tion (in Japanese). IEICE Transactions on Information and Systems J88-D-II-1,
pp. 17-27 (2005)

3. Boykin, S. and Merlino, A.: Machine Learning of Event Segmentation for News on
Demand. Communications of the ACM 43-2, pp. 35-41 (2000)

4. Chua, T.-S. et al.: Story Boundary Detection in Large Broadcast News Video
Archives - Techniques, Experience and Trends. ACM Multimedia 2004 Proceedings
(2004)

5. Hauptmann, A. G. and Lee, D.: Topic Labeling of Broadcast News Stories in the
Informedia Digital Video Library. ACM Digital Libraries ’98 Proceedings (1998)

6. Hauptmann, A. G. and Witbrock, M. J.: Story Segmentation and Detection of
Commercials in Broadcast News Video. Advances in Digital Libraries ’98 (1998)

7. Hearst, M. A.: Multi-Paragraph Segmentation of Expository Text. ACL ’94 Pro-
ceedings, pp. 9-16 (1994)



444 T. Sakai et al.

8. Ide, I. et al.: Threading News Video Topics. ACM SIGMM Workshop on Multime-
dia Information Retrieval (MIR 2003), pp. 239-246 (2003)

9. Jasinschi, R. S. et al.: Integrated Multimedia Processing for Topic Segmentation
and Classification. IEEE ICIP Proceedings (2001)

10. Mani, I. et al.: The TIPSTER SUMMAC Text Summarization Evaluation. EACL
’99 Proceedings, pp. 77-85 (1999)

11. Miyamori, H. and Tanaka, K.: Webified Video: Media Conversion from TV Pro-
gram to Web Content and their Integrated Viewing Method. ACM WWW 2005
Proceedings (2005)

12. Nitta, N. and Babaguchi, N.: Story Segmentation of Broadcasted Sports Videos for
Semantic Content Acquisition (in Japanese). IEICE Transactions on Information
and Systems J86-D-II-8, pp. 1222-1233 (2003)

13. Over, P., Kraaij, W. and Smeaton, A. F.: TRECVID 2005 - An Introduction.
TREC 2005 Proceedings (2005)
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Abstract. This paper investigates the problem of retrieving Karaoke music by 
singing. The Karaoke music encompasses two audio channels in each track: one 
is a mix of vocal and background accompaniment, and the other is composed of 
accompaniment only. The accompaniments in the two channels often resemble 
each other, but are not identical. This characteristic is exploited to infer the 
vocal’s background music from the accompaniment-only channel, so that the 
main melody underlying the vocal signals can be extracted more effectively. To 
enable an efficient and accurate search for a large music database, we propose a 
phrase onset detection method based on Bayesian Information Criterion (BIC) 
for predicting the most likely beginning of a sung query, and adopt a multiple-
level multiple-pass Dynamic Time Warping (DTW) for melody similarity 
comparison. The experiments conducted on a Karaoke database consisting of 
1,071 popular songs show the promising results of query-by-singing retrieval 
for Karaoke music. 

Keywords: music information retrieval, Karaoke, query-by-singing. 

1   Introduction 

In recent years, out of the burgeoning amount of digital music circulating on the 
Internet, there has been an increasing interest in the research for music information 
retrieval (MIR). Instead of retrieving music with metadata, such as title, performer, and 
composer, it is desirable to locate music by simply humming or singing a piece of tune 
to the system. This concept has been extensively studied in various content-based music 
retrieval research [1-7], collectively called query-by-humming or query-by-singing.

Depending on the applications, the design of a music retrieval system varies with 
the type of music data. In general, digital music can be divided into two categories. 
One is the symbolic music represented by musical scores, e.g., MIDI and Humdrum. 
The second category relates to those containing acoustic signals recorded from real 
performances, e.g., CD music and MP3. This type of music is often polyphonic, in 
which many notes may be played simultaneously, in contrast to monophonic music, in 
which at most one note is played at any give time. Consequently, extracting the main 
melody directly from a polyphonic music proves to be a very challenging task [6-10], 
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compared to dealing with the MIDI music, which is easy to acquire the main melody 
by selecting one of the symbolic tracks. 

On the other hand, the development of a query-by-singing MIR system relies on an 
effective melody similarity comparison. Since most users are not professional singers, 
a sung query may contain inevitable tempo errors, note dropout errors, note insertion 
errors, etc. To handle these errors, various approximate matching methods, such as 
dynamic time warping (DTW) [5][11-12], hidden Markov model [13], and N-gram 
model [8][10], have been studied, with DTW being the most popular. However, due 
to the considerable time consumption for DTW, another key issue on designing a 
query-by-singing MIR system is how to speed up the similarity comparison, so that a 
large scale music database can be searched efficiently [5][14-15]. 

In this study, we focus on a sort of music data called Karaoke. It stems from 
Japanese popular entertainment, which provides prerecorded accompaniments to 
popular songs so that any users can sing live as a professional singer. Karaoke is 
gaining popularity in East Asia. Nowadays, there is a plenty of Karaoke music in 
either VCD or DVD format. Each piece of Karaoke track comes with two audio 
channels: one is a mix of vocal and accompaniment, and the other is composed of 
accompaniment only. The music in the accompaniment-only channel is usually very 
similar but not identical to that in the accompanied vocal channel. In this work, 
methods are proposed to extract vocal’s melody from accompanied Karaoke tracks by 
reducing the interference from the background accompaniments. In parallel, we apply 
Bayesian Information Criterion (BIC) [16] to detect the onset time of each phrase in 
the accompanied vocal channel, which enables the subsequent DTW-based similarity 
comparison to be performed more efficiently. The proposed system further uses 
multiple-level multiple-pass DTW to improve the retrieval efficiency and accuracy. 
We evaluate our approaches on a Karaoke database consisting of 1,017 songs. The 
experimental results indicate the feasibility of retrieving Karaoke music by singing. 

The remainder of this paper is organized as follows. Section 2 introduces the 
configuration of our Karaoke music retrieval system. Section 3 presents the methods 
for background music reduction and main melody extraction. Section 4 describes the 
phrase onset detection. In Section 5, we discuss the similarity comparison module and 
the schemes to improve the retrieval accuracy and efficiency. Finally, Section 6 
presents our experimental results, and Section 7 concludes this study. 

2   Overview 

Our Karaoke music retrieval system is designed to take as input an audio query sung 
by a user, and to produce as output the song containing the most similar melody to the 
sung query. As shown in Fig. 1, it operates in two phases: indexing and searching. 

2.1   Indexing 

The indexing phase consists of two components: main melody extraction and phrase 
onset detection. The main melody extraction is concerned with the symbolic 
description of the melody related to the vocal sung in each song in the collection. 
Since the channel containing vocal signals also encompasses accompaniments, the 
melody extracted from raw audio data may not be the tune performed by a singer, but 
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the instruments instead. To reduce the interference from the background 
accompaniments to main melody extraction, we propose exploiting the signal of 
accompaniment-only channel to approximate the vocal’s background music. The 
desired vocal signal can thus be distilled by subtracting its background music. Then, 
the fundamental frequencies of the vocal signals are estimated, whereby converting 
the waveform representation into a sequence of musical note symbols.  

The phrase onset detection aims to locate the expected beginning of a query that 
users would like to sing to the system. In view of the fact that the length of a popular 
song is normally several minutes, it is virtually impossible that a user sings a whole 
song as a query to the system. Further, a user’s singing tends to begin with the initial 
of a sentence of lyrics. For instance, a user may query the system by singing a piece 
of The Beatle’s “Yesterday” like this, “Suddenly, I'm not half to man I used to be. 
There's a shadow hanging over me.” In contrast, a sung query like “I used to be. 
There's a shadow” or “half to man I used to be.” is believed almost impossible. 
Therefore, pre-locating the phrase onsets could not only match users’ queries better, 
but also improve the efficiency of the system in the searching phase.  

After indexing, the database is composed of the note-based sequences and the 
labels of phrase onset times for each individual song. 

Fig. 1. The proposed Karaoke music retrieval system

2.2   Searching 

In the searching phase, the system determines the song that a user looks for based on 
what he/she is singing. It is assumed that a user’s sung query can be either a complete 
phrase or a partial phrase but starting from the beginning of a phrase. The system 
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commences with the end-point detection that records the singing voice and marks the 
salient pauses within the singing waveform. Next, the singing waveform is converted 
into a sequence of note symbols via the note sequence generation module as used in 
the indexing phase. Accordingly, the retrieval task is narrowed down to a problem of 
comparing the similarity between the query’s note sequence and each of the 
documents’ note sequences. The song associated with the note sequence most similar 
to the query’s note sequence is regarded as relevant and presented to the user.  

3   Main Melody Extraction 

3.1   Background Music Reduction 

Main melody extraction plays a crucial role in music information retrieval. In 
contrast to the retrieval of MIDI music, which is easy to acquire the main melody by 
selecting one of the symbolic tracks, retrieving a polyphonic object in CD or Karaoke 
format requires to extract the main melody directly from the accompanied singing 
signals, which proves difficult to handle well simply using the conventional pitch 
estimation. For this reason, a special effort in this module is put on reducing the 
background music from the accompanied singing signals. 

The indexing phase begins with the extraction of audio data from Karaoke VCD’s 
or DVD’s. The data consists of two-channel signals: one is a mix of vocal and 
accompaniment, and the other is composed of accompaniment only. Fig. 2 shows an 
example waveform for a Karaoke music piece. It is observed that the accompaniments 
in the two channels often resemble each other, but are not identical.  This motivates us 
to estimate the pristine vocal signal by inferring its background music from the 
accompaniment-only channel. To do this, the signals in both channels are first divided 
into frames by using a non-overlapping sliding window with length of W waveform 
samples. Let ct={ct,1, ct,2,…, ct,W} denote the t-th frame of samples in the accompanied 
vocal channel and mt={mt,1, mt,2,…, mt,W} denote the t-th frame of the 
accompaniment-only channel. It can be assumed that ct = st + am′t, where st ={st,1,
st,2,…, st,W} is the pristine vocal signal and m′t ={m′t,1, m′t,2,…, m′t,W} is the underlying 
background music. Usually, m′t ≠ mt, since the accompaniment signals in one channel 
may be different from another in terms of amplitude, phase, etc., where the phase 
difference reflects the asynchronism between two channels’ accompaniments. As a 
result, direct subtraction of one channel’s signal from another’s is of little use for 
distilling the desired vocal. To handle this problem better, we assume that the 
accompanied vocal is of the form ct = st + amt+b, where mt+b is the b-th frame next to 
mt, which is most likely corresponding to m′t, and a is a scaling factor reflecting the 
amplitude difference between mt and m′t. The optimal b can be found by choosing 
one of the possible values within a pre-set range, B, that results in the smallest 
estimation error, i.e., 

||minarg* *
btbt

BbB
ab +

≤≤−
−= mc , (1) 

where *
ba  is the optimal amplitude scaling factor given mt+b. Letting  

∂|ct − abmt+b|
2/∂ab = 0, we have a minimum mean-square-error solution of ab as 
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Accordingly, the underlying vocal signal in frame t can be estimated by  
st = ct − *

ba mt+b*. Fig. 2(c) shows the resulting waveform of the accompanied vocal 

channel after background music reduction. We can see that the accompaniment in the 
accompanied vocal channel is largely reduced. 

Fig. 2. (a) An accompanied vocal channel. (b) An accompaniment-only channel. (c) The 
accompanied vocal channel after background music reduction. 

3.2   Note Sequence Generation 

After reducing the undesired background accompaniments, the next step is to convert 
each recording from its waveform representation into a sequence of musical notes. 
Following [7], the converting method begins by computing the short-term Fast 
Fourier Transform (FFT) of a signal. Let e1, e2,…, eN be the inventory of possible 
notes performed by a singer, and xt,j denote the signal’s energy with respect to FFT 
index j in frame t, where 1 ≤ j ≤ J. The sung note of a recording in frame t is 
determined by  

,maxarg
0

12,
1

=
=

+
≤≤

C

c
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c
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where C is a pre-set number of harmonics concerned, h is a positive value less than 1 
for discounting higher harmonics, and yt,n is the signal’s energy on note en in frame t,
estimated by  
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n
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and 

,5.69
440

)(
log12)( 2 +⋅= jF

jU (5)

where  is a floor operator, F(j) is the corresponding frequency of FFT index j, and 
U(⋅) represents a conversion between the FFT indices and the MIDI note numbers. 

3.3   Note Sequence Smoothing 

The resulting note sequence may be refined by identifying and correcting the 
abnormal notes arising from the residual background music. The abnormality in a 
note sequence can be divided into two types of errors: short-term error and long-term 
error. The short-term error is concerned with the rapid changes, e.g., jitters between 
adjacent frames. This type of error could be amended by using the median filtering, 
which replaces each note with the local median of notes of its neighboring frames. On 
the other hand, the long-term error is concerned with a succession of the estimated 
notes not produced by a singer. These successive wrong notes are very likely several 
octaves above or below the true sung notes, which could result in the range of the 
estimated notes within a sequence being wider than that of the true sung note 
sequence. As reported in [7], the sung notes within a verse or chorus section usually 
vary no more than 22 semitones. Therefore, we may adjust the suspect notes by 
shifting them several octaves up or down, so that the range of the notes within an 
adjusted sequence can conform to the normal range. Specifically, let o = {o1, o2,…, 
oT} denote a note sequence estimated using Eq. (3). An adjusted note sequence o′ = 
{o′1, o′2,…, o′T } is obtained by 
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where R is the normal varying range of the sung notes in a sequence, say 22, and o  is 
the mean note computed by averaging all the notes in o. In Eq. (6), a note ot is 
considered as a wrong note and needs to be adjusted if it is too far away from o , i.e., 
|ot − o | > R/2. The adjustment is done by shifting the wrong note (ot−o + R/2)/12  or 
(ot −o − R/2)/12  octaves. 

4   Phrase Onset Detection 

In general, the structure of a popular song involves five sections: intro, verse, chorus,
bridge, and outro. The verse and chorus contain the vocals sung by the lead singer, 
while the intro, bridge, and outro are largely accompaniments. This makes it natural 
that a verse or chorus is the favorite that people go away humming when they hear a 
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good song, and hence is often the query that a user may hum or sing to a music 
retrieval system.  

Since a user’s singing query tends to begin with the initial of a sentence in lyrics, 
we can consider a song’s lyrics as a collection of phrases. The beginning of each 
phrase is likely the starting point of a user’s query. Therefore, if the onset time of 
each phrase can be detected before the DTW comparison is performed, it is expected 
that both the search efficiency and the retrieval accuracy can be improved. 

Our strategy for detecting the phrase onsets is to locate the boundaries that the 
signal in the accompanied vocal channel is changed from accompaniment-only to a 
mix of vocal and accompaniment. As mentioned earlier, the accompaniment of one 
channel in a Karaoke track often resembles that of the other channel. Thus, if no vocal 
is performed in a certain passage, the difference of signal spectrum between the two 
channels is tiny. In contrast, if a certain passage contains vocal signals, there must be 
a significant difference between the two channels during this passage. We therefore 
could examine the difference of signal spectrum between the two channels, thereby 
locating the phrase onsets. In our system, the Bayesian Information Criterion (BIC) 
[16] is applied to characterize the level of spectrum difference.  

4.1   The Bayesian Information Criterion (BIC) 

The BIC is a model selection criterion which assigns a value to a stochastic model 
based on how well the model fits a data set, and how simple the model is. Given a 
data set X = {x1, x2,…, xN} ⊂ Rd and a model set H = {H1, H2,…, HK}, the BIC value 
for model Hk is defined as: 

BIC(Hk) = log p(X|Hk) − 0.5 λ #(Hk) logN, (7) 

where λ is a penalty factor, p(X|Hk) is the likelihood that Hk fits X, and  #(Hk) is the 
number of free parameters in Hk. The selection criterion favors the model having the 
largest value of BIC. 

∆BIC = BIC (H2) − BIC(H1). (8) 

Obviously, the larger the value of ∆BIC, the more likely segments X and Y are from 
different acoustic classes, and vice versa. We can therefore set a threshold of ∆BIC to 
determine if two audio segments belong to the same acoustic class. 

Assume that we have two audio segments represented by feature vectors, X = {x1, 
x2,…, xN} and Y = {y1, y2,…, yN}, respectively. If it is desired to determine whether 
X and Y belong to the same acoustic class, then we have two hypotheses to consider: 
one is “yes”, and the other is “no”. Provided that hypotheses “yes” and “no” are 
characterized by a certain stochastic models H1 and H2, respectively, our aim will be 
to judge which among H1 and H2 is better. For this purpose, we represent H1 by a 
single Gaussian distribution N( , ), where  and  are the sample mean and 
covariance estimated using vectors {x1, x2,…, xN, y1, y2,…, yN}, and represent H2 by 
two Gaussian distributions N( x, x) and N( y, y), where the sample mean x and 
covariance x are estimated using vectors {x1, x2,…, xN}, and the sample mean y and 
covariance y are estimated using vectors {y1, y2,…, yN}. Then, the problem of 
judging which model is better can be solved by computing a difference value of BIC 
between BIC(H1) and BIC(H2), i.e., 
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Fig. 3. An example of phrase onset detection. (a) The waveform of an accompanied vocal 
channel. (b) The waveform of an accompaniment-only channel. (c) The BIC∆  curve and the 
detected vocal sections. (d) The results of phrase onset detection. 

4.2   Phrase Onset Detection Via BIC 

In applying the concept of BIC to the phrase onset detection problem, our goal is to 
judge whether the signals in the two channels belong to the same acoustic class during 
a certain time interval, where one class represents accompaniment only, and the other 
represents vocal over accompaniment. Thus, by considering X and Y as two 
concurrent channels’ signals, ∆BIC can be computed along the entire recording, and 
then plotted as a curve. Fig. 3 shows an example Karaoke music clip underwent our 
phrase onset detection. Figs. 3(a) and 3(b) are the waveforms in the accompanied 
vocal channel and the accompaniment-only channel, respectively. The phrase onset 
detection begins by chopping the waveform in each of the channels into non-
overlapping frames of 20ms. Each frame is represented as 12 Mel-scale Frequency 
Cepstral Coefficients (MFCCs). Then, the ∆BIC value between each pair of one-
second segments in the two channels is computed frame by frame, thereby forming a 
∆BIC curve over time, as shown in Fig. 3(c). The positive value of ∆BIC indicates 
that the frame of the accompanied vocal channel contains vocals but the concurrent 
frame in the accompaniment-only channel does not. In contrast, the negative value of 
∆BIC indicates that both frames contain accompaniments only. Therefore, the 
intervals where positive values of ∆BIC appear are identified as vocal sections.  

In the example shown in Fig. 3(c), two vocal sections are identified, each 
surrounded by a solid line and a dashed line. Within each vocal section, the local 
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minimums on the ∆BIC curve can be further located as phrase onsets because the 
frame corresponds to rest or breathing between phrases usually yields a small ∆BIC
value. Fig. 3 (d) depicts the detected phrase onsets in this way. Note that the trade-off 
between the retrieval accuracy and retrieval efficiency are highly dependent on the 
number of detected phrase onsets. In general, the larger the number of the likely 
phrase onsets is detected, the higher the retrieval accuracy can be achieved. However, 
increasing the number of the candidate phrase onsets often decreases the retrieval 
efficiency drastically. 

5   Melody Similarity Comparison 

Given a user’s sung query and a set of music documents, each of which is represented 
by a note sequence, the task here is to find a music document whose partial note 
sequence is most similar to the query’s note sequence.  

5.1   Dynamic Time Warping Framework 

Let q = {q1, q2,…, qT} and u = {u1, u2,…, uL} be the note sequences extracted from a 
user’s query and a particular music segment to be compared, respectively. As the 
lengths of q and u are usually different, computing the distance between q and u
directly is infeasible. To handle this problem, the most prevalent way is to find the 
temporal mapping between q and u by Dynamic Time Warping (DTW). 

Mathematically, DTW constructs a T×L distance matrix D = [D(t, )]T × L, where 

D(t, ) is the distance between note sequences {q1, q2,…, qt} and {u1, u2,…, u }, 

computed using: 
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and 

d(t, ) = | qt − u | , (10) 

where ε is a small constant that favors the mapping between notes qt and u , given the 

distance between note sequences {q1, q2,…,qt-1} and {u1, u2,…, u -1}.

To compensate for the inevitable errors arising from the phrase onset detection, we 
assume that the true phrase onset time associated with the automatically detected 
phrase onset time tos is within [tos-r/2, tos+r/2], where r is a predefined tolerance. 
Though the DTW recursion in Eq. (9) indicates that the best path exists only when the 
length of the music note sequence is within half to twice length of the query note 
sequence (i.e., between T/2 and 2T), we prefer to limit the best mapping length of u to 
q to be between T/2 and kT, where k is a value between 1 and 2, so that the mapping 
can be more precisely. In other words, the tempo of the query is allowed to be 1/k
times to twice the tempo of the target music document. Therefore, in the 
implementation, we set the new phrase onset time t′os as tos-r/2, clone the subsequence 
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of notes of a music document starting from t′os with a length L of kT+r to u, and 
define the boundary conditions for the DTW recursion as, 
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After the distance matrix D is constructed, the similarity between q and u can be 
evaluated by  
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5.2   Multiple-Pass DTW to Improve Retrieval Accuracy 

Since a query may be sung in a different key or register than the target music 
document, i.e., the so-called transposition, the resulting note sequences of the query 
and the document could be rather different. This problem can be alleviated by shifting 
the query’s note sequence upward or downward several semitones, so that the mean 
of the shifted query’s note sequence can equal that of the document to be compared. 
In addition, considering that a user’s transposition or key change may occur in a 
partial sung query, we further perform multiple DTW similarity comparisons by 
shifting a query sequence upward or downward v semitones. The distance S(q,u) is 
then defined as, 

),,(min),( )( uquq v

VvV
SS

≤≤−
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where q(v) denotes the query sequence obtained by shifting q upward or downward v
semitones. As reported in [7], the retrieval performance improves as the value of V
increases. However, increasing the value of V substantially increases computational 
costs, because the similarity comparison requires two extra DTW operations 
whenever the value of V is increased by one. Thus, an economic value of V = 1, i.e., 
three-pass DTW, is adopted in this work. 

In addition to the difference of key and tempo existing between queries and 
documents, another problem to be addressed is the existence of voiceless regions in a 
sung query. The voiceless regions, which may arise from the rest, pause, etc., result in 
some notes being tagged with “0” in the query note sequence. However, the 
corresponding non-vocal regions in the document are usually not tagged with “0”, 
because there are accompaniments in those regions. Although the voiceless regions in 
a sung query can be detected by simply using the energy information, the accurate 
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detection of non-vocal regions in a music document remains a very difficult problem. 

To sidestep this problem, we modify the computation of d(t, ) in Eq. (10) to  
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where ϕ  is a small constant. Implicit in Eq. (14) is equivalent to bypassing the 
voiceless regions of a query. 

5.3   Multiple-Level DTW to Improve Retrieval Efficiency 

As shown in Fig. 4(a), the computational complexity in terms of the number of the 
necessary distance computation D(⋅) for constructing a T×L table is 
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As mentioned earlier, since L is usually set to be kT, where 22/1 ≤≤ k , the 
computational complexity can be rewritten as 
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Although the DTW recursion allows a document sequence within half to twice the 
length of the query sequence, empirical evidence shows that the document length can 
be simply limited to 1.2 times the length of a query, i.e., k = 1.2, without significantly 
degrading the retrieval performance. Hence, by substituting k = 1.2 into Eq. (16), the 
computational complexity is 0.59T 2 . As shown in Fig. 4(b), the introduction of a 
phrase onset tolerance in the DTW will increase the computational complexity by rT.
If r is small compared to T, the increase in complexity is negligible. If r = 0.59T, the 
computational complexity is twice that of the typical DTW. 

Since the complexity is O(T 2 ), the most promising way to speed up the searching 
process is to reduce the value of T. Motivated by Keogh and Pazzani’s  Piecewise 
Aggregate Approximation (PAA) [14], we propose a dimensionality reduction 
technique, called Multi-Level Data Abstraction (MLDA). Unlike PAA, which divides 
a time series into equal-length frames, and then calculates the mean value of the data 
falling within a frame, MLDA aims to prune the less likely music clips in a step-by-
step manner. In MLDA, the compression rate of data is power of two at each level. 
For example, if we go through the note sequence and pick one note every two notes, 
the note sequence is reduced to half length, while the computation is reduced to 
quarter complexity. We can first use the reduced note sequences to prune less likely 
music documents. If the original computational complexity is CC and the pruning rate 
is Rpr, then the total computational complexity of the two-level DTW is [1/4+(1-
Rpr)]CC. If a three-level DTW is applied, the complexity is reduced to [(1/4)2+(1/4)(1-
Rpr)+(1-Rpr)

2]CC. In this way, when the pruning rate Rpr is set at 0.75, the complexity 
of the two-level DTW and three-level DTW is 1/2 and 3/16 that of the single-level 
DTW, respectively. 
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Fig. 4. (a) The search space for the typical DTW, in which the starting frame of a query and 
that of the target phrase are aligned; (b) The search space for the DTW we apply, in which the 
starting frame of a query can be mapped to any one of the first r frames of the target phrase

6   Experiments 

6.1   Music Database 

The music database used in this study consisted of 1,071 songs extracted from 
Karaoke VCDs. The extracted waveform signals were down-sampled from the 
sampling rate of 44.1 kHz to 22.05 kHz. The database was divided into two subsets. 
The first subset consisted of 95 songs, denoted as DB-1. The second subset consisted 
of 976 songs, denoted as DB-2. To compare the system performances achieved with 
automatic and manual detection of phrase onset, we manually labeled the phrase 
onsets of the songs in DB-1. There were 775 phrase onsets marked.  

We collected 90 queries from 9 male and 4 female users. The duration of each 
query ranged from 15 seconds to 45 seconds, but only the first 8-second portion was 
input to the system. The performance was measured on the basis of song accuracy
defined as, 

%.100
#

#
(%) ×=

queries

songscorrectthereceivingqueries
accuracySong (17) 

In addition, considering a more user-friendly scenario where a list of Top-N ranked 
documents can be provided for user’s choices, we also computed the Top-N accuracy 
defined as the percentage of the queries whose target songs are among Top-N. The 
overall system performance was evaluated on both DB-1 and DB-2. 
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6.2   Experimental Results 

The first experiment was conducted to evaluate the effectiveness of the background 
music reduction using DB-1. Here, the phrase onsets were labeled manually. The 
retrieval performance is given in Table 1. It is clear that the background music 
reduction improves the retrieval performance. 

Table 1. Retrieval performance obtained with and without background music reduction 

Song accuracy (%) 

Top 1 Top 3 Top 10 

without background 
music reduction 

56.67 67.78 76.67 

with background music 
reduction 

72.22 76.67 83.33 

The second experiment was conducted to compare the retrieval performance 
obtained with the manual phrase onset labeling and the automatic phrase onset 
detection. The automatic phrase onset detection approach marked 2,719 phrase onsets 
in the 95 songs in DB-1, which is about 3.5 times that of hand-labeled phrase onsets. 
The retrieval performance is given in Table 2. We observe that the retrieval accuracy 
only decreases slightly when the way to mark the phrase onsets was changed from 
manual to automatic. 

Table 2. Retrieval performance based on manual and automatic phrase onset detections 

Song accuracy (%) 

Top 1 Top 3 Top 10 

Manual phrase onset 
labeling 

72.22 76.67 83.33 

Automatic phrase 
onset detection 

70.00 74.44 77.78 

Lastly, we evaluated the performance of the Karaoke retrieval system using both DB-
1 and DB-2, with the same 90 queries. The system automatically marked 27,397 
phrase onsets in the 1,017 songs in DB-1 and DB-2. The retrieval performance is 
given in Table 3. We observe that the Top-1 accuracy drops from 70.00% to 51.11% 
as the database expands from 95 songs to 1,071 songs, while the Top-10 accuracy 
only slightly drops from 77.78% to 70.00%. To speed up the searching, the four-level 
DTW, with various pruning rates, Rpr, was implemented. We observe from Table 3 
that the searching time for the multiple-level DTW can be greatly reduced at a small 
cost of retrieval accuracy degradation. 
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Table 3. Retrieval performance evaluated using both DB-1 and DB-2 

Song accuracy (%) 

Top 1 Top 3 Top 10 

Single-level DTW, complexity CC  51.11 57.78 70.00 

Four-level DTW, Rpr = 0.6 
(complexity reduced to 0.145 CC)

51.11 57.78 67.78 

Four-level DTW, Rpr = 0.75 
(complexity reduced to 0.063 CC)

50.00 55.56 65.56 

Four-level DTW,  Rpr = 0.9 
(complexity reduced to 0.025 CC)

46.67 54.44 63.33 

7   Conclusions 

We have presented a Karaoke music retrieval system that allows users to locate their 
desired music by singing to the system. Since the vocals and various concurrent 
accompaniments are mixed together in an accompanied vocal channel, we proposed a 
method to reduce the accompaniments in the accompanied vocal channel so that the 
accuracy of main melody extraction could be improved. In addition, we applied 
Bayesian Information Criterion (BIC) to detect the onset time of a musical phrase 
which reflects the most likely beginning of a sung query. The phrase onset detection, 
in conjunction with multiple-level multiple-pass DTW matching for similarity 
comparison, enables an efficient and effective search for a large music database. The 
experiments conducted on a music database consisting of 1,017 songs confirmed the 
feasibility of our retrieval system.  
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Abstract. One of the main challenges in content-based image retrieval
still remains to bridge the gap between low-level features and seman-
tic information. In this paper, we present our first results concerning a
medical image retrieval approach using a semantic medical image and
report indexing within a fusion framework, based on the Unified Med-
ical Language System (UMLS) metathesaurus. We propose a structured
learning framework based on Support Vector Machines to facilitate mod-
ular design and extract medical semantics from images. We developed
two complementary visual indexing approaches within this framework: a
global indexing to access image modality, and a local indexing to access
semantic local features. Visual indexes and textual indexes - extracted
from medical reports using MetaMap software application - constitute
the input of the late fusion module. A weighted vectorial norm fusion
algorithm allows the retrieval system to increase its meaningfulness, ef-
ficiency and robustness. First results on the CLEF medical database are
presented. The important perspectives of this approach in terms of se-
mantic query expansion and data-mining are discussed.

1 Introduction

Many programs and tools have been developed to formulate and execute queries
based on the visual content and to help browsing large multimedia repositories.
Still, no general breakthrough has been achieved with respect to large varied
databases with exogenous documents. Many questions with respect to speed,
semantic descriptors or objective image interpretations are still unanswered. In
the medical field, digital images are produced in ever-increasing quantities and
used for diagnostics and therapy. With digital imaging and communications in
medicine (DICOM), a standard for image communication has been set and pa-
tient information can be stored with the actual image(s), although still a few
problems prevail with respect to the standardization. In several articles, content-
based access to medical images for supporting clinical decision-making has been

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 460–475, 2006.
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proposed that would ease the management of clinical data and scenarios for the
integration of content-based access methods into picture archiving and commu-
nication systems (PACS) have been created [16].

There are several reasons why there is a need for additional, alternative image
retrieval methods apart from the steadily growing rate of image production. For
the clinical decision making process it can be beneficial or even important to find
other images of the same modality, the same anatomic region of the same disease.
Although part of this information is normally contained in the DICOM headers
and many imaging devices are DICOM-compliant at this time, there are still
some problems. DICOM headers contain a high rate of errors: error rates of 16%
have been reported by [9] for the field anatomical region. This can hinder the
correct retrieval of all wanted images. Clinical decision support techniques such
as case-based reasoning [12] or evidence-based medicine [4] can even produce
a stronger need to retrieve images that can be valuable for supporting certain
diagnoses. It could even be imagined to have Image-Based Reasoning (IBR) as
a new discipline for diagnostic aid. Decision support systems in radiology [10]
and computer-aided diagnostics for radiological practice as demonstrated at the
RSNA (Radiological Society of North America) are on the rise and create a need
for powerful data and meta-data management and retrieval [1].

It needs to be stated that the purely visual image queries as they are executed
in the computer vision domain will most likely not be able to ever replace text-
based methods as there will always be queries for all images of a certain patient,
but they have the potential to be a very good complement to text-based search
based on their characteristics. Still, the problems and advantages of the technol-
ogy have to be stressed to obtain acceptance and use of visual and text-based
access methods up to their full potential.

Besides diagnostics, teaching and research especially are expected to improve
through the use of visual access methods as visually interesting images can be
chosen and can actually be found in the existing large repositories. The inclusion
of visual features into medical studies is another interesting point for several
medical research domains. Visual features do not only allow the retrieval of
cases with patients having similar diagnoses but also cases with visual similarity
but different diagnoses. In teaching it can help lecturers as well as students to
browse educational image repositories and visually inspect the results found.

According to those remarks, this study introduces a semantic indexing ap-
proach of the medical report and the medical image, according to the concepts
associated to an unified medical modeling system. This approach give a comple-
mentary description of the textual and visual characteristic of a medical case,
using a balanced weighted vectorial norm fusion method at the conceptual level,
by taking into account the confidence, the localization and the frequency of the
associated concepts.

The remainder of this paper is organized as follows. Section 2 provides a brief
state of the art in the content-based image retrieval, focusing on text and image
fusion. In section 3, we introduce the semantic indexing approach, by presenting
the main ideas used to close the semantic gap and to develop a complementary
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text-image fusion approach. Finally, some operational approaches and results
are synthesized in the section 4 in CLEF 1 benchmark context, by extracting
the main points for the conclusions and the future developments.

2 Brief Overview of the Content-Based Image Retrieval
and Fusion Methods

Although access methods in image databases already existed in the beginning
of the 1980s [5], the content-based image retrieval (CBIR) started in the 1990s
[17],[8] and has been an extremely active research area over the last 10 years
[16]. There is growing interest in CBIR because of the limitations inherent
in metadata-based systems. Textual information about images can be easily
searched using existing technology, but requires humans to personally describe
every image in the database. Moreover, it is possible to miss images that use
different synonyms in their descriptions.

Content-based image retrieval (CBIR) is the application of computer vision
to the image retrieval problem, that is, the problem of searching for digital
images in large databases. “Content-based” means that the search makes use of
the contents of the images themselves, rather than relying on human-imputed
metadata such as captions or keywords.

The visual features, used for indexing and retrieval, are classified in [11] into
three classes:

– primitive features that are low-level features such as color, shape, and tex-
ture;

– logical features that are medium-level features describing the image by a
collection of objects and their spatial relationships;

– abstract feature that are semantic/contextual features.

Current CBIR systems generally make use of primitive features [17], [18]. How-
ever, some general semantic layers are insufficient to model medical knowledge.
Consequently results are poor when common algorithms are general system of-
fers interpretation of images or even medium level concepts as they can easily be
captured with text. This loss of information from image data to a representation
by features is called the semantic gap [21]. To reduce this semantic gap, special-
ized retrieval systems have been proposed in literature [11],[20],[6]. Indeed, the
more a retrieval application is specialized for a limited domain, the smaller the
gap can be made by using domain knowledge.

Some interesting initiative like Image Retrieval in Medical Applications
(IRMA) [13] and medGIFT [16] propose a general content-based medical im-
age retrieval system. Even if the results are considerably improved with those
systems in the general content-based retrieval framework, still remain the chal-
lenge to bridge the semantic gap and the fusion between heterogeneous medical
multimedia sources.
1 Cross Evaluation Forum Language: http://www.clef-campaign.org/
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Some recent studies [3], [2] associate explicitly the image and the text. Statistic
methods are used for modeling the occurrence of document keywords and visual
characteristics. This system is very sensitive to the quality of the segmentation
of the images.

Some published works [19] propose to find a semantic of the text using Latent
Semantic Analysis. Visual information are extracted using color histograms and
edges,and next clustered using the Principal Component Analysis method. In
this approach, the two modalities are not combined using the LSA.

Other more recent initiatives study the use of LSA techniques. [22] apply the
LSA method to color and texture features extracted from the two media. The
conclusion of this study is that combining the image and the text through the
LSA method is not always efficient. [23] use the LSA method on the textual
and visual combined information. The tests are not really consistent, like the
database contain only few documents.

Interesting recent initiatives using LSA for combining text and image are pre-
sented in [7] for general images retrieval by the combination of different sources
(text and image) at the features level, after clustering. This approach, even
promising, is still subject to some empiric thresholds and parameters like the
number of visual clusters associated to the image indexes. The database - more
consistent that in [23] -, contains nevertheless only 4500 documents.

In our approach, we initiate a semantic level indexing and fusion, according
to a well known medical metathesaurus: the Unified Medical Language Sys-
tem. Even if this ontology is still perfectible (some incoherences and inconsis-
tencies still remain), this approach allows us to fuse the medical report and
image at the homogeneous medical conceptual level and the tests give us some
reliable indicators about its efficiency (the tests are operated on Clef Medical
Image Database containing 50 000 medical images). Moreover, the conceptual
level indexing and fusion will facilitate all future works concerning the seman-
tic query and case expansion, the context-aware navigation and query and the
data-mining.

3 General Framework: A Unified Medical Indexing

The main idea of our approach is to take deeply into account existing struc-
tured medical ontology/knowledge to reduce the indexing semantic gap and
improve the efficiency of the current general CBIR systems for medical im-
ages. The semantic indexing framework proposed consists of three main
modules:

1. Medical image analysis and conceptualization
2. Medical report analysis and conceptualization
3. Medical conceptual processing and balanced fusion

This article proposes a semantic approach by focusing on the medical image
and report fusion. This approach uses concepts from the Unified Medical Lan-
guage System (UMLS) to index both images and medical reports (Fig. 1). After
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Fig. 1. Unified conceptual indexing

an introduction to UMLS in section 3.1, each module of our system is described
in detail in the following sections.

3.1 Use of the UMLS Ontology for Improving the Fusion and
Retrieval Efficiency

The purpose of NLM’s2 Unified Medical Language System (UMLS)3 is to facili-
tate the development of computer systems that behave as if they “understand”
the meaning of the language of biomedicine and health.

The UMLS Metathesaurus is a very large, multi-purpose, and multi-lingual
vocabulary database that contains information about biomedical and health re-
lated concepts, their various names, and the relationships among them. The
Metathesaurus is organized by concept or meaning. All concepts in the Metathe-
saurus are assigned to at least one semantic type from the Semantic Network.
This provides consistent categorization of all concepts in the Metathesaurus at
the relatively general level represented in the Semantic Network.

In order to filter the UMLS concepts and relationships needed for the fusion,
medical case semantic indexing and query expansion, the Metathesaurus UMLS
Knowledge Source has been used. This Metathesaurus is composed by medical
concepts and is distributed with several tools (programs) that facilitate their
use, including the MetamorphoSys install and customization program. Meta-
morphoSys is the UMLS installation wizard and customization tool included in
each UMLS release. It may be used to exclude vocabularies that are not required
or licensed for use in local applications and to select from a variety of data output
options and filters.

Using MetamorphoSys, we have extracted all the Concept Unique Identifiers
(CUI) from the UMLS Metathesaurus UMLS file in order to build the concept
layer used for medical cases (image+report) indexing.

2 US National Library of Medecine - http : //www.nlm.nih.gov/
3 Unified medical Language System - http : //www.nlm.nih.gov/research/umls/
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3.2 Medical Image Analysis and Conceptualization

Concerning the image indexing part, our aim is to associate to each image, or
to each image region, a semantic label that corresponds to a combination of
UMLS concepts and visual percepts. We define three types of UMLS concepts
that could be associated to one image or one region:

– modality concepts that belong to the following UMLS semantic type: “Di-
agnostic Procedure”;

– anatomy concepts that belong to the following UMLS semantic types: “Body
Part, Organ, or Organ Component”, “Body Location or Region”, “Body
Space or Junction”, or “Tissue”;

– pathology concepts that belong to the following UMLS semantic types: “Ac-
quired Abnormality”, “Disease or Syndrome”, or “Injury or Poisoning”

Low level
feature

extraction

Low level
feature

extraction

Set
Learning

Training

Images

Medical

Classification

Semantic

SVM Classifiers

Visual Percepts

UMLS concepts
&

Fig. 2. Conceptual image indexing using SVMs

We propose a structured learning framework based on Support Vector Ma-
chines (SVMs) to facilitate modular design and extract medical semantics from
images (Fig. 2). We developed two complementary indexing approaches within
this statistical learning framework:

– a global indexing to access image modality (chest X-ray, gross photography
of an organ, microscopy, etc.);

– a local indexing to access semantic local features that are related to one
modality concept, one anatomy concept, and, sometimes, to one pathology
concepts.

After presenting our general learning framework, we detail both approaches
hereafter.

General Statistical Learning Framework: Firstly, a set of disjoint semantic
tokens with visual appearance in medical images is selected to define a Visual
and Medical vocabulary. This notion of using a visual and semantic vocabulary
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to represent and index image has been applied to consumer images in [15,14].
Here, we use UMLS concepts to represent each token in the medical domain.

Secondly, low-level features are extracted from image region instances to rep-
resent each token in terms of color, texture, shape, etc.

Thirdly, these low-level features are used as training examples to build a
semantic classifier according the Visual and Medical Vocabulary. We use a hier-
archical classification based on SVMs. First, a tree whose leaves are the Visual-
Medical terms is constructed. The upper levels of the tree consist to auxiliary
classes that cluster similar terms with respect to their visual appearance. A
learning process is performed at each node in the following way. If a node corre-
sponding to a cluster C has NC direct children, NC SVM classifiers are learned
to classify in one class against the NC − 1 other classes. The positive and neg-
ative examples for a class c ∈ C is respectively given by the instances of the
term(s) associated to the class c and the instances of the terms associated to the
NC − 1 other classes. This is a conditional learning in a sense as the classifiers
are learned given that a class belongs to a given cluster.

The classifier according the Visual and Medical vocabulary is finally designed
from the tree of SVM conditional classifiers in the following way. The conditional
probability that an example z belong to a class c given that the class belong to
the cluster C is first computed using the softmax function:

P (c|z, C) =
expDc(z)∑

j∈C expDj(z) (1)

where Dc is the signed distance to the SVM hyperplane that separate class c
from the other classes of the cluster C. The probability of a Visual-Medical term
VMTi (i. e. a leave of the tree) for an example z is finally given by:

P (VMTi|z) = P (VMTi|z, C1(VMTi))
L−1∏
l=1

P (Cl(VMTi)|z, Cl+1(VMTi)) (2)

where L is the number of hierarchical levels, C1(VMTi)) denotes the cluster to
which VMTi belongs, and Cl(VMTi) the cluster to which Cl−1(VMTi) belongs.
CL(VMTi) is the cluster containing all the defined classes (it corresponds to the
tree root).

Global UMLS Indexing According Modality: The global UMLS indexing
is based on a two level hierarchical classifier according modality concepts. This
modality classifier has been learned from 4000 images separated in 32 classes: 22
grey level modalities, and 10 color modalities. This images come from the CLEF
database (2500 examples), from the IRMA database (300 examples), and from
the web (1200 examples). The training images from CLEF database was obtained
from modality concept extraction using medical report. A manual filtering on
this extraction to remove irrelevant examples had to be performed. We plan to
automatize this filtering in the near future.

The first level corresponds to a classification according grey level versus color
images. Indeed, some ambiguity can appear due to the presence of colored
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images, or the slightly blue or green appearance of X-ray images. This first
classifier uses HSV three first moments computed on the entire image. The sec-
ond level corresponds to the classification according Modality UMLS concepts
given that the image is in the grey or the color cluster. For the grey level cluster,
we use grey level histogram (32 bins), texture features (mean and variance of
Gabor filtering for 5 scales and 6 orientations), and thumbnails (grey values of
16x16 resized image). For the color cluster, we have adopted HSV histogram
(125 bins), Gabor texture features, and thumbnails. Zero-mean normalization is
applied to each feature. For each SVM classifier, we adopted a RBF kernel with
modified city-block distance between feature vectors y and x that equally takes
into account each type of feature:

|y − x| =
1
F

N∑
f=1

|yf − xf |
Nf

(3)

where F is the number of type of features (F = 1 for the grey versus color clas-
sifier, F = 3 for the conditional modality classifiers: color, texture, thumbnails),
xf is the feature vector of type f, and x = {x1, ..., xF }.
The probability of a modality MODi for an image z is given by equation 2. More
precisely, we have:

P (MODi|z) =
{

P (MODi|z, C)P (C|z) if MODi ∈ C
P (MODi|z, G)P (G|z) if MODi ∈ G

(4)

where C and G respectively denote the color and the grey level clusters.
A modality concept can thus be assigned to an image z using the following

formula:
L(z) = max

i
P (MODi|z) (5)

The classifier has been first learned on the half on the training dataset to
evaluate its performance in the other half of the training dataset. The error rate
on the test set is about 18%, with recall and precision rates larger than 70%
for a large majority of the classes. The classification is quite good given the
intra-variability of some classes with respect to the class inter-variability. For
example, differentiate a brain MRI and a brain CT can be a hard task, even for
a human operator.

After learning (using the entire learning set), each database image is indexed
according modality given its low-level features. The index values are the proba-
bility values given by equation (4).

Local UMLS Indexing: To better capture the medical medical image con-
tent, we propose to extend this first modeling for local patch classification in
local visual and semantic tokens (LocVisMed terms). Each LocVisMed term is
expressed as a combination of Unified Medical Language System (UMLS) con-
cepts from Modality, Anatomy, and Pathology UMLS semantic types. In these
experiments, we have adopted color and texture features from patches (i. e. small
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image blocks) and a non hierarchical classifier based on SVMs and the softmax
function given by equation (1). A Semantic Patch Classifier was finally designed
to classify a patch according 64 LocVisMed terms. The color features are the
three first moments of the Hue, the Saturation, and the Value of the patch. The
texture features are the mean and variance of Gabor filtering using 5 scales and
6 orientations. Zero-mean normalization is applied to both the color and texture
features. We adopted a RBF kernel with modified city-block distance given by
equation (3).

The training set is composed of 3631 patches extracted from images mostly
coming from the web (1182 images coming from the web and 158 images from
the CLEF collection). The classifier has been first learned on a first half of this
training set to be evaluated on a second half. The error rate of this classifier is
about 30%.

After learning, the LocVisMed terms are detected during image indexing from
image patches without region segmentation to form semantic local histograms.
Essentially, an image is tessellated into image overlapping blocks of size 40x40
pixels after area standardization. Each patch is then classified in 64 semantic
classes using the Semantic Patch Classifier. An image containing P overlapping
patches is then characterized by the set of P LocVisMed histograms and their
respective location in the image. An histogram aggregation per block gives the
final image index : M × N LocVisMed histograms (each bin corresponding to
the probability of a LocVisMed term presence).

3.3 Medical Report Analysis and Conceptualization

In order to improve conventional text Information Retrieval approaches, we pass
form the text syntactic level to the semantic one. In the medical field, this step
requires the use of a specialized concepts from available thesaurus and metathe-
saurus. In this sense, the Unified Medical Language System help us to acquire
this pertinent higher level indexing, using a specific UMLS concepts extractor
like MetaMap, provided by the National Library of Medicine (NLM). A con-
cept is then an abstraction of this synonymous set of terms. Thus, conceptual
text indexing consists of associating a set of concepts to a document and uses
it as index. This set of concepts should cover the document theme. Conceptual
indexing naturally solves the term mismatch and the multilingual problem.

3.4 Medical Conceptual Processing and Balanced Fusion

Even if from the medical point of view, a medical case can have mode than
one associated medical image, for the retrieval purpose, we consider one case c
composed by one medical report and one medical image.

The main idea of our approach is to use the medical rapport and medical image
conceptual and/or visual-concept indexing in order to build an homogeneous
high level fusion approach for improve the retrieval system performances.

Such a medical case c will bring thus an indexing from the associated image
and respectively medical report:
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Λc
txt =

⎡
⎣CUIi1 λc

txti1

... ...
CUIin λc

txtin

⎤
⎦ , Λc

img =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

CUIj1 λc
imgj1

... ...
CUIjm λc

imgjm

V Ck1 λc
imgvc k1

... ...
V Ckp λc

imgvc kp

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6)

with: λc
txtil

= µc
txtil

· νc
txtil

· ωc
txtil

· γc
txtil

, l = 1, ..., n

λc
imgjq

= µc
imgjq

· νc
imgjq

· ωc
imgjq

· γc
imgjq

, q = 1, ..., m

λc
imgvc ks

= µc
imgvc ks

· νc
imgvc ks

· ωc
imgvc ks

· γc
imgvc ks

, s = 1, ..., p

where:

CUI is the notation for an UMLS concepts,
V C are visual concepts, mix between UMLS concepts and perception concepts,
µ means the indexing confidence degree,
ν is associated to the local relative frequency of the concept,
ω corresponds to the spatial localization fuzzy weight,
γ represents the semantic tree (modality, anatomy, biology, pathology and di-

rection) fuzzy weight.

For the medical case c (medical image and associated medical report docu-
ment) and the corresponding UMLS extracted concept CUIi, we obtain the next
fuzzy confidence indexing vector:

λc
i =

[
λc

txt i , λc
img i

]
=

[
µc

txti
· νc

txti
· ωc

txti
· γc

txti
, µc

imgi
· νc

imgi
· ωc

imgi
· γc

imgi

]
(7)

If the concept is a visual concept V Cs, we have:

λc
vc s =

[
0 , µc

imgvc s
· νc

imgvc s
· ωc

imgvc s
· γc

imgvc s

]
(8)

As the semantic medical report and image use the same homogeneous ontol-
ogy, the fusion takes into account the norm of the so obtained global credibility
vector λc

i as a projection of the c medical case to each concept CUIi:

prCUIi(c) = ‖λc
i‖

Obviously, we will find the same kind of projection of the case c to each associated
visual concept V Cs of the corresponding medical image:

prV Cs(c) = ‖λc
vc s‖

A medical case c will be then characterized by the vector Λc of the global
credibilities of all associated UMLS and visual concepts:

Λc =
[∥∥λc

i1

∥∥ ,
∥∥λc

i2

∥∥ , ... ,
∥∥λc

in

∥∥ ,
∥∥λc

vc1

∥∥ , ... ,
∥∥∥λc

vcp

∥∥∥]T
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The parameters used for the projection of a medical case on CUI or V C
are obtained by direct image and text pre-computation (indexing) - e.g. fuzzy
indexing confidence degree µ and the local relative frequency ν - or by fuzzy-
fication - for the spatial localization ω and semantic tree membership γ fuzzy
weights.

The indexing confidence degree µ is a fuzzy result directly given by the
classifiers (equation (4) used for the medical image indexing. For the text pre-
processing, a text indexing software (in our case, MetaMap) has been used for
calculate the local relative frequency νc

txti
of the concept occurrence in the given

medical report. If a patch extraction method is used for the image, the local rel-
ative frequency νc

imgi
will be computed using the relative weight of this concept

versus all the patches of the image. The spatial localization ω corresponds - for

Fig. 3. Spatial localization parameter ωtxt fuzzyfication

the text indexing - to the importance of the medical report XML tag or the sec-
tion from which the concept comes. For example, the < Diagnosis > paragraph
of the medical report, the physician synthesized the most important keywords
describing the disease (pathology) and the anatomic part. This tag will thus be
more important than (par example) the < Description > tag. In order to fuzzy
this subjective parameter, we propose the fuzzy membership sets presented in
the Fig. 3.

For the image indexing, the spatial localization corresponds to a special weight
accorded to a particular place in the image (e.g. the central patches for a CT
medical image or a circle sector shape object for a Doppler indexing).

The semantic tree membership γ intent to give a particular weight to a concept
belonging to a particular semantic tree (modality, anatomy, pathology, biology,
direction) according to the indexing source (image or text) of this concept. Par
example, a modality concept coming from the medical image indexing will have
more importance that a modality extracted from the medical report. Opposite,
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a pathology concept will have more “confidence” if extracted by the medical
report indexing service (Fig.4), with:

if CUIi ∈ MOD ⇒ α = σ
if CUIi ∈ ANA/BIO ⇒ α = 2σ
if CUIi ∈ PAT ⇒ α = 3σ

where σ corresponds to the size of the fuzzy membership function associated to
the influence zone of each semantic type.

Fig. 4. Semantic tree membership γ fuzzyfication

4 Results on CLEF 2005 Medical Images Benchmark

We apply our approach on the medical image collection of CLEF 4Cross Lan-
guage Image Retrieval track. This database consists of four public datasets
(CASImage 5, MIR 6, PathoPic 7, PEIR 8) containing 50000 medical images
with the associated medical report in three different languages. In 2005, 134
runs were evaluated on 25 queries containing at least one of the following axes:
anatomy (ex: heart), modality (ex: X-ray), pathology or disease (ex: pneumonia),
abnormal visual observation (ex: enlarged heart).

We test five approaches on these 25 queries to evaluate the benefit of using
a UMLS indexing, especially in a fusion framework. First, three UMLS image
indexing were tested on the visual queries:

1. Global UMLS image indexing presented in section 3.2 / Retrieval based on the
Manhattan distance between two modality indexes (modality probabilities);

4 CLEF - Cross Language Evaluation Forum - www.clef − campaign.org/
5 http://www.casimage.com
6 http://gamma.wustl.edu/home.html
7 http://alf3.urz.unibas.ch/pathopic/intro.html
8 http://peir.path.uab.edu
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2. Local UMLS image indexing presented in section 3.2 / Retrieval based on
the Manhattan distances between LocVisMed histograms.

3. Late fusion of the two visual indexing approaches (1) and (2)

The two last tests respectively concerns textual indexing and retrieval using
UMLS and the fusion between this textual indexing and the Global UMLS image
indexing (i.e. modality indexing). The integration of local information is under
developmen. The text indexing uses MetaMap software and give us the UMLS
associated concepts CUI with the corresponding relative frequencies ν. The
medical image indexing uses a global image approach giving essentially UMLS
modalities concepts CUIMOD, the associated frequency ν and SVM confidence
degree µ.

With these partial indexing information, we build the global confidence degree
λ such as:

λc
i =

[
λc

txt i λc
img i

]
=

[
1 · νc

txti
γc

txti
µc

imgi
νc

imgi
γc

imgi

]
Comparative results are given in table 1. For the visual indexing and re-

trieval without textual information, our results are quite good with respect
to the best 2005 results, especially when local and global UMLS indexes are
mixed. Our textual approach is on the first 2005 results (between 9% and
20%) but significantly under the approach proposed by Jean-Pierre Chevallet
(IPAL) in 2005 that uses a textual filtering on MeSH terms according three
dimensions: Modality, Anatomy, and Pathology. The high average precision is
principally due to this textual filtering. We have to notice that the associa-
tion between MeSH terms and a dimension had to be done manually. With
the use to UMLS metha-thesaurus, we have the advantage to have access to
these dimension thanks to the semantic type associated to each UMLS
concept.

Table 1. Comparative results on the medical task of CLEF 2005

Method Visual Textual MAP
Fusion between UMLS image indexes X 12.11%

Global UMLS image indexing X 10.38%
Local UMLS image indexing X 06.56%

Best automatic visual run in 2005 (GIFT) X 09.42%
UMLS textual indexing X 16.41%

Best automatic textual run in 2005
(DFMT) Dimension Filtering on MESH Terms X 20.84%

UMLS mixed indexing X X 24.07 %
Best automatic mixed run in 2005
(DFMT) + local semantic indexing X X 28.21 %

Best automatic mixed run in 2005
without dimension filtering X X 23.89 %
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We can verify the benefit of the fusion between image and text : from 16%
for the text only and 10% for the image only, we reach the 24% with a mixed
indexing and retrieval. We are slightly superior in average precision than the
mixed approaches that do not use dimension filtering.

5 Conclusion

The presented researches constitutes a very promising approach of semantic
indexing and late balanced fusion, in the medical cases retrieval framework.

One important contribution of this study is the use of a web-based up to date
medical metathesaurus (UMLS) in order to “standardize” the semantic indexing
of the text and the medical image. This allows to work on the same level for
both medical media and to have thus an homogeneous complementary point of
view about the medical case.

The introduction of a late semantic fusion for each common UMLS concept,
using multiple criteria weighted norm involving the frequency of a concept, the
indexing confidence degree, the spatial localization weight and the semantic tree
belonging, constitutes another important point to be underlined. The so obtained
vectorial norm represents a balanced projection of the medical case (document
and image) to the given UMLS concept, a consistent information enabling a
reliable and robust semantic retrieval.

Future developments become very promising using this homogeneous balanced
semantic fusion. Appropriate clustering methods should be able to bridge to med-
ical multimedia data-mining, opening the way to the evidence-based medicine
and other advanced medical research applications and studies.

In future evolutions of this application, our fusion approach will be improved
using the local visual information derived from the proposed local patch classifier.
Indeed, this method is complementary to the global medical image analysis and
will certainly improve the global retrieval results.

Otherwise, the use of the incremental learning based on the initial database
clustering, should be able to facilitate the development of an efficient real-time
medical case-based reasoning.

Finally, a semantic query and case expansion policy can be deployed using
the symbolic and statistic relation available in UMLS at the first time, and
the contextual behavior information extracted from the real use of the retrieval
system in the second time.
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Abstract. Visual information retrieval is an emerging domain in the
medical field as it has been in computer vision for more than ten years.
It has the potential to help better managing the rising amount of visual
medical data. One of the most frequent application fields for content–
based medical image retrieval (CBIR) is diagnostic aid. By submitting
an image showing a certain pathology to a CBIR system, the medical
expert can easily find similar cases. A major problem is the background
surrounding the object in many medical images. System parameters of
the imaging modalities are stored around the images in text as well as
patient name or a logo of the institution. With such noisy input data,
image retrieval often rather finds images where the object appears in
the same area and is surrounded by similar structures. Whereas in spe-
cialised application domains, segmentation can focus the research on a
particular area, PACS–like (Picture Archiving and Communication Sys-
tem) databases containing a large variety of images need a more general
approach. This article describes an algorithm to extract the important
object of the image to reduce the amount of data to be analysed for
CBIR and focuses analysis to the important object. Most current solu-
tions index the entire image without making a difference between object
and background when using varied PACS–like databases or radiology
teaching files. Our requirement is to have a fully automatic algorithm
for object extraction. Medical images have the advantage to normally
have one particular object more or less in the centre of the image. The
database used for evaluating this task is taken from a radiology teach-
ing file called casimage and the retrieval component is an open source
retrieval engine called medGIFT.

1 Introduction

Content–based visual information or image retrieval (CBIR) has been an ex-
tremely active research area in the computer vision and image processing do-
mains [1,2]. A large number of systems has been developed, mostly research
prototypes [3] but also commercial systems such as IBM’s QBIC [4] or Virage
[5]. The main reason for the development of these systems is the fact that an
ever–growing amount of visual data is produced in many fields, for example with
the availability of digital consumer cameras at low prices, but also with the pos-
sibility to make the visual data accessible on the Internet. The data commonly

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 476–488, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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analysed includes photographs, graphics, and videos. One typical application of
image retrieval is trademark images [6].

The medical field is no exception to this, and a rising amount of visual data
is being produced [7]. The radiology department of the University Hospitals of
Geneva alone produces currently more than 25, 000 images per day, mostly in
multi–slice tomographic series. The importance of retrieval of medical images
was identified early [8,9,10] and a large number of projects has started to in-
dex various kinds of medical images [11]. Not all of the projects are analysing
the visual image content, some simply use the accompanying textual informa-
tion for retrieval [12]. This is often called CBIR but should rather be called
context–based retrieval as the text describes the context, in which the image
was taken [13] rather than its content. Very few projects are currently used in
clinical routine. Most projects have been developed as research prototypes but
without a direct link to a need in a clinical application [14,15]. An example for a
system that was used as a prototype in a clinical setting is Assert that showed
a significant improvement of correct diagnosis when using the system [16,17],
especially among less experiences radiologists. Another active medical image re-
trieval project is IRMA1 [18,19], that concentrates on image classification and
the segmentation of medical images for retrieval. An annotated database was
developed in this project and a multi–axial code for image annotation [20].

medGIFT 2, our CBIR tool, extracts mainly local and global features such as
textures (based on Gabor filter responses) and grey level descriptors for the visual
similarity retrieval from our teaching file. It is based on the GNU Image Finding
Tool (GIFT 3) [21] and includes modifications to use a slightly different feature
space. One of the identified problems of retrieval is that a large part of the images
does not contain any important information for retrieval but rather noise. This
noise can be in the form of black areas around the principal object, but more often
in the form of text and logos that occur around a large number of objects in the
images. In this case, the area where the main object appears and the kind of noise
in the image has a significant influence on the retrieval that is sometimes hindering
a good performance. Our goal was to develop a completely automatic algorithm
to reduce this background noise and extract the important object in the medical
images of our database casimage4, a teaching file containing almost 9000 extremely
varied images from several modalities (CT, MRI, PET, ...) as well as photographs
and even powerpoint slides. To our knowledge no such algorithm for the extraction
of objects from a large variation of medical images exists as of yet. Another goal
was to have only an extremely small number of images with too much information
being removed from the images, so a rather conservative approachwas taken. Some
roughly related algorithms have already been used in the analysis of images and
also videos to identify text regions in the visual data [22,23] but we do not only have
to deal with text but with a large variety of structures that need to be removed.

1 http://www.irma-project.org/
2 http://www.sim.hcuge.ch/medgift/
3 http://www.gnu.org/software/gift/
4 http://www.casimage.com/
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2 Insight Toolkit

ITK 5 is an open–source (OS) software system for medical image segmentation
and registration. It has been developed since 1999 on initiative of the US National
Library of Medicine (NLM) of the National Institutes of Health (NIH). As an OS
project, ITK is used, debugged, maintained, and upgraded by several developers
around the world. It is composed of a large collection of functions and algorithms
designed specifically for medical images, and particularly for registration and
segmentation tasks. The entire library is implemented in C++ and can be used
on most platforms such as Linux, Mac OS and Windows. The decision to use
ITK was taken because of the quantity of simple manipulation tools and filters
it offers and the amount of medical segmentation research done based on it [24].
This allows us to concentrate on integrating tools rather than reprogramming
and reinventing them. Many medical images are stored in DICOM [25], a complex
standard, and ITK offers to open these images as well as other common standards
such as JPG and GIF, which constitute much of our medical teaching file. ITK
is the standard open source environment for medical image processing at the
moment.

3 Methods Applied

3.1 Functions Used for Background Removal

The algorithm employed assumes that the object to extract has gray levels highly
different from the background. Basically, an edge detection method is used to
find these fast transitions. Several other steps are needed to handle a maximum
of image types and remove some very specific problems that we identified. Much
of the fine tuning was performed based on results on a small subset of images.
Steps for the object extraction are:

– Removal of specific structures (University logo, typical large structures such
as a grey square at the bottom right of images);

– Smoothing;
– Edge detection;
– Removal of small structures;
– Cropping;

The casimage collection that we use [26] presents two main image parts that
interfere with the planned method. Several images contain the logo of the Uni-
versity hospitals in the upper left corner. Another problem is caused by a gray
level square in the lower right corner (Figure 3). These two structures are too
large to be removed during the foreseen noise cleaning step that well removes
text. For this reason, the logo and the square have to be removed first. The
hospital logo can be seen in Figure 1. It always appears in the upper left area in
roughly the same size, so we cut 90 pixels horizontally and 30 pixels vertically
5 http://www.itk.org/
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Fig. 1. Logo of the University Hospitals of Geneva

for further analysis containing mainly the large characters of the logo. Part of
the remaining text next to the logo is removed automatically in the following
steps. To detect whether there is a logo in the upper left corner two criteria were
defined. First, the number of white pixels in this area has to be in a certain range
(350–400 pixels) and an erosion with a structuring element of size 1 has to elim-
inate all white pixels. The second criterion is based on a specific aspect of the
logo: it is composed of fine horizontal lines. Thus, the erosion with a one pixel
radius structuring element is highly destructive. If the two criteria are positive,
the logo is removed by filling the region in black.

(a) (b) (c) (d) (e)

Fig. 2. The steps of the removal process: (a) thresholding for logo and grey square
removal, (b) logo and gray square removed, (c) median filtering for smoothing and
removal of small structures, (d) edge detection (e) thresholding

Gray squares (see Figure 3, first image, bottom right) also appear in many
images. To remove them, the lower right area is thresholded to select only very
light pixels. The resulting binary image is eroded then dilated to eliminate small
objects. If a square object is remaining, it is the gray square. This binary image
is used as a mask to eliminate the square from the original image.

Then, a median filter of size 4 is applied to smooth the image and already
remove many small structures such as part of the text on the black background.
Examples for the results of the various treatment steps can be seen in Figure 2.

The edge detection filter has as a consequence a weaker response and only
the main structures will remain. A GradiantMagnitudeImageFilter edge de-
tection filter from the itk package is used in this step to detect the structures
in the image. The aim of this structure removal step is to remove structures not
being part of the main object. This can be annotations (patient name, system
parameters, ...) but also simple frames around the image or a ruler. A binary
image is produced by thresholding the result of the edge detection (threshold 5,
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Fig. 3. Result of the algorithm on a CT scan and a scintigraphy image

5-255 are mapped to 255 the rest to 0). Remaining small objects are removed
by measuring the size of connected components. The size for removing objects
depends on the image size itself. We use a simple cutoff for images having more
than 1000 × 1000 pixels where we remove objects up to a size of 300 pixels and
smaller images where we remove objects of a maximum size of 50 pixels. Some
small structures can be part of the main object, so the image is dilated (filter size
5) and then eroded (filter size 4) before the removal (a closing operation). This
leads to a merging of neighbouring structures, which keeps slightly fragmented
structures together. Unfortunately this also leads to connecting some text parts
where the characters are fairly close and large. The bounding box of the result
is finally computed, and the output image is created with the part of the orig-
inal image contained in the box. The parameter settings of the filters and for
removing connected components were obtained by systematic testing and trials
with several “harder” images. Figure 4 contains some more results of the object
extraction process, where a small part of the images was removed.

Fig. 4. Results on a colour image and a radiograph with small enhancements

On a Pentium IV computer with 2.8 GHz and 1 GB of RAM, the entire
extraction process takes slightly more than 1 second making it feasible for a
collection of 9000 images on a simple desktop computer.

3.2 Encountered Problems

Due to the variety of image types and acquisition systems, our algorithm can
not handle all specific problems. In particular, the text part in images can be
too large or too dense to be considered as noise (see Figure 5). Another problem
can occur in CT scans, when the patient support under the patient appears on
the image and is considered as part of the main object (Figure 6).
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Fig. 5. Images where the text is not recognised and as a consequence not removed

Fig. 6. In these CTs, the structure under the body is too important to be discarded

4 Results

4.1 Extraction Results

To evaluate the accuracy of the extraction algorithm, a subset of 500 medical
images from the 9000–image collection was randomly extracted from the casim-
age database and the algorithm was executed on these images. Then, each result
was rated with respect to extraction quality. To simplify this task, a visual PHP
interface was built that presents each extracted object next to its corresponding
original image. It allows the validator to classify the result into one of these four
quality classes:

1. Class 1: The object is extracted as wanted.
2. Class 2: The image is fine but no work was needed.
3. Class 3: The result contains the object, but some background remains.
4. Class 4: Parts of the object are lost.

The 500 results were classified into these four categories by one validator familiar
with the database. An optimal result was achieved for 389 images (204 in class
1 and 185 in class 2). For 105 images, parts of the text or background could not
be removed, with most of the images having at least part of the background re-
moved, so quality is at least better than before, although not perfectly satisfying.
Six images have too much of the image being removed in error.
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Fig. 7. Structures on these two images are too fine and taken for noise

Of these, two are not medical images but drawings and text (Figure 7). Part
of the fine structures was removed in these images. The quantity of lost informa-
tion is negligible for three of the other four images (Figure 8). Only one image
has a serious loss due to the object extraction but even this image contains all
diagnostically relevant image information. It can clearly be seen that the algo-
rithm has some problems with very slow changes in the images as the contrast
of the main object is not marked enough for edge detection.

Fig. 8. The four other images where too much was removed

For our goal of CBIR, it is important to eliminate or reduce the amount of
useless information but not lose any important parts of the images for retrieval.
The results have to be evaluated in terms of improvement and deterioration.
Classes 1 and 3 constitute an improvement of the image for content–based image
retrieval (about 60% of the images), and class 4 which contains around 1% of
the images is a deterioration of the images. For about 39% of the images, the
object extraction was not necessary.

An analysis of the number of removed pixels per image on the entire 9000–
image dataset shows that 3000 images have more than 10% of the pixels removed,
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1600 images more than 20% and 500 images even more than 50% of the pixels.
This shows the large amount of data that could be removed in a simple object
extraction algorithm.

4.2 A Simple Improvement

To improve the results of our system on the images of class 3, we ran our algo-
rithm a second time on all the already segmented images. We regarded this step
as a necessary trial because some images contained a manually introduced border
plus the actual image background. The majority of the images stayed unchanged
but results were much better for 11 images among the 500 images observed. On
the images of the class 1 and 2, no change appeared, but 2 images of class 4
present worse results. These two images are the text fragment and the thoracic
radiograph shown beforehand. An analysis of the second step of segmentation
shows that in 90% of the images less than 10% of the pixels were removed in
this second step. Still, it also shows that more parts of the background could be
removed by simply applying the same algorithm twice.

4.3 Retrieval Results

The entire casimage database in its original form as well as after a simple segmen-
tation and after running the segmentation twice were indexed using medGIFT.
medGIFT first scales the images to 256×256 pixels and then indexes them with
the following feature groups:

– a global colour and gray level histogram;
– local gray level information by partitioning the image successively four times

into four subregions and taking the mode colour of each region as feature;
– a global histogram of Gabor filter responses (4 directions, 3 scales and 10

strengths for quantisation);
– local Gabor filter responses within the entire images in blocks of size 16.

To compare the features, a frequency–based weighting similar to the text re-
trieval tf/idf weighting is used (see [21] for more details):

feature weightjq =
1
N

N∑
i=1

(
tfij · Ri

) · log2
(

1
cfj

)
, (1)

where tf is the term frequency of a feature, cf the collection frequency, j a feature
number, q corresponds to a query with i = 1..N input images, and Ri is the
relevance of an input image i within the range [−1; 1].

Subjective impressions when using the system show an important improve-
ment in retrieval quality. A few queries deliver worse results in a first step, but
much better results once feedback is applied. Figure 9 shows a retrieval result
without the use of feedback using a single image as query, and Figure 10 shows
a result after one step of feedback for the same image once on the segmented
and once on the non–segmented database.
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Fig. 9. Comparison of retrieval results without user feedback

Besides the subjective evaluation of the retrieval results, we also used the
query topics and relevance judgements that were created in the ImageCLEF 6

competition [27,28] for retrieval and compared them with the medGIFT base sys-
tem. This competition created 26 query topics that contain one example image
per topic, only, and no text. The lead measure for the competition is the mean
average precision (MAP) that is used in most text retrieval benchmarking events
such as TREC (Text REtrieval Conference) and CLEF (Cross Language Evalu-
ation Forum). This measure is averaged over all 26 query topics. The medGIFT
system has a MAP of 0.3757 and was among the three best visual systems in
the competition. The results for the segmented database are slightly surprising
as they do not appear to be better but rather slightly worse (MAP 0.3562). We
also tried out two more configurations of grey levels and Gabor filters. Using 8
grey levels instead of 4 and 8 directions for the Gabor filters leads to even worth
results (MAP 0.3350). When using 8 grey levels but the same Gabor filters, the
results are even slightly worth than the latter (MAP 0.3322). The second run
of the segmentation lead to very similar results (MAP 0.3515). This surprising
result can partly be explained with several effects that are due to the way the
groundtruth is being produced after the CLEF submissions. As only part of
6 http://ir.shef.ac.uk/imageclef/
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Fig. 10. Comparison of retrieval results with one step of user feedback

the database (a ground truth pool) is controlled for the ground truthing, sys-
tems with very differing techniques have a disadvantage [29], even more so if not
included into the pool before the ground truthing [30], which was the case as
this technique did not participate at the actual competition. We discovered that
some of the images found to be relevant with the algorithm do not appear in the
relevance set as in the competition no other system retrieved these images at a
high enough position to be included into the pool.

Another problem is the loss of shape information when cutting off directly
next to the object. Leaving a few background pixels around the object might
improve retrieval as artifacts of the Gabor filters are reduced and more shape
information is available in this case.

5 Conclusions

In image retrieval systems for specialised medical domains, image segmentation
can focus the search very precisely. Retrieval in broad, PACS–like databases
needs different algorithms to extract the most important parts of the image for
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indexing and retrieval. We present such an algorithm that works completely+
automatic and quickly, and as a consequence can be applied to very large data-
bases such as teaching files or even entire PACS systems. Some of the recognised
problems might be particular for our setting but they will appear in a similar
fashion in other teaching files. The particular problems will need to be detected
for any other collection.

Our solution is optimised to have very few images where too much is cut off
as this could prevent images from being retrieved. This fact leads to a larger
number of images where part of the background remains. We need to work on
removing these missed parts as well while keeping the number of images with
too much being removed low. One idea is to not only use the properties of text
for removal but to really recognise text boxes entirely and remove them from
the images. Maybe, together with OCR (optical character recognition) it might
be possible to even use the obtained textual data to improve retrieval quality.

We also plan to participate in the 2005 ImageCLEF competition so our sys-
tem is taken into account for the ground truthing and results become better
comparable with the other techniques used. We also need to find out whether
we cut off too much around the objects for retrieval and we should rather leave
a few pixels around the objects so our shape detectors work better on the object
form. Data reduction for general medical image retrieval is necessary and our al-
gorithm is one step towards a more intelligent indexing of general medical image
databases removing part of the noise surrounding the objects in the images.
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Abstract. There have been many features developed for images, like Blob, 
image patches, Gabor filters, etc. But generally the calculation cost is too high. 
When facing a large image database, their responding speed can hardly satisfy 
users’ demand in real time, especially for online users. So we developed a new 
image feature based on a new region division method of images, and named it 
as ‘stripe’. As proved by the applications in ImageCLEF’s medical subtasks, 
stripe is much faster at the calculation speed compared with other features. And 
its influence to the system performance is also interesting: a little higher than 
the best result in ImageCLEF 2004 medical retrieval task (Mean Average 
Precision — MAP: 44.95% vs. 44.69%), which uses Gabor filters; and much 
better than Blob and low-resolution map in ImageCLEF 2006 medical 
annotation task (classification correctness rate: 75.5% vs. 58.5% & 75.1%). 

Keywords: Stripe, image feature, image retrieval, image annotation. 

1   Introduction 

In the medical field, with the increasingly important needs from clinicians, 
researchers, and patients, interactive or automatic image retrieval and annotation 
based on content are being paid more and more attention. An open medical image 
collection has been published by ImageCLEF since 2003 and the realistic scenarios 
are used to test performance of different retrieval and annotation systems [1]. 
ImageCLEF1 is a part of Cross language Evaluation Forum (CLEF) and includes two 
parts: Adhoc (for historic photographs) and ImageCLEFmed (for medical image 
retrieval and annotation). In 2005, 13 groups from the world joined its medical image 
retrieval task, and 12 groups joined the annotation task.  

Whatever the methods they used, the common basic problem is how to choose and 
calculate image features. Some features (like Blob, image patches, etc.) are powerful 
but the computational cost is too high, so as to be difficult to be used for online 
purpose when facing an open dataset. Some others are a little weak for all kinds of 
medical images. To explore more efficient features will be a permanent objective for 
the researchers in this field. 
                                                           
1 http://ir.shef.ac.uk/imageclef/ 
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In this section firstly we will review the features reported in the past literature in 
ImageCLEF. Then we will give our solution for a fast and efficient image feature. 

1.1   Image Features Used in ImageCLEF 

In [2], based on some small regions/blocks like 5x5 or 3x3, HSV histogram (16x4x4), 
Canny edges (8 directions) and texture (first 5 DCT coefficients, each quantized into 
3 values) are used. Then the three components are connected to a feature vector. 

In [3], all the images are resized into 256x256 at first. Then they are divided into 
smaller blocks with the size 8x8. Average gray values of the blocks are taken to form 
the image feature vector. 

In [4] and [5], RGB color quantization is processed and the image pixels are 
classified as border or interior according to 4-neighbor connection in the 4x4x4=64 
color space. Then color histogram is computed based on border pixels or interior 
pixels and used as the feature vector. Besides of this, global texture histogram is 
computed from local edge pattern descriptors, using a Sobel filtering, and edge map 
of a whole image is divided into 4 equal squares and projected to vertical and 
horizontal axes to form the feature vector. 

In [6], 32x32 down-scaled low resolution map (DLSM) of each image is used as 
layout feature. Further more, color histogram, global texture descriptors, and invariant 
feature histogram are also used, especially for Tamura features, which include 
coarseness, contrast, directionality, line-likeness, regularity, and roughness. 

In [7], Gabor features and Tamura features are used. 
In [8], there are following features: global texture features based on co-occurrence 

matrix, histogram of edge direction based on Canny edge detection, global shape 
features based on 7 invariant moments. 

In [9], Tamura features, in which only 3 features are chosen: coarseness, contrast, 
directionality, are quantized into 6x8x8=384 bins based on the normalized image 
256x256, ignoring the aspect ratio. 

In [10], 4 features are used: 8x8 DLSM, global gray histogram by dividing the 
image into 9 sections, coherent moment based on pixel clustering and 8-neighbor 
connection, color histogram. 

In [11], after partitioning the images successively into four equally sized regions (4 
times), color histogram and Gabor filters are used in the different scales, and global 
and local features are both considered. 

In [12], 16x16 DLSM is used, with regional feature Blob, and 3 texture features: 
contrast, anisotropy, and polarity. 

 Image patches [13] and random sub-windows [14] are also used in ImageCLEF 
and they had very good results in the annotation subtask. Both of them directly use 
pixel gray values of the small blocks. For image patches, salient points are extracted 
at first in the work of [13]. 

According to the last report of ImageCLEF’s committee, in visual-only medical 
image retrieval task, Blob features reached the highest position in 2005; in annotation 
task, image patches got the No.1 position in 2005. But whether Blob or image 
patches, their computation cost is very high. This forces researchers to keep on 
searching more efficient features. We put forward the ‘stripe’. 
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1.2   Stripe: An Efficient Feature Based on a New Grid Method of Images 

By dividing an image into different kinds of grids, we can extract features based on 
the cells of grids. To make it easily handled, histogram of each cell is calculated and 
we call the cells ‘stripes’, as shown in Fig.1. For one image, all its stripes’ histogram 
queues in order and forms a feature vector. 

(a) (b) (c)

(d) (e)

R1

R2

Rn

R1

R2

Rn

 

Fig. 1. Stripes’ kinds: (a) horizontal stripes (R1, R2, … , Rn); (b) vertical stripes; (c) square-
cirque stripes (R1, R2, … , Rn); (d) left-tilt stripes; (e) right-tilt stripes 

Compared with other image features, stripes have following characteristics:  

 Faster at the calculation speed; 
 More adaptive to different sizes of images without resizing them; 
 More suitable for ‘vague’ matching where for medical images, they are so 

different even in a same class, and precise shape matching is impossible but 
statistical features can match well 

 Without losing the information of spatial positions 

2   Stripe Generation 

Stripe is a kind of local feature of images. To generate it, firstly we divide an image 
into regions; secondly we choose suitable features to represent the regions.  

Considering the division of an image as shown in Fig.1, we can define different 
‘stripes’: Horizontal, vertical, square-cirque, left-tilt, right-tilt. 
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2.1   Horizontal and Vertical Stripes  

In this case, we use straight lines equally to divide an image into some horizontal and 
vertical regions. For each division, the widths of all the regions are probably equal 
while sometimes except the last region, because of different image sizes in an image 
database. But for all the regions, the bins of histogram are the same, starting from 2 at 
least. The number of bins will be decided by experiments and training dataset. It 
should be bigger if the image gray values vary a lot in the regions. 

For example, for Fig.1 (a), there are n stripes: R1~Rn. For each stripe the 
histogram has m bins. When using percentage denotation (P1, P2, … , Pm), only the 
first (m-1) bins are needed because the total sum should be 1. Then the feature vector 
will be (P1,1…Pn,m-1) which is derived from the following queue: 

(R1  R2  … Rn) 
P1,1 P1,2 … P1,m-1     P2,1 P2,2 … P2,m-1    … Pn,1 Pn,2 … Pn,m-1 

2.2   Square-Cirque Stripes 

As shown in Fig.1 (c), the stripes start from the center/core of the image. When users 
give the number of stripes in an image, the widths of the stripes are correspondingly 
defined. The size of the core stripe (R1) will be adjusted to satisfy the rule that all the 
other stripes have the same width in the horizontal and vertical directions separately. 

This kind of stripe is designed to simulate some disc-like medical images like 
skull, heart, etc. It is useful to distinguish skull from chest x-ray. 

   
(a)   (b) 

Fig. 2. Medical images: (a) skull; (b) chest 

On this sense, square-cirque stripes can provide some shape information. How to 
generate the square-cirque feature vector is similar to section 2.1. 

2.3   Left- and Right-Tilt Stripes 

Tilt stripes are designed to track the rotation of an image. Fig.3 gives two rotation 
examples. Statistics following the direction of tilt angles will make the feature vector 
more meaningful. And it can decrease the influence of the white border regions. 

Though there are different rotation angles for different images, only ±45° lines are 
chosen to form the tilt stripes in our program. Surely for more precisely calculation, 
more angles should be considered. But this will increase the computation cost. Why 
choosing ±45° lines? Besides the advantage of geometrical calculation without the 
need to judge by pixels, another one is that if rotate the image in a 90° angle, the left-
tilt program can be reused to calculate right-tilt stripes. 
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   (a)    (b) 

Fig. 3. Rotation vs. normal: (a) hand; (b) finger 

How to generate the tilt feature vector is similar to section 2.1 when the stripes 
queue is up-to-bottom. 

2.4   Stripe Feature Vector for an Image 

For an image, its feature vector is formed when connected all the stripe vectors 
together. For example, given an image w x h (w: width, h: height), in our program 
users just need to define two parameters: Ns—the number of stripes for each kind, and 
Nb—the number of histogram bins. Then the length of the last feature vector of the 
image will be Ns  x (Nb-1) x 4.5. Ns should be even because the square-cirque stripes 
are symmetric to axes. Then it is clear that the image sizes won’t influence the feature 
vector’s length, so that it is no need to resize all the images to a fixed width and height. 

3   Application of Stripes in ImageCLEF Tasks 

We apply the stripe feature method into some tasks of ImageCLEF. The first 
experiment is based on the medical image retrieval task in 2004; the second experiment 
is based on the medical annotation task in 2006. The effect of stripes is compared with 
other features and the system performance is evaluated correspondingly. 

3.1   ImageCLEF 2004: Medical Image Retrieval Task 

According to [15], near to 9000 images are available in this task, and 26 topics are 
included. In [16], it says in all published results based on the same frame, the best 
result is from GIFT, with its MAP 44.69%. By Blob features and PCA as described in 
[17], we reached a higher MAP 45.35%.  

• Precision 
Using the same dataset and PCA method in [17], when STRIPE features take place of 
Blob features, the best MAP is 44.95%, which is 0.58% higher than GIFT, but 0.88% 
less than Blob. 
• Time 
Though Blob’s result is slightly better, its computation cost is very high. In our case 
to process 8717 images the total time is longer than one week, with 13 computers 
working simultaneously. The worst PC has a 1.1G CPU and 128M RAM. 

However in the case of STRIPES, when using the ‘worst’ PC (1.1G CPU + 128M 
RAM), the longest process costs 35 minutes with the parameter Ns=8, Nb=30. 
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Fig. 4. Comparison: (a) MAPs at recall points (5, 10, 20, 100) for 3 methods; (b) MAPs of 26 
topics; (c) PR-curve 

Obviously for future online application, STRIPE has great advantage at the speed 
compared with Blob. In Fig.4 the comparison in MAP and PR-curve is shown. 

As we can see, in Fig.4(a), at the first 5 and 10 recall points, MAP of STRIPE is 
higher than the others’; in Fig.4(b) and (c), STRIPE performs better than GIFT and 
close to Blob. 
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Fig.5. Correctness rates of 3 methods: DLSM, Blob, STRIPE, for all 116 classes 
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3.2   ImageCLEF 2006: Medical Image Annotation Task2 

Slightly different from the task in 2005, which is described in [12], in this year the 
annotation task includes 116 classes, and 1000 images are provided as development 
set, whose ground truth is known. The training set’s volume is the same as before, 
including 9000 images, as well as for testing set, including 1000 images.  

Our experiment is based on the training set and development set. The STRIPE 
features, Blob features, and DLSM features (16x16) are used separately. And we use 
SVM as the classifier. At last the correctness rates are 75.5%, 58.5%, and 75.1%. In 
Fig.5 the correctness for each class is shown. 

4   Conclusions and Future Work 

Stripe features have great advantage at computation speed, which is very interesting 
in online applications. With the comparison in two tasks from ImageCLEF, the 
reliability of the stripe features is also proved. It can enhance the system’s 
performance to a higher degree. For future work, more kinds of stripes should be 
mined, like more rotation angles for tilt stripes. And more features can be considered 
besides histogram. 
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Abstract. In real-life searches in information, a set of information re-
trieved by a query influences user’s knowledge. Usually this influence
inspires the user with new ideas and new conception of the query. As a
result, the search in information is iterated while the user’s query is con-
tinually shifting in part or whole. This sort of search is called an “evolving
search,” and it performs an important role also in academic information
retrieval. To support the utilization of digital academic information, this
paper proposes a novel system for academic information retrieval. In the
proposed system, which is based on a multiagent framework, each piece
of academic information is structured as an agent and provided with
autonomy. Consequently, since a search is iterated by academic informa-
tion itself, part of an evolving search is entrusted to the system, and the
user’s load to retrieve academic information can be reduced effectively.

1 Introduction

To support the utilization of digital academic information (e.g., scholarly mono-
graphs, valuable books, historical materials, etc.), various academic information
retrieval systems have been proposed. However, even if users use those systems,
many tasks (e.g., evaluating the retrieved information, generating new queries
based on the evaluation results, etc.) are left for the users to find the needed
academic information.

To overcome this problem, we propose a novel system for academic infor-
mation retrieval. The proposed system is based on a multiagent framework,
and designed especially for supporting part of an “evolving search,” which per-
forms an important role in information retrieval. In this system, each piece of
academic information is structured as an agent and provided with autonomy.
Consequently, since a search is iterated by academic information itself, part of
an evolving search is entrusted to the system, and the user’s load to retrieve
academic information can be reduced effectively.

2 Retrieval of Academic Information

This section explains an “evolving search,” and describes the existing methods
for information retrieving and their limitations on the evolving search support.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 497–507, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2.1 Evolving Search

In real-life searches in information, a set of information retrieved by a query
influences user’s knowledge. Usually this influence inspires the user with new
ideas and new conception of the query. Consequently, as shown in Fig. 1, the
search in information is iterated while the user’s query is continually shifting in
part or whole. This sort of search is called an “evolving search” [1]. Since the
change of user’s knowledge is fairly active in searching academic information,
the evolving search performs an important role also in this process. Therefore,
it is expected that a system for supporting the evolving search is effective in
academic information retrieval.

User

A new query is generated.

User’s knowledge is changed 
by retrieved information.

Knowledge Space Composed of Information

Query 0

Information 0

Information 4

Query 4Query 1

Information 1

Query 2

Information 2

Information N

Query N

Information 3

Query 3

User’s own
inspiration

User’s own 
inspiration

Fig. 1. Evolving search

Query shifts in the evolving search are of two types; we refer to the one as an
“unexpected shift” and the other as an “expected shift.” Since the unexpected
shift is chiefly due to the user’s own inspiration, it is difficult to predict on a
system. Compared to this, the expected shift is mainly caused by the data ob-
tained from the information that is retrieved with the preceding query. This type
shift corresponds to routine procedures such as retrieve one set of information
after another according to the data obtained from the previously retrieved infor-
mation. Digital academic information is generally given several metadata (e.g.,
subject, references, etc.). Therefore, by extracting metadata from the retrieved
information and generating new queries from them, it is possible to produce the
expected shifts on the system and release the user from the routine procedures.
Hence, in this paper, to support the utilization of academic information, we
propose an information retrieval system that produces the expected shifts and
carries out part of the evolving search.

2.2 Existing Methods for Information Retrieval

To support the utilization of academic information, various systems have been
proposed. They assist the users mainly with information searches based on meta-
data such as Dublin Core [2], and use the following methods for improving the
accuracy in information searching.
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– Statistics are computed from the user’s search records, and they are intro-
duced into information search process as the user’s interests [3].

– With the aid of thesaurus or ontology, a query given by the user is converted
or expanded to more appropriate ones [4,5].

– Retrieval results evaluated by the user are fed back to the system, and used
for the succeeding information search process [6,7].

Although those methods can improve the accuracy in information searching,
they have the following limitations on the evolving search support:

– Since it takes time to detect the change of user’s interests from his/her search
records, the user’s interests change cannot be introduced into information
search process immediately.

– Even if a new knowledge or viewpoint has been discovered and published,
that knowledge or viewpoint cannot be employed for information search
process until it is registered on the thesaurus or ontology.

– Retrieved information is analyzed by the user, and the iteration of informa-
tion search process based on the analysis is entrusted to the user.

In the process of academic information retrieval, various metadata can be ob-
tained from the retrieved information. However, the existing methods cannot
employ them for information search process at an opportune moment in an ap-
propriate way, and thus they cannot produce the expected shifts in the evolving
search effectively.

3 Evolving Search Support

This section proposes a method for supporting part of the evolving search, and
then explains the concept of active information resource, which is a key technique
to actualize the proposed method.

3.1 Evolving Search Support Cycle

For supporting part of the evolving search in academic information, the proposed
method iterates the cycle of the following three steps until the number of itera-
tions reaches a given limit or new queries cannot be generated any further. This
evolving search support cycle aims to produce the expected shifts on a system
effectively.

Step 1. Basic Search
A given query is compared to the metadata in each piece of academic infor-
mation, and a set of appropriate academic information is acquired.

Step 2. Selection
The pieces of information acquired by the preceding “Basic Search” are
classified into groups, and several pieces of information important to the
user are selected from each group.
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Step 3. Query Generation
Metadata are extracted from the information selected by the preceding “Se-
lection,” and new queries for the succeeding “Basic Search” are generated
by modifying the current query according to the extracted metadata.

This cycle can be summarized as Fig. 2. Through the iteration of the cycle, the
proposed method intends that the set of information retrieved until the t th
cycle c(t) should be used by the steps in the t+1 th cycle c(t+1) at an opportune
moment in an appropriate way.

Selection

Basic
Search

Search start

Query

One set of information
after another is retrieved.

Retrieved
Information

Search end

Query
Generation

Queries

User

Academic Information Retrieval System

Step 1

Step 2

Step 3

Fig. 2. Evolving search support cycle

3.2 Active Information Resource

In every evolving search support cycle, the proposed method generates new
queries from the set of retrieved academic information. For generating highly
effective new queries, it is necessary to make full use the metadata obtained
from each piece of retrieved academic information individually. To achieve this,
by employing the concept of active information resource, each piece of academic
information is provided with autonomy.
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Fig. 3. Active information resource



An Academic Information Retrieval System Based on Multiagent Framework 501

An active information resource is a distributed information resource (e.g.,
text, image, sound, etc.) that is structured as an agent to enhance and extend
its activity and flexibility. As shown in Fig. 3, an agent maintains not only the
contents of information resource themselves, but also the knowledge and func-
tions for supporting the utilization of its contents. When an agent receives a
request message from the user or other agents, by using the utilization support
knowledge (USK) and invoking the utilization support functions (USFs), the
agent carries out tasks for its own contents and responds to the request mes-
sage actively. Furthermore, through the exchange of messages, each agent can
cooperate autonomously with others in a distributed environment, and achieves
complicated tasks flexibly.

By applying this concept to academic information, academic information can
actively carry out the steps in the evolving search support cycle, and employ
the various metadata obtained from the retrieved academic information at an
opportune moment in an appropriate way.

4 Academic Information Retrieval System with Active
Information Resource

This section describes the structure of the proposed academic information re-
trieval system, and explains its process for supporting the user’s retrieval work.

4.1 Structure of the Proposed System

As shown in Fig. 4, the proposed system consists of two areas; one is a “pub-
lic area” and the other is a “personal area.” In the public area, each piece of
academic information is structured as an agent (AI-Ag) based on the concept
of active information resource, and these AI-Ags are open to all users of the
system. Every user has his/her own personal area, where retrieved AI-Ags are
stored and an agent (User-Ag) serving as an interface between the user and the
system is activated.

Each AI-Ag maintains the contents of academic information themselves, and
preserves the metadata of the contents as part of USK. Part of the metadata
(currently used in the system) are listed in Table 1. In addition to these, every
AI-Ag has USK and USFs for carrying out the evolving search support cycle
actively.

Table 1. Part of the metadata in AI-Ag’s utilization support knowledge (USK)

(1) identifier An unambiguous reference to the resource within a given context.
(2) title A name given to the resource.
(3) creator An entity primarily responsible for making the content of the resource.
(4) subject The topic of the content of the resource.
(5) coverage The extent or scope of the content of the resource.

((2)∼(5) are regarded as the sets of keywords.)
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Fig. 4. Structure of the proposed system

A User-Ag maintains a user profile that specifies search conditions and the
user’s interests (the items specifying the user’s interests are represented by the
sets of keywords and priorities) as part of USK. Part of the items (currently used
in the system) are listed in Table 2. In addition to these, the User-Ag has USK
and USFs for serving as the interfaces between the user and the system as well
as between the personal area and the public area.

Table 2. Part of the items in User-Ag’s utilization support knowledge (USK)

(1) maxt The maximum number of the evolving search support cycle to be
iterated.

(2) maxn The maximum number of AI-Ags to be selected in a cycle.
(3) mink The threshold of accepting a query.

(The minimum number of the matched keywords.)
(4) coverage The extent or scope of the user’s interests.
(5) subject The topic of the user’s interests.

((4), (5) are represented by the sets of keywords and priorities.)

4.2 Process in the Proposed System

Step 0. Initial Query Generation
The User-Ag receives a keyword from the user, and generates an initial query
by composing the search conditions (Table 2 (1)∼(3)), keywords in the USK
(Table 2 (4), (5)), and the received keyword. For every keyword in the query,
a priority is given; the received keyword is provided with the top priority,
and others are provided with the priorities in the USK. The generated query
is sent to AI-Ags in the public area as a message, and the first cycle is
started.
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Step 1. Basic Search
When AI-Ags in the public area receive a query message, each AI-Ag com-
pares the keywords in its own USK (Table 1 (2)∼(5)) with the keywords in
the received query. If the number of matched keywords is larger than mink
(Table 2 (3)), the AI-Ag accepts the query message and decides that its own
academic information is suitable for the query.

Step 2. Selection
To prevent redundant query generation, the following procedures are car-
ried out through the cooperation among the AI-Ags that accept the query
message.
1. The AI-Ags that accept the query message classify themselves into sev-

eral groups. Each group is comprised of AI-Ags that have the same key-
word (we refer to it as a “group keyword”).

2. In each group, every AI-Ag computes its own importance I by

I =
∏N

n=1 Pn , (1)

where N is the number of keywords in the query, and Pn is the penalty
for mismatched keyword of the n th priority (currently, P1 = 0.80, P2 =
0.85, P3 = 0.90, P4∼N = 0.95 are used for mismatched keywords, and
Pn = 1 is used for matched keywords).

3. The AI-Ag of the highest I is chosen from every group (let it be AI-
Ag∗). Each AI-Ag∗ searches the personal area for the AI-Ags having its
own group keyword, compares the keywords in its own USK with the
keywords in the found AI-Ags’ USK, and determines m, which is the
number of mismatched keywords. To reflect the user’s interests, each
AI-Ag∗ revises its own importance by

I = I × αm , (2)

where α is a penalty (currently, α = 0.90 is used).
In this step, not more than maxn (Table 2 (2)) AI-Ags are selected from the
set of AI-Ag∗s in order of revised I.

Step 3. Query Generation
Each selected AI-Ag generates new query by modifying the current query.
The mismatched keyword with the top priority in the current query is re-
placed by the keyword with the top priority in the USK (the replaced key-
word is provided with the top priority). Each generated new query is sent to
AI-Ags in the public area, and the succeeding Basic Search is started.

The cycle of Step 1∼3 is iterated until the number of iterations reaches a
given limit maxt (Table 2 (1)) or new queries cannot be generated any further.

5 Experiments

To confirm the effectiveness of the proposed system, we performed experiments
of academic information retrieval.
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5.1 Experimental Environment

A prototype system was implemented on a PC (Celeron 2.0GHz, 768MB mem-
ory, RedHat9.0). AI-Ags and User-Ag were actualized as agents in ADIPS/DASH
framework [8]. As shown in Fig. 5, each agent in the ADIPS/DASH framework
consists of a communication module CM, knowledge module KM, action module
AM, and base process BP. To cooperate with other agents, an agent exchanges
messages with others by using the CM, and to perform assigned tasks, the agent
controls its own BP through the AM. The KM holds rule sets used for exchanging
messages and controlling BP. The USK in AI-Ags and User-Ag was installed as the
rule set in the KM, and the USFs were implemented as the BPs (Java programs).

Messages

Communication Module (CM)

Action Module (AM)

Knowledge Module (KM)

other agents

agent
Base Process (BP): Java Program

Fig. 5. Structure of an agent in the ADIPS/DASH framework

For the experiments, 150 journal papers (information retrieval, network, know-
ledge engineering, image processing, and semiconductor) were used as a test set.
Each of them was structures as an AI-Ag, and the metadata extracted from a
journal paper were installed as part of the USK in the corresponding AI-Ag.

Ten graduates of information science enrolled the experiments as test users.
Every user selected the required journal papers from the test set in advance.
The journal papers selected by each user were regarded as the correct result of
information retrieval for the corresponding user in the experiments. Every user
set the USK in the User-Ag severally in advance, and through the experiments,
each user used the same setting of his/her own User-Ag (maxt, maxn, mink were
set to 5, 3, 2, respectively).

5.2 Results of the Experiments

Experiment 1.
This experiment was equivalent to the evolving search without the evolving
search support cycle.
Step 0. To begin with, each user chose a keyword.
Step 1. The user inputted the keyword into the system.
Step 2. The system carried out the Basic Search only once, and presented the

user with the AI-Ags (academic information) selected in the Selection.
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Step 3. The user chose one new keyword among the metadata obtained
from the presented AI-Ags.

Step 1∼3 were iterated 5 times, and AI-Ags selected through this iteration
were regarded as the retrieval result.

Experiment 2.
This experiment was equivalent to the proposed method except that AI-Ags
stored in the personal area (i.e., the AI-Ags retrieved by the previous cycles)
were not referred.
Step 1. The user inputted the keyword into the system.
Step 2. The system iterated the cycle until the number of iterations reached

maxt = 5 times or new queries could not be generated any further.
Experiment 3.

This experiment was equivalent to the proposed method. In the experiment,
the same procedures as Experiment 2 were performed except that AI-Ags
stored in the personal area were referred.

Table 3. Results of the experiments

Experiment 1: without the evolving search support cycle
avg. min. max.

Total number of
retrieved pieces 46.7 24 73
retrieved correct pieces 1.4 0 4

Recall [%] 46.0 0.0 100.0
Precision [%] 3.6 0.0 9.1
F measure [%] 6.8 0.0 16.7
Necessary time [s] 715.7 444.0 1787.0

Experiment 2: with the evolving search support cycle referring no retrieved
information in the personal area

avg. min. max.
Total number of

retrieved pieces 23.6 17 33
retrieved correct pieces 1.5 0 3

Recall [%] 40.5 0.0 75.0
Precision [%] 6.5 0.0 10.5
F measure [%] 11.1 0.0 15.8
Necessary time [s] 94.2 87.0 101.0

Experiment 3: with the evolving search support cycle referring retrieved infor-
mation in the personal area

avg. min. max.
Total number of

retrieved pieces 25.2 15 31
retrieved correct pieces 2.3 1 4

Recall [%] 62.8 25.0 100.0
Precision [%] 9.2 3.4 13.3
F measure [%] 16.0 6.3 23.0
Necessary time [s] 93.4 87.0 108.0
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Every test user performed Experiment 1, 2, and 3 one time. In Experiment 2
and 3, each user inputted the same keyword as he/she chose in Step 0 of Ex-
periment 1. Table 3 summarizes the results of the experiments. The evolving
search support cycle improved the precision in academic information retrieval
(Experiment 2, 3); moreover, by using the pieces of academic information stored
in the personal area, it increased both the recall and the precision substantially
(Experiment 3). These results show that the proposed system could employ the
metadata obtained from the retrieved academic information effectively. Further-
more, the evolving search support cycle reduced the necessary time for academic
information retrieval drastically (Experiment 2, 3). The reason for this is that
the evolving search support cycle carried out the Query Generation and elimi-
nated the time required for the user to generate new queries. These results mean
that the proposed system could release the user from the routine procedures.

6 Conclusions

This paper has proposed a novel system for academic information retrieval, and
discussed the details and the effectiveness of the proposed system.

The proposed system is based on a multiagent framework, and designed es-
pecially for supporting the evolving search caused by expected query shifts. In
the proposed system, a search in information is iterated by academic informa-
tion itself, and the metadata obtained from the retrieved academic information
can be introduced effectively into the search process. The experimental results
showed that the proposed system improved the accuracy and the efficiency in
the academic information retrieval.

For future research directions, we would like to address the following issues:

– Currently, the proposed system used naive keyword matching algorithms in
the steps in the evolving search support cycle. For increasing the accuracy
in academic information retrieval, it is necessary to improve the algorithms
for these steps, particularly for introducing the change of user’s knowledge
into these steps effectively.

– To apply the proposed system to a huge set of academic information, some
mechanisms are required for reducing the message traffic among AI-Ags. For
this purpose, it is expected that methods for clustering AI-Ags and managing
them as hierarchically structured groups are effectual.
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Abstract. Different Web log studies calculate the same metrics using different 
search engines logs sampled during different observation periods and processed 
under different values of two controllable variables peculiar to the Web log 
analysis: a client discriminator used to exclude clients who are agents and a 
temporal cut-off used to segment logged client transactions into temporal ses-
sions. How much are the results dependent on these variables? We analyze the 
sensitivity of the results to two controllable variables. The sensitivity analysis 
shows significant varying of the metrics values depending on these variables. In 
particular, the metrics varies up to 30-50% on the commonly assigned values. 
So the differences caused by controllable variables are of the same order of 
magnitude as the differences between the metrics reported in different studies. 
Thus, the direct comparison of the reported results is an unreliable approach 
leading to artifactual conclusions. To overcome the method-dependency of the 
direct comparison of the reported results we introduce and use a cross-analysis 
technique of the direct comparison of logs. Besides, we propose an alternative 
easy-accessible comparison of the reported metrics, which corrects the reported 
values accordingly to the controllable variables used in the studies. 

1   Introduction 

Different works describe the results of the user studies centered on the search behav-
ior on the Web which analyze different search engines logs (e.g. [1, 2, 5]), and some 
metrics of the search behavior reported in these studies have the same name (session 
length, terms per query, fractions of certain queries, etc.). Few works [3, 5] directly 
compare these results to evaluate the differences between the user interactions with 
different engines. However, no work is devoted to the techniques of the Web log 
analysis and to the comparison techniques. As a result, we cannot be sure that a direct 
comparison of the reported results of the differently conducted studies is well 
grounded. We can’t be sure that the differences discovered in the comparative analy-
sis are not artifacts resulting from the differences in the methods used in the compared 
studies. This paper tries to fill this gap. 

The differences of the results may be caused by the combinations of the features of 
interfaces, query languages and search methods used by the different search engines, 
the differences in the contexts, the cultural differences, and the differences between 
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the techniques used in different studies. The latter instrumental factor has been out of 
a rigorous investigation so far. If this factor may explain only minor differences (i.e. 
those smaller than the differences between the reported results) we may confine our-
selves to comparison of the reported results. On the contrary, if the method varying 
induces varying of the results at lest of the same order of magnitude as the reported 
differences, then (1) the role of this factor should be taken into account in the com-
parison of the reported results, and (2) this is a sound reason to conduct a cross-
analysis of the logs. 

In the Web log analysis, the sources of the results differences are controllable vari-
ables assigned by the researchers. These are a client discriminator to exclude non-
human users (agents) and multi-user clients (local networks), and a temporal cut-off 
to segment a time series of user transactions into temporal sessions. Sensitivity of the 
calculated metrics to these variables is investigated in Chapter 4. For each log we 
investigate the effect of the controllable variables on the considered metrics. Since 
this influence is significant we should use approaches alternative to the direct com-
parison of the reported results. 

In Chapter 5, we consider the cross-analysis of the logs, in which the same tool un-
der the same conditions analyses logs of different search engines. However, the direct 
cross-analysis of the logs is an expensive procedure and its applications are limited by 
the fact that the explored logs of not all search engines are available. 

In Chapter 6, we describe another approach — to take into account the values of 
controllable variables used in the different log studies and to compare the accordingly 
corrected reported results rather the reported results themselves. This indirect cross-
analysis of the reported results is an easy-accessible procedure based on the reported 
results: if each study reports the values of the controllable variables we can use corre-
sponding values of the correction factors to correct and to compare the cognominal 
metrics reported in these studies. The sensitivity analysis allows to estimate the inter-
val values of the correction factors. 

2   Controllable Variables of the Web Log Analysis 

The knowledge about the user search behavior that can be obtained from the Web 
transaction logs radically differs from the knowledge extracted from the logs of ear-
lier non-HTTP-based information retrieval systems. The limits of the Web log analy-
sis result of: 1) impossibility to reliably detect an individual human user; 2) the Web 
logs contain transactions rather than queries segmented into search sessions. 

To avoid these problems the Web log analysis uses two controllable variables: 1) a 
client discriminator (usually measured in transactions) to exclude local networks and 
agents conducting more transactions than a client discriminator (CD) value and 2) a 
temporal cut-off  (TCO) to segment a client transactions into temporal sessions. These 
controllable variables are arbitrary and differently set in different Web log studies. 
For example the Excite project used 15 min TCO [5], the Yandex study [1] reports 
about two TCO values (30 min and 1 hour). In turn, the CD values used in the differ-
ent log studies seem to be incomparable: CD may be measured either in unique que-
ries or in transactions, it may be assigned to the entire observation period, while  
observation periods may vary from few hours to weeks, so CD values assigned for the 
whole periods are incomparable. 
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3   Terms, Data and Technique Used 

In this paper, we distinguish unique queries submitted by a client during some time 
interval (e.g. during the whole observation period) and transactions. While transac-
tions are frequently referred to as queries we avoid doing this. We consider only one 
of possible session classes, a temporal session as any sequence of the single user 
transactions with the same search engine cut from the previous and successive ses-
sions by TCO interval. To analyze logs we developed the Crossover mobile programs. 
This pack is used in both the sensitivity analysis and the direct cross-analysis of logs. 
The main program of the Crossover is adjustable to the specific search engine query 
languages and log formats.  

The logs of two search engines were used: the Russian-language Yandex (7 days, 
2005, 175,000 users accepted cookies), and the Excite: 1999 log fragment (8 hours, 
537,639 clients) and 2001 log sample (24 hours, 305,000 clients). The Excite data 
were used to elaborate the results comparable with both (a) the Yandex results yielded 
by the same analyzer and (b) results previously yielded on the same logs. 

The observation periods of different log samples are different. When CD is meas-
ured in unique queries, it creates a problem. E.g., what a compatible CD value should 
be assigned to the week sample if 10 unique queries are set for the 8-hour sample? To 
overlook this problem we use the sliding temporal window technique. We select a 
sliding window size T (not longer than the smallest observation period), assign certain 
client discriminator N (measured in unique queries or transactions) to this window 
and slide the window over time series of the client transactions comparing a number 
of client’s queries transactions covered by the window with N. If in some position of 
the window this number is bigger than N we exclude this client as an agent. 

In this paper, CD is measured in unique queries covered by 1-hour sliding window. 

4   Results Sensitivity to Controllable Variables 

The metrics used in the Web log analysis are divided into 2 classes: (1) depending on 
both CD and TCO, and (2) depending only on CD. The “per transaction” metrics (a 
query length or fractions of some kind of queries, e.g., Boolean queries, queries con-
taining quotations, etc.) don’t depend on TCO. The same metrics considered “per 
unique query” also don’t depend on TCO when we consider unique queries per client 
but these metrics depend when “unique queries per session” are considered. 

All the metrics depend on the CD variable. Fig. 1 shows how several TCO-
independent metrics are changed over unique queries (left) and transactions (right) 
submitted during the entire observation period: the metric value m(n) on the figure 
corresponds to all clients the number of queries (transactions) submitted by whom is 
not bigger than n. The behavior of the fraction of AND-queries is surprising, espe-
cially as a function of the number of transactions. 

Table 1 reports the “unit” values of some metrics corresponding to the combination 
<TCO=15 min, CD=1 unique query per 1-hour sliding window>. We use these unit 
values to normalize the values corresponding to combinations of longer TCOs and 
bigger CDs. For example, if the ‘average session length’ metric equals to 1.53 trans-
actions for <TCO=15 min, CD=1 unique query per 1-hour sliding window> and it 
equals to 2.11 transactions under <TCO=30 min, CD=3 u. q. per 1-hour window> 
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Fig. 1. Cumulative fractions of AND- and quotations- queries in the Excite-99, Excite-01 and 
the Yandex logs over unique queries and transactions submitted by the client 

combination then the normalized value of this metric is 2.11/1.53 = 1.38. Table 2a 
shows the normalized values of “transactions per temporal session” metric, which 
depends on both TCO and CD. Table 2b shows values of TCO-independent metrics. 

Table 1. Metrics values corresponding to the ‘unit’ combination of the controllable variables 

 
transactions per 
temporal session 

AND OR quotations plus minus 

Excite-1999 1.53 2.78% 0.13% 5.76% 2.07% 0.05% 
Excite-2001 1.59 8.28% 0.08% 6.36% 2.08% 0.06% 
Yandex-2005 1.66 0.19% 0.03% 1.98% 0.30% 0.11% 

Table 2a. Normalized values of the transactions per temporal session metric 

 Excite 1999 Excite 2001 Yandex 2005 
                          TCO (min) 
CD (unique queries) 

15 30 60 15 30 60 15 30 60 

   1 1 1.03 1.05 1 1.03 1.04 1 1.04 1.07 
   2 1.19 1.25 1.28 1.21 1.26 1.29 1.16 1.23 1.28 
   3 1.31 1.38 1.44 1.35 1.42 1.47 1.28 1.37 1.45 
   5 1.44 1.53 1.61 1.52 1.62 1.70 1.43 1.57 1.67 

Table 2b. Normalized values of TCO-independent metrics corresponding to different CDs 

 Excite 1999 Excite 2001 Yandex 2005 
CD:  2 3 5 2 3 5 2 3 5 

AND 1.08 1.10 1.12 1.11 1.14 1.16 1.05 1.11 1.21 
PLUS 1.13 1.20 1.28 1.20 1.39 1.60 1.17 1.20 1.37 
quotations 1.10 1.13 1.19 1.13 1.21 1.39 1.10 1.15 1.21 

The influence of TCO is predictable: the greater this cut-off value, the longer a 
temporal session and the greater are corresponding metrics. On the other hand, as seen 
from Table 2a this influence is small. Thus, we can directly compare the reported 
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results of the studies, which differ only by the TCO values. However, the results sig-
nificantly depend on the assigned CD value (Tables 2a and 2b). 

The variations of two controllable variables, especially the CD may explain 30-
50% of the differences between metric values. These variations are of the same order 
of magnitude as the differences between the results of the Excite, AlataVista, Fireball 
and FAST logs studies, which are considered as significant [3, 5]. 

The results of the sensitivity analysis show that the direct comparison of the re-
ported results of the different log studies is unreliable. This is a reason for conducting 
a direct cross-analysis of the logs. On the other hand, the sensitive analysis suggests a 
way of comparison of the reported results more reliable than the direct comparison. 

5   Direct Cross-Analysis of Logs: Crossover Study 

Undoubtedly reliable results are produced by a cross-analysis of logs, in which the 
same tool under the same or maximum similar conditions analyzes the logs. To con-
duct the cross-analysis Crossover study we use our Crossover tool. Tables 1 and 3 
illustrate the results of the cross-analysis of the Excite-99, Excite-2001 and Yandex-
2005 logs. The Yandex users (Table 1) use Boolean operators very rarely but we 
should take into account a usage context: the Yandex help recommends the users not 
to use Boolean operators. When compared, the results of the Crossover study and the 
results of the Excite project produced on the same Excite logs (Table 3) appear to be 
close within the limits induced by controllable variables. 

Table 3. Excite project and Crossover study results on the same logs and the same15 min TCO 

 Excite-1999 log Excite-2001 log 
 Exc. prj. Crossover study Exc. prj. Crossover study 
   CDs used: N/A 1 2 3 5 N/A 1 2 3 5 
terms/query 2.4 2.40 2.46 2.49 2.52 2.6 2.51 2.60 2.64 2.69 
AND 3% 2.8% 3.0% 3.1% 3.1% 10% all 8.3% 9.2% 9.4% 9.6% 
PLUS 2% 2.1% 2.3% 2.5% 3.0% Boolean 2.1% 2.8% 2.9% 3.3% 
quotations 5% 5.8% 6.3% 6.5% 6.9% 9% 6.4% 7.2% 7.7% 8.4% 

6   Indirect Cross-Analysis of the Reported Results 

As mentioned above, the sensitivity analysis suggests a way to compare the reported 
results: to re-calculate the results as if they had been calculated under the same com-
bination of controllable variables. Let some metric m be estimated for two combina-
tions of controllable variables (TCO1,CD1) and (TCO2,CD2). A traditional approach 
directly compares m(TCO1,CD1) and m(TCO2,CD2). Alternatively, the indirect cross-
analysis of the reported results compares m(TCO1,CD1)/cm(TCO1,CD1) and 
m(TCO2,CD2)/cm(TCO2,CD2), where cm(TCO,CD) is a conversion function analogous 
to functions tabulated in Tables 2a and 2b. While the stability of these functions esti-
mated on the different logs is an issue, the values estimated on the 8-hour Excite-99 
fragment and the week Yandex sample are surprisingly similar (Tables 2a and 2b). 
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Let’s consider an example. Let one study report 5% of queries containing PLUS, 
and the other speaks about 4%. The studies use correspondingly the 5 and 1 unique 
query per 1-hour sliding window CD values. Since CD=5 corresponds to [1.28; 1.60] 
interval value for the PLUS-fraction metric (Table 2b) we should compare 4% with 
the interval value [5/1.60; 5/1.28]  [3.1; 3.9]. Thus, a fraction of the PLUS queries is 
bigger in the study reported the smaller value. 

7   Conclusion 

To make a step to valid comparison of the different search engines logs we introduced 
and applied the techniques of the sensitivity analysis and two types of the cross-
analysis. The sensitivity analysis shows significant varying of the metrics values 
depending on the controllable variables of the Web log analysis. The differences 
caused by controllable variables are of the same order of magnitude as the differences 
between the metrics reported in different studies. The direct comparison of the re-
ported results is an unreliable approach. To overcome the method-dependency of the 
direct comparison of the reported results we introduce and evaluate an expensive 
cross-analysis technique of the direct comparison of the logs and an easy-accessible 
indirect comparison of the reported metrics, which corrects the reported values of the 
metrics accordingly to the used values of the controllable variables. 

Acknowledgements. Finally, the author feels obliged to thank Ilya Segalovich, Ian 
Ruthven and anonymous reviewers for helpful comments. 
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Abstract. This paper presents an approach for image annotation prop-
agation to images which have no annotations. In some specific domains,
the assumption that visual similarity implies (partial) semantic similarity
can be made. For instance, in medical imaging, two images of the same
anatomic part in a given modality have a very similar appearance. In the
proposed approach, a conceptual indexing phase extracts concepts from
texts; a visual similarity between images is computed and then combined
with conceptual text indexing. Annotation propagation driven by prior
knowledge on the domain is finally performed. Domain knowledge used
is a meta-thesaurus for both indexing and annotations propagation. The
proposed approach has been applied on the imageCLEF medical image
collection.

Keywords: Conceptual Indexing, Annotation Propagation, Visual
Similarity.

1 Introduction

Automatic image annotation is still a very difficult task. Achieving reliable au-
tomatic annotation is even more difficult when the resulting annotations are
to be used for information retrieval purposes. The information retrieval task is
highly semantic: it consists of finding a document which content matches the
user information need specified most of the time at an abstract level. In the case
of medical domain, the task can be to find similar cases of a patient in order to
find some similar way to cure a disease. This level of abstraction is difficult to
reach because of the so-called “semantic gap” between meaning and signal.

In some cases, the assumption that visual similarity implies (partial) seman-
tic similarity can be made. Assuming we have a collection of images with free
text annotations, the goal is to transfer some image annotations to images that
are visually similar. Compared to other approaches found in the literature, the
proposed approach makes use of a priori knowledge in order to select the anno-
tations which are strongly characterized by the visual appearance. This paper
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presents some results on concept propagation using a medical database of images
associated with text.

We propose an approach composed of three main phases: conceptual text in-
dexing, visual indexing, and concept propagation. A graphical representation of
the processing flow can be found in Fig. 1. The input of the process is a set of
images coupled with textual documents. The role of conceptual text indexing is
to extract concepts from the annotations (1). Visual indexing (2) computes the
similarity between pair-wise images of the collection. Annotation propagation
(3) uses the results of (1) and (2) to produce new annotations.

Conceptual
Text Indexing

Feature
Extraction

Concept
Propagation

Textual
Documents

+
Images

Extended
Document
Collection

Visual
Similarity

Computation

1

2

3

Visual Indexing

Fig. 1. Overview of the proposed approach

This paper is structured as following. Section 2 gives an overview of the state
of the art of annotation propagation. Section 3 explains the conceptual index-
ing process of textual annotations. Section 4 shows how visual indexing leads to
a similarity matrix of the images contained in the collection. Section 5 details
the principles of concept propagation. Section 6 details results obtained on Im-
ageCLEFmed [1] collection. Section 7 concludes this paper and presents future
research directions.

2 Related Works

As explained in [2], two categories of approaches are usually used for dealing
with the automatic image annotation problem. The first one poses the automatic
image annotation problem as a supervised learning problem. In this case, classes
are defined a priori and annotations and images are considered separately. A set
of manually annotated samples is then used to train a set of classifiers. Image
annotation is finally performed by using the resulting classifiers. This type of
approach has been used in [3] and in [4]. The second category of approaches
consists of a joint modelling of the statistical links between textual annotations
and image features. The process of annotation propagation is then modeled as
statistical inference. An example of such work can be found in [2] and [5].

The novelty of the approach proposed in this paper is that the semantic prop-
agation is performed at a conceptual level whereas most other works stay at
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a text level. This means that propagation is not based on textual annotations
but on a conceptual representation derived from the textual annotations. Prop-
agating annotations at a conceptual level enables to solve ambiguity problems
when a given image is inconsistently annotated. It is also the only way to apply
a semantic control of propagated annotations. In this paper, we will show that
this control is crucial to ensure positive benefit of propagation.

3 Conceptual Text Indexing

Conventional text Information Retrieval (IR) approaches extract words or terms
from text and use them directly for indexing. Despite staying at the text “signal”
level (syntactic) and the simplicity of word extraction, this method is most of the
time effective enough to be used in various applications including web search.
This success is probably due to the relatively higher semantic level of text com-
pared to other media. Despite this fact, we think that rising up one more step
in abstraction should produce better index and should offer more control like
semantic filtering for automatic annotation propagation.

Conceptual text indexing consists of associating a set of concepts to a doc-
ument and using it as index. Conceptual indexing naturally solves the term
mismatch problem described in [6], and the multilingual problem.

In this paper, we focus on concept propagation for completing missing infor-
mation in a restricted domain (medical), and we use a large dedicated concept
set: UMLS1 provided by the National Library of Medicine (NLM). For concept
extraction, we uses MetaMap [7] provided by NLM. This tool associates part of
speech to input text to detect noun phrases. One of the difficulties in concept
finding relies on term variation. Even a large meta-thesaurus like UMLS cannot
cover all possible term variations. MetaMap computes a large set of possible
variation and try to match the largest best combination to an UMLS entry. Af-
ter concept extraction, we use the classical vector space model for indexing and
matching.

4 Visual Indexing

The visual indexing process is based on patch extraction on all the images of
the collection followed by feature extraction on the resulting patches. Let I be
the set of the N images in the document collection. First, each image i ∈ I
is split into np patches {pk

i }1≤k≤np . Patch extraction on the whole collection
results in np × N patches. Fig. 2 shows the result of patch extraction for one
image.

For a patch pk
i , the numerical feature vector extracted from pk

i is noted
fe(pk

i ) ∈ Rn. The low-level features extracted on patches are RGB histograms.
32 bins are considered for each color component. This implies that the numerical
vector extracted for one patch is of dimension 96.
1 http://www.nlm.nih.gov/research/umls/
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Fig. 2. This grid corresponds to the 25 patches extracted on this image. One histogram
(96 bins) is extracted for each patch of the grid.

The visual similarity between two images i and j, δI(i, j), is computed as the
average of pairwise L2 distances between feature vectors extracted from patches.

δI(i, j) =

∑np

k=1 L2(fe(pk
i ), fe(pk

j ))
np

Our goal is, for any image i of the collection, to evaluate its visual similarity
to all the other images j of the collection. Since δI(i, j) = δI(j, i) and that
δI(i, i) = 0, the number of distances to compute is (N2/2) − N . δI can be seen
as disimilarity matrix. For our experiments, we have chosen L2 as the Euclidian
distance.

5 Concept Propagation

Concept propagation is based on the following hypothesis: two images that are
visually similar share some common semantics. Indexing documents at a concep-
tual level enables to control the meaning of the propagation. Our model consists
of a set of textual documents D, and a set of associated images I indexed by
a set of concepts ∆(d) = {ci}. Each image in I is associated with at least one
document in D. The image set I is projected into a space from which we only
know a distance function δI between any image pair δI(i1, i2) from I × I. The
distance δ is related to a visual similarity. Each document d is connected to
any other document through the image space. This produces a new function δD

between two documents. Among possible choices for the building of δD, for our
purpose, as our emphasis is the visual similarity, we propose to define δD(di, dj)
as the minimum distance δI between the set of images associated to di and the
set associated to dj . As each document is associated to a set of concepts, concept
propagation consists of transferring concepts from a source document di to a
target set of document τ(di) based on function δD(di, dj). We define the target
function τ(d) that selects a target set of documents and τk(di) as the k Nearest
Neighbors of di according to δD. Finally, concept propagation P on document d
is performed by producing a new concept set ∆1(d) from the original one ∆0(d) :

∆1(τk(d)) = P (∆0(τk(d)), ∆0(d))

Propagation P can be performed several times to obtain a final indexing ∆n

after n iterations.
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6 Experimentation

As our method is based on semantic indexing terms categories, we need an
indexing method that enables filtering on semantic categories. We have chosen
the Medical CLEF [1] test collection because documents of this collection are
medical cases associating medical images and multi-lingual texts with a set of
test queries.

We use UMLS meta-thesaurus which is structured as a semantic network
composed of semantic types and of semantic groups. Here are some examples of
semantic groups: Living Beings (LIVB), Diagnostic Procedures (PROC), Disor-
ders (DISO), Anatomy (ANAT).

Fig. 3. Semantic group repartition on CasImage (left) and Peir (right) collections.
CasImage and Peir are sub-collections of CLEFImage.

Fig. 3 shows the percentage of presence of a semantic group in the collection
CasImage (left). Five main semantic groups appear in every document (Pro-
cedure, Living Beings, Disorders, Concepts & Ideas, Anatomy). The need for
propagation of annotation is then rather low because this collection is already
well annotated. The right side of Fig. 3 shows a much different repartition of the
semantic groups. Only Anatomy is present in 95% of the documents. The goal
of the propagation is to try to fill remaining 5% left. This task is rather diffi-
cult. The information on procedure, which includes the modality of the image,
is much lower: Less that 30% of image have this information. Query distribution
is different and emphasis Disorders, Procedures, Concepts and Anatomy. Our
experimentations are focused on these semantic groups: due to the query dis-
tribution, we get more chance to measure a noticeable change when computing
mean average precision using this query set. For testing concept propagation,
we set up an indexing baseline (Fig. 4 and Fig. 5). We use the Log for term fre-
quency weighting, inverse document frequency and cosine for matching distance.
For this baseline, we obtain a mean average precision2 of 0.1307.

2 Computed using treceval program.
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We have tested different propagation P with different k for the target function
τk. The influence of k value is difficult to interpret because of its instability. We
have experimentally fixed k = 10. The full propagation (noted FULL in Fig 4)
just transfers every concept. Propagation using semantic group authorizes con-
cept transfers only if no concept from this group exists in the target document.
A more precise filtering (noted ST ANAT and ST PROC) performs at the se-
mantic type level: in this case, only concepts of the semantic group are used.
Concepts of this group are transferred only if no concept of the same semantic
type is found in the target document.

Figure 4 shows propagation results for few semantic groups. The left figure
shows the results for the first propagation, the right figure after 4 propagations.
These results show a clear difference between this simple semantic filtering and
no filtering: performing semantic filtering is always better than transferring all
index information.

In order to examine closely the effect of propagation, we have degraded the
original MetaMap indexing, by randomly deleting a given percentage of concepts
belonging to the ANAT semantic groups. The goal is then to recover the lost
information by the propagation mechanism described in section 5. Figure 5 shows

Fig. 4. Propagation 1 time (left), 4 times (right) for k=10

Fig. 5. Degradation of semantic group ANAT
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results from 0% to 95% of anatomical concepts degradation. The MAP of the
baseline also decreases when more degradation occurs. In Fig 5 we can see the
evolution of the MAP for the baseline and ANAT and ST ANAT extension when
degradation percentage is increasing. The same k = 10 is chosen and the results
are computed after 4 expansions (∆4 concepts set). Although we are not enable
to fully recover removed information, we can notice that 5% of information lost
affect the baseline but not really the extended version (for ANAT expansion
only). Moreover, from 5% to 70% of information lost, our concept propagation
always performs better than the baseline. From our point of view, this result
clearly demonstrates the benefits on using a conceptual indexing and performing
semantically controlled concepts propagation. If a large amount of information
is lost (80% to 95%), no improvement is measured.

7 Conclusion and Future Works

Indexing for Information retrieval consists of associating annotations to docu-
ments to facilitate their access. User needs are usually highly semantic, and low
level indexing (at signal level), is not precise enough to solve precise queries
because of the well known semantic gap. To bridge this gap, we see no other
possibilities than providing the system knowledge it needs to ”understand” user
queries. Unfortunately, collecting valuable knowledge at large scale is a huge
task, and the way this knowledge can be used in IR is not that clear. In sub do-
main like medicine, where large valuable knowledge set like UMLS is nowadays
available, conceptual indexing opens new opportunities. This paper has shown
that conceptual indexing enables inter-media information exchanges. Even, if
this work is at its beginning, we have shown the clear benefit of concept index-
ing and propagation using visual similarity, mainly in the case of low ratio of
index completeness (by simulation using concept degradation). We believe our
approach opens up new research opportunities to go toward bridging the gap
from visual to semantic indexing.

One important improvement that should be made to visual similarity is the
use of several categories of low-level features (e.g. texture features). The use
of several types of features would enable adaptive propagation based on prior
knowledge. For instance, geometric features are very important to characterize
the anatomy. Therefore, these features should be given a higher importance when
propagating anatomy-related concepts. Providing such prior knowledge can be
done in a user-friendly way by using visual concepts as in [8].
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Abstract. We investigate the effectiveness of query structuring in the
Japanese language by composing or decomposing compound words and
phrases. Our method is based on a theoretical framework using Markov
random fields. Our two-stage term dependence model captures both the
global dependencies between query components explicitly delimited by
separators in a query, and the local dependencies between constituents
within a compound word when the compound word appears in a query
component. We show that our model works well, particularly when using
query structuring with compound words, through experiments using a
100-gigabyte web document collection mostly written in Japanese.

1 Introduction

Japanese text retrieval is required to handle several types of problems specific
to the Japanese language, such as compound words and segmentation [1]. To
treat these problems, word-based indexing is typically achieved by applying a
morphological analyzer, and character-based indexing has also been investigated.
Some researchers compared this kind of character-based indexing with word-
based indexing, and found little difference between them in retrieval effectiveness
(e.g., [1,2,3]). Some other researchers made use of supplemental phrase-based
indexing in addition to word-based indexing for English (e.g., [4]) or for Japanese
(e.g., [5]). However, we believe this kind of approaches is not appropriate for
the languages, for instance Japanese, in which individual words are frequently
composed into a long compound word and the formation of an endless variety
of compound words is allowed.

Meanwhile, the structured query approach has been used to include more
meaningful phrases in a proximity search query to improve retrieval effective-
ness [6,7]. A few researchers have investigated this approach to retrieval for
Japanese newspaper articles [1,3]; however, they emphasized formulating a query
using n-grams and showed that this approach performed comparably in retrieval
effectiveness with the word-based approach. We are not aware of any studies that
have used structured queries to formulate queries reflecting Japanese compound
words or phrases appropriately. Phrase-based queries are known to perform effec-
tively, especially against large-scale and noisy text data such as typically appear
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on the Web [8,7]. Again, we have not seen any studies that used structured
queries to effectively retrieve web documents written in Japanese.

In this paper, we use the structured query approach using word-based units to
capture, in a query, compound words and more general phrases of the Japanese
language. Our approach is based on a theoretical framework using Markov ran-
dom fields [7]. We experiment using a large-scale web document collection mostly
written in Japanese.

2 Retrieval Model and Term Dependence Model

‘Indri’ is a search engine platform that can handle large-scale document col-
lections efficiently and effectively [9]. The retrieval model implemented in Indri
combines the language modeling [10] and inference network [11] approaches to
information retrieval. This model allows structured queries similar to those used
in ‘InQuery’ [11] to be evaluated using language modeling estimates within the
network. Because we focus on query formulation rather than retrieval models,
we use Indri as a baseline platform for our experiments. We omit further details
of Indri because of space limitations. See [9] for the details.

Metzler and Croft developed a general, formal framework for modeling term
dependencies via Markov random fields (MRFs) [7], and showed that the model
is very effective in a variety of retrieval situation using the Indri platform. MRFs
are commonly used in statistical machine learning to model joint distributions
succinctly. In [7], the joint distribution PΛ(Q, D) over queries Q and documents
D, parameterized by Λ, was modeled using MRFs, and for ranking purposes the
posterior PΛ(D|Q) was derived by the following ranking function, assuming a
graph G that consists of a document node and query term nodes:

PΛ(D|Q) rank=
∑

c∈C(G)

λcf(c) (1)

where Q = t1...tn, C(G) is the set of cliques in an MRF graph G, f(c) is some
real-valued feature function over clique values, and λc is the weight given to that
particular feature function.

Full independence (‘fi’), sequential dependence (‘sd’), and full dependence (‘fd’)
are assumed as three variants of the MRF model. The full independence variant
makes the assumption that query terms are independent of each other. The
sequential dependence variant assumes dependence between neighboring query
terms, while the full dependence variant assumes that all query terms are in
some way dependent on each other. To express these assumptions, the following
specific ranking function was derived:

PΛ(D|Q) rank=
∑
c∈T

λT fT (c) +
∑
c∈O

λOfO(c) +
∑

c∈O∪U

λUfU (c) (2)

where T is defined as the set of 2-cliques involving a query term and a docu-
ment D, O is the set of cliques containing the document node and two or more
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query terms that appear contiguously within the query, and U is the set of
cliques containing the document node and two or more query terms appearing
noncontiguously within the query.

3 Query Structuring with Two-Stage Term Dependence

In compound words that often appear for instance in Japanese, the dependencies
of each constituent word are tighter than in more general phrases. Therefore, we
consider that these term dependencies should be treated as global between query
components that make up a whole query and as local within a compound word
when the compound word appears in a query component. Metzler and Croft’s
term dependence model, which we summarized in the previous section, gives a
theoretical framework for this study, but must be enhanced when we consider
more complex dependencies as mentioned above. In this paper, we propose two-
stage term dependence model that captures term dependencies both between
query components in a query and between constituents within a compound word.

To achieve the model mentioned above, we extend the term dependence model
given in Eq. (2), on the basis of Eq. (1), as follows:

PΛ(D|Q) rank=
∑

cq∈T (Q)

λT fT (cq) +
∑

cq∈O(Q)

λOfO(cq) +
∑

cq∈O(Q)∪U(Q)

λUfU (cq)

(3)

where

fT (cq) = f ′
T

( ∑
qk∈cq

∑
ct∈T (qk)

µT gT (ct)
)

fO(cq) = f ′
O

( ∑
qk∈cq

∑
ct∈O(qk)

µOgO(ct)
)

fU (cq) = f ′
U

( ∑
qk∈cq

∑
ct∈O(qk)∪U(qk)

µUgU (ct)
)

. (4)

Here, Q consists of query components q1 · · · qk · · · qm, and each query component
consists of individual terms t1 · · · tn. T (Q), O(Q) and U(Q) can be defined in
the same manner as in Eq. (2) with the query components consisting of a whole
query, while T (qk), O(qk) and U(qk) are defined with the individual terms con-
sisting of a query component. The feature functions f ′

T , f ′
O and f ′

U and another
feature functions gT , gO and gU can be given in the same manner as fT , fO and
fU that were defined in Section 2, respectively. Hereafter, we assumed that the
constraint λT + λO + λU = 1 was imposed independently of the query, and as-
sumed µT = µO = µU = 1 for simplicity. When Q consists of two or more query
components and each of which has one term, Eq. (3) is equivalent to Eq. (2). The
model given by Eq. (2) can be referred to as the single-stage term dependence
model. When f ′

T (x) = f ′
O(x) = f ′

U (x) = x for any x, Eq. (3) represents depen-
dencies only between constituent terms within each query component, which can
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be referred to as the local term dependence model; otherwise, Eq. (3) expresses
the two-stage term dependence model.

According to Eq. (3), we assumed the following instances, considering special
features of the Japanese language [12].

Two-stage term dependence models
(1) glsd+ expresses the dependencies on the basis of the sequential depen-
dence both between query components and between constituent terms
within a query component, assuming dependence between neighboring
elements. The beliefs (scores) for the resulting feature terms/phrases for
each of fT , fO and fU are combined as in Eq. (3).
(2) glfd+ expresses the dependencies between query components on the
basis of the full dependence, assuming all the query components are in
some way dependent on each other. It expresses the dependencies between
constituent terms within a query component on the basis of the sequential
dependence.

Here in fT , fO and fU , each compound word containing prefix/suffix word(s)
is represented as an exact phrase and treated the same as the other words,
on the basis of the empirical results reported in [12]. Let us take an example
from the NTCIR-3 WEB topic set [13], which is written in Japanese. The title
field of Topic 0015 was described as three query components,

(which mean ‘ozone layer’, ‘ozone hole’ and ‘human body’).
A morphological analyzer converted this to (‘ozone’ as a general
noun) and (‘layer’ as a suffix noun), (‘ozone’ as a general
noun) and (‘hole’ as a general noun), and (‘human body’ as
a general noun). The following are Indri query expressions corresponding to
Topic 0015, according to the glsd+ and glfd+ models, respectively:

where #1(·) indicates exact phrase expressions; #odM (·) indicates phrase
expressions in which the terms appear ordered, with at most M − 1 terms
between each; and #uwN �(·) indicates phrase expressions in which the spec-
ified terms appear unordered within a window of N� terms. N� is given by
(N1 × �) when � terms appear in the window.
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Local term dependence models
(3) lsd+ indicates the glsd+ model with f ′

T (x) = f ′
O(x) = f ′

U (x) = x for
any x, ignoring the dependencies between query components.
(4) lfd+ indicates the glfd+ model with f ′

T (x) = f ′
O(x) = f ′

U (x) = x for
any x, ignoring the dependencies between query components.

The following is an example query expression of ‘lsd+’ on Topic 0015.

4 Experiments

4.1 Data and Experimental Setup

For experiments, we used a 100-gigabyte web document collection ‘NW100G-01’,
which was used for the NTCIR-3 Web Retrieval Task (‘NTCIR-3 WEB’) [13]
and for the NTCIR-5 WEB Task (‘NTCIR-5 WEB’) [14]. We used the topics
and relevance judgment data of the NTCIR-3 WEB for training the model para-
meters1. We used the data set that was used in the NTCIR-5 WEB for testing2.
All the topics were written in Japanese. The title field of each topic gives 1–3
query components that were suggested by the topic creator.

We used the texts that were extracted from and bundled with the NW100G-01
document collection. In these texts, all the HTML tags, comments, and explicitly
declared scripts were removed. We segmented each document into words using
the morphological analyzer ‘MeCab version 0.81’3. We did not use the part-of-
speech (POS) tagging function of the morphological analyzer for the documents,
because the POS tagging function requires more time. We used Indri to make
an index of the web documents in the NW100G-01 using these segmented texts.
We used several types of stopwords in the querying phase, on the basis of the
empirical results reported in [12].

In the experiments described in the following sections, we only used the
terms specified in the title field. We performed morphological analysis using the
‘MeCab’ tool described above to segment each of the query component terms
delimited by commas, and to add POS tags. Here, the POS tags are used to
specify prefix and suffix words that appear in a query because, in the query
structuring process, we make a distinction between compound words containing
prefix and suffix words and other compound words, as described in Section 3.
1 For the training, we used the relevance judgment data based on the page-unit docu-

ment model [13] included in the NTCIR-3 WEB test collection.
2 We used the data set used for the Query Term Expansion Subtask. The topics were

a subset of those created for the NTCIR-4 WEB [15]. The relevance judgments were
additionally performed by extension of the relevance data of the NTCIR-4 WEB.
The objectives of this paper are different from those of that task; however, the data
set is suitable for our experiments.

3 〈http://www.chasen.org/∼taku/software/mecab/src/mecab-0.81.tar.gz〉.
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Table 1. Optimization results using a training data set

AvgPreca %increase AvgPrecc %increase
base 0.1543 0.0000 0.1584 0.0000
lsd+ 0.1624 5.2319 0.1749 10.4111
lfd+ 0.1619 4.9120 0.1739 9.7744
glsd+ 0.1640 6.2731 0.1776 12.0740
glfd+ 0.1626 5.4140 0.1769 11.6788

naive-sd 0.1488 -3.5551 0.1472 -7.0743
naive-fd 0.1488 -3.5427 0.1473 -7.0496
ntcir-3 0.1506 -2.3774 0.1371 -13.4680

4.2 Experiments for Training

Using the NTCIR-3 WEB test collection, we optimized each of the models de-
fined in Section 3, changing each weight of λT , λO and λU from 0 to 1 in
steps of 0.1, and changing the window size N for the unordered phrase fea-
ture as 2, 4, 8, 50 or ∞ times the number of words specified in the phrase
expression. Additionally, we used (λT , λO, λU ) = (0.9, 0.05, 0.05) for each N
value above. Note that stopword removal was only applied to the term fea-
ture fT , not to the ordered/unordered phrase features fO or fU . The results of
the optimization that maximized the mean average precision over all 47 topics
(‘AvgPreca’) are shown in Table 1. This table includes the mean average preci-
sion over 23 topics that contain compound words in the title field as ‘AvgPrecc’.
‘%increase’ was calculated on the basis of ‘base’, the result of retrieval not us-
ing query structuring. After optimization, the ‘glsd+’ model worked best when
(λT , λO, λU , N) = (0.9, 0.05, 0.05, ∞), while the ‘glfd+’ model worked best when
(λT , λO, λU , N) = (0.9, 0.05, 0.05, 50).

For comparison, we naively applied the single-stage term dependence model
using either the sequential dependence or the full dependence variants defined
in Section 2 to each of the query components delimited by commas in the title
field of a topic, and combined the beliefs (scores) about the resulting structure
expressions. We show the results of these as ‘naive-sd’ and ‘naive-fd’, respectively,
in Table 1. These results suggest that Metzler and Croft’s single-stage term
dependence model must be enhanced to handle the more complex dependencies
that appear in queries in the Japanese language. For reference, we also show the
best results from NTCIR-3 WEB participation [13] (‘ntcir-3’) at the bottom of
Table 1. This shows that even our baseline system worked well.

4.3 Experiments for Testing

For testing, we used the models optimized in the previous subsection. We used
the relevance judgment data, for evaluation, that were provided by the organiz-
ers of the NTCIR-5 WEB task. The results are shown in Table 2. In this table,
‘AvgPreca’, ‘AvgPrecc’ and ‘AvgPreco’ indicate the mean average precisions over
all 35 topics, over the 22 topics that include compound words in the title field,
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Table 2. Test results of phrase-based query structuring

AvgPreca %increase AvgPrecc %increase AvgPreco %increase
base 0.1405 0.0000 0.1141 0.0000 0.1852 0.0000
lsd+ 0.1521 8.2979 0.1326 16.2563 0.1852 0.0000
lfd+ 0.1521 8.2389 0.1325 16.1407 0.1852 0.0000
glsd+ 0.1503 6.9576 0.1313 15.1167 0.1823 -1.5496
glfd+ 0.1588 * 13.0204 0.1400 22.6950 0.1906 2.9330

‘*’ indicates statistical significant improvement over ‘base’, ‘lsd+’, ‘lfd+’ and
‘glsd+’ where p < 0.05 with two-sided Wilcoxon signed-rank test.

and over the 13 topics that do not include the compound words, respectively.
‘%increase’ was calculated on the basis of the result of retrieval not using query
structuring (‘base’). The results show that our two-stage term dependence mod-
els, especially the ‘glfd+’ model, gave 13% better performance than the baseline
(‘base’), which did not assume term dependence, and also better than the local
term dependence models, ‘lsd+’ and ‘lfd+’. The advantage of ‘glfd+’ over ‘base’,
‘lsd+’, ‘lfd+’ and ‘glsd+’ was statistically significant in average precision over
all the topics. The results of ‘AvgPrecc’ and ‘AvgPreco’ imply that our models
work more effectively for queries expressed in compound words.

5 Conclusions

In this paper, we proposed the two-stage term dependence model, which was
based on a theoretical framework using Markov random fields. Our two-stage
term dependence model captures both the global dependence between query
components explicitly delimited by separators in a query, and the local depen-
dence between constituents within a compound word when the compound word
appears in a query component. We found that our two-stage term dependence
model worked significantly better than the baseline that did not assume term
dependence at all, and better than using models that only assumed either global
dependence or local dependence in the query. Our model is based on proximity
search, which is typically supported by Indri [9] or InQuery [11].

We believe that our work is the first attempt to explicitly capture both long-
range and short-range term dependencies. The two-stage term dependence model
should be reasonable for other languages, if compound words or phrases can be
specified in a query. Application to natural language-based queries, employing
an automatic phrase detection technique, is worth pursuing as future work.
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Abstract. This paper presents an n-gram based approach to Chinese abbreviation 
expansion. In this study, we distinguish reduced abbreviations from non-reduced 
abbreviations that are created by elimination or generalization. For a reduced ab-
breviation, a mapping table is compiled to map each short-word in it to a set of 
long-words, and a bigram based Viterbi algorithm is thus applied to decode an 
appropriate combination of long-words as its full-form. For a non-reduced ab-
breviation, a dictionary of non-reduced abbreviation/full-form pairs is used to 
generate its expansion candidates, and a disambiguation technique is further em-
ployed to select a proper expansion based on bigram word segmentation. The 
evaluation on an abbreviation-expanded corpus built from the PKU corpus 
showed that the proposed system achieved a recall of 82.9% and a precision of 
85.5% on average for different types of abbreviations in Chinese news text. 

1   Introduction 

Abbreviations (also referred to as short-forms of words or phrases) are widely used in 
current articles. Abbreviations form a special group of unknown words that mainly 
originate from technical terms and named entities. Consequently, expanding 
abbreviation to their original full-forms plays an important role in improving 
information extraction and information retrieval systems [1][2][3]. 

Over the past years, much progress has been achieved in English abbreviation 
resolution and various methods have been proposed for the identification and 
expansion of abbreviation in English, including rule-based methods[1], statistically -
based methods [2] and machine learning methods [3][4]. However, the study of 
Chinese abbreviation expansion is still at its early stage. Only in recent years, have 
some studies been reported on the expansion of abbreviations in Chinese [5][6]. 

In this paper, we propose an n-gram language model (LM) based approach to 
Chinese abbreviation expansion. In this study, we distinguish reduced abbreviations 
from non-reduced abbreviations that are created by elimination or generalization, and 
apply different strategies to expand them to their respective full-forms. For a reduced 
abbreviation, a mapping table is first used to map each short-word in it to a set of 
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long-words, and a bigram based Viterbi algorithm is then applied to decode a proper 
combination of long-words as its full-form. For a non-reduced abbreviation that is 
created by elimination or generalization, a dictionary of abbreviation/full-form pairs is 
applied to generate all its expansion candidates, and a disambiguation technique is 
further employed to select a proper expansion based on bigram word segmentation. 
Evaluation on an abbreviation-expanded corpus built from the Peking University 
(PKU) corpus shows that our system is effective for different Chinese abbreviations. 

2   Abbreviations in Chinese News Text 

In general, Chinese abbreviations are created using three major methods, namely 
reduction, elimination and generalization. Corresponding to these methods, there are 
three types of abbreviations in Chinese, namely reduced abbreviation, eliminated 
abbreviation and generalized abbreviation [6][7]. 

Given a full-form
mfffF 21=  and its corresponding abbreviation 

nsssS 21=  , 

let )1( mifi ≤≤  denote a constituent word of the full-form and )1( njs j ≤≤  denote 

one component of the relevant short-form, then the above three types of Chinese ab-
breviations can be formally redefined as follows: 

If mn =  and 
is  is the corresponding short-form of the constituent word 

if  

(namely for 1=i  to n , 
ii fs ∈ ), then S  is a reduced abbreviation. This means that 

each constituent word of a full-form should have remains in its short-form if it is 
created by reduction. 

If mn <  and )1( njFs j ≤≤∈∀ , then S  is an eliminated abbreviation. This 

implies that each component of an eliminated abbreviation should be a remaining part 
of its original full-form even though some parts of the full-form are eliminated during 
abbreviation. 

If mn <  and )1( njFs j ≤≤∉∃ , S  is a generalized abbreviation. This means that 

some additional morphemes or words are usually needed to abbreviate an expression 
with generalization. 

With the above formal definitions, we can distinguish reduced abbreviations from 
non-reduced abbreviations and deal with them in different ways. Here, non-reduced 
abbreviation is a general designation of the latter two types of abbreviations. 

Table 1 presents a survey of Chinese abbreviations on the Peking University 
(PKU) corpus. The original PKU Corpus contains six month (Jan to Jun, 1998) of 
segmented and part-of-speech tagged news text from the People’s Daily [8], in which 
the tag ‘j’ is specified to label abbreviations. In this survey, the first two month is se-
lected as the source data. Furthermore, all the explicitly-labeled abbreviations are 
manually paired with their respective full-forms.  

It is observed from Table 1 that Chinese news text is not rich in abbreviations. 
Among a total of more than two million words, there are only about twenty thousand 
abbreviations. However, these abbreviations are widely distributed in different sen-
tences. As can be seen in Table 1, more than 14% of sentences have abbreviation(s). 
In addition, about 60% of abbreviations are observed to be reduced abbreviations. 
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This demonstrates in a sense that reduction is the most popular method among the 
three methods for creating Chinese abbreviations. 

Table 1. Number of abbreviations in the first two month of texts from the PKU corpus 

No. abbreviations 
Corpus 

No. 
words 

No.  
sentences Reduced

(%) 
Non-reduced

(%) 
Total 

No.  
sentences with 
abbreviations 

January 1.12M 47,288 
6,505 

(62.6%) 
3,883 

(37.4%) 
10,388 

6,729  
(14.2%) 

February 1.15M 48,095 
6,655 

(59.7%) 
4,498 

(40.3%) 
11,153 

7,137  
(14.8%) 

3   The Expansion System 

Chinese abbreviations may be created either by the method of reduction or by the 
method of non-reduction (viz. elimination or generalization). However, we do not 
know exactly how a given abbreviation is created before expansion. To ensure any 
abbreviation can be expanded, we assume that a given abbreviation could be created 
the three methods and develop a statistically-based expansion system for Chinese. 

 

 
Fig. 1. Overview of the system for Chinese abbreviation expansion 

Fig. 1 illustrates an overview of our system for expansion, which works in three 
steps: (1) Expanding as a reduced abbreviation: In this case, a given abbreviation is 
first assumed to be a reduced abbreviation. Then, a mapping table between short-
words and long-words is applied to map each short-word within the abbreviation to a 
set of long-words. Finally, a decoding algorithm is employed to search an appropriate 
combination of long-words as its full-form based on n-gram language models (LMs). 
(2) Expanding as a non-reduced abbreviation: In this case, a given abbreviation is 
viewed as a non-reduced abbreviation. Then, a dictionary of non-reduced abbreviation 
/full-form pairs is used to generate a set of expansion candidates for it. Finally, an  

Abbreviation in text 

Generating expansions 
with a mapping table 

Generating expansions with 
an abbreviation dictionary 

Disambiguation 
as n-gram decoding 

Disambiguation  
as n-gram word segmentation

Selecting a proper expansion 
with a higher score 
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n-gram word segmentation is employed to select a proper expansion if any. (3) If the 
above two steps come out with two different expansions, a final disambiguation is 
used to make a choice between the two expansions by comparing their respective n-
gram scores. The one with a higher score is chosen as the resulting expansion. 

3.1   Expanding Reduced Abbreviations 

3.1.1   Generating Expansions with a Mapping Table 
The idea of generating expansion candidates using a mapping table is based on the 
characteristics of a reduced abbreviation: each character or word in a reduced abbre-
viation must match a word in its original full-form. In this study, characters or words 
consisting of an abbreviation are designated as short-words while the constituent 
words in a full-form are referred as long-words hereafter. Given a reduced abbrevia-
tion, if the matching long-words of each short-word in it are known, its expansion 
candidates can be thus determined by combing exhaustively the relevant long-words.  

In this study, a mapping table like Table 2 is used to map each short-word in re-
duced abbreviations to a set of long-words. With this mapping table, expansion can-
didates for a reduced abbreviation can be generated as follows: First, the reduced ab-
breviation is segmented into a sequence of short-words using a mapping table and a 
dictionary of normal Chinese words. Then, each segmented short-word is mapped to a 
set of long-words by consulting the mapping table. All the generated long-words and 
their matching short-words are stored in a lattice structure. Obviously, any combina-
tion of the relevant long-words forms an expansion candidate. 

Table 2. A mapping table between short-words and long-words 

Short-words Full-words English translation 

  |  |  |  | … 
meeting | university | undergradu-
ate | large-scale | … 

  |  |  |  | …
federation | union | the United Na-
tions | alliance | … 

… … … 

3.1.2   Disambiguation as N-Gram Decoding 
The disambiguation of reduced abbreviations is actually a process of decoding in that 
the expansion candidates for a given reduced abbreviation are implicitly involved in a 
lattice of long-words. Obviously, each path from the beginning to the end of the 
lattice is a combination of these long-words that forms a potential expansion for the 
abbreviation. Consequently, the goal of disambiguation for a reduced abbreviation is 
to decode a best path from the lattice. In our system, an n-gram based Viterbi 
algorithm is applied to perform this task. 

Given a reduced abbreviation S , let 
nfffF 21=  denote a certain combination 

of long-words generated with the above mapping table, L  and R  stand for the 
respective left and right context around the abbreviation. Expansion decoding aims to 
search a combination of long-words as the best path from the lattice that maximizes 
the n-gram probability, namely 
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Where )|( 1,1 −+− iNii ffP  denotes an n-gram probability and N  denotes the number of 

contextual words. With a view to the problem of data sparseness, a bigram LM is em-
ployed in our system, namely 2=N . Let 

0f  and 
1+nf  denote the respective words on 
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3.2   Expanding Non-reduced Abbreviations 

3.2.1   Generating Expansions with a Dictionary of Abbreviations 
According to the definition in Section 3, a one-to-one mapping relationship no longer 
exists between constituent words of a non-reduced abbreviation and the component 
words within its full-form. The above mapping table is therefore not workable in 
generating expansions for a non-reduced abbreviation. In order to address this 
problem, a dictionary of abbreviation/full-form pairs is applied here, which maps each 
non-reduced abbreviation to a set of full-forms and can be manually compiled or 
automatically compiled from an abbreviation-expanded corpus. Table 3 presents some 
pairs of non-reduced abbreviations and their full-forms extracted from the 
abbreviation-expanded corpus in Table 1. 

Table 3. A dictionary of non-reduced abbreviations 

Short-forms Full-forms English translation 
  Tsinghua Univeristy 

 the direct links in mail, transport and trade across 
the Taiwan Straits (viz. the Three Direct Links) 

… …  

3.2.2   Disambiguation as N-Gram Word Segmentation 
In contrast to a reduced abbreviation whose expansion candidates are underlying in a 
lattice of long-words, a non-reduced abbreviation is directly mapped to a set of 
expansion candidates during expansion generation. Consequently, disambiguating a 
non-reduced abbreviation is to select a proper expansion from a set of candidates if 
any. In our system, this task is performed using bigram word segmentation [9]. The 
main idea is: each expansion candidate of a given abbreviation is segmented into a 
sequence of words using bigram LMs. The one whose segmentation has the maximum 
score will be identified as the most probable expansion. 
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4   Evaluation Results and Discussions 

In evaluating our system, we conduct two experiments on the abbreviation-expanded 
corpora in Table 1, in which the first month is used for training while the second month 
is for open test. The results are summarized in Table 4 and Table 5, respectively. 

Table 4. Evaluation results for different training data and LMs 

Trained with unexpanded corpus Trained with expanded corpus 
Measures 

Unigram Bigram Unigram Bigram 
Recall (%) 56.5 69.4 71.0 82.9 
Precision (%) 65.9 77.5 75.1 85.5 

Table 4 presents the evaluation results for different training data and n-gram LMs. 
Both the mapping table and the abbreviation dictionary used in this evaluation are ex-
tracted from the training corpus only. As can be seen from this table, our system is ef-
fective for a majority of abbreviations in Chinese. A recall of 82.9% and a precision 
of 85.5% are achieved on average for different abbreviations if a bigram LM trained 
with the expanded corpus is applied. Furthermore, an abbreviation-expanded corpus is 
of significance in developing a high-performance expansion system for Chinese. both 
recall and precision can be substantial improved by using an abbreviation-expanded 
corpus as the training data, in comparison with the original version of the corpus, in 
which all abbreviations remain unexpanded. Table 4 also shows that bigram LMs out-
perform unigram LMs, which proves that higher-order LMs are usually more power-
ful than lower-order LMs in Chinese abbreviation disambiguation. 

Table 5. Evaluation results for different mapping tables and abbreviation dictionaries 

Unigram LMs Bigram LMs The mapping table and the abbreviation 
dictionary are Recall Precision Recall Precision 
from the training corpus only 71.0 75.1 82.9 85.5 
from both the training corpus and the test data 76.9 80.1 87.3 88.7 

Table 5 presents the results for different mapping tables and abbreviation dictionaries 
of different sizes. It is observed that the respective overall recall and precision are 
improved from 82.9% and 85.5% to 87.3% and 88.7% for bigram LMs if all the 
abbreviations in the test data are covered by the mapping table and the abbreviation 
dictionary. This indicates that a broad-coverage mapping table or abbreviation 
dictionary is of great value to Chinese abbreviation expansion. However, acquiring such 
types of knowledge bases is still a challenge because abbreviations are dynamically 
produced in Chinese text and their identification remains unresolved at present. 

5   Conclusion 

In this paper, we presented an n-gram based approach to Chinese abbreviation 
expansion. In order to generate expansion candidates for different Chinese 
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abbreviations, we distinguish reduced abbreviations from non-reduced abbreviations. 
In our system, a given abbreviation is expanded as a reduced abbreviation and a non-
reduced abbreviation, respectively. If two different expansions come out in the two 
cases, the one with higher score is selected as the resulting expansion. Evaluation on 
an abbreviation-expanded corpus built from the PKU corpus showed that our system 
achieved a recall of 82.9% and a precision of 85.5% on average for different 
abbreviations in Chinese news text. For future work, we hope to improve our system 
by exploring and acquiring dynamically more features for expansion disambiguation. 
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Abstract. Recently, much research has been proposed using nature
inspired algorithms to perform complex machine learning tasks. Ant
Colony Optimization (ACO) is one such algorithm based on swarm in-
telligence and is derived from a model inspired by the collective forag-
ing behavior of ants. Taking advantage of the ACO in traits such as
self-organization and robustness, this paper proposes a novel document
clustering approach based on ACO. Unlike other ACO-based cluster-
ing approaches which are based on the same scenario that ants move
around in a 2D grid and carry or drop objects to perform categoriza-
tion. Our proposed ant-based clustering approach does not rely on a
2D grid structure. In addition, it can also generate optimal number of
clusters without incorporating any other algorithms such as K-means or
AHC. Experimental results on the subsets of 20 Newsgroup data show
that the ant-based clustering approach outperforms the classical docu-
ment clustering methods such as K-means and Agglomerate Hierarchical
Clustering. It also achieves better results than those obtained using the
Artificial Immune Network algorithm when tested in the same datasets.

1 Introduction

Nature inspired algorithms are problem solving techniques that attempt to sim-
ulate the occurrence of natural processes. Some of the natural processes that
such algorithms are based on include the evolution of species [1,2], organization
of insect colonies [3,4] and the working of immune systems [5,6]. Ant Colony Op-
timization (ACO) algorithm [3,4] belongs to the natural class of problem solving
techniques which is initially inspired by the efficiency of real ants as they find
their fastest path back to their nest when sourcing for food. An ant is able to
find this path back due to the presence of pheromone deposited along the trail
by either itself or other ants. An open loop feedback exists in this process as
the chances of an ant taking a path increases with the amount of pheromone
built up by other ants. This natural phenomenon has been applied to model the
Traveling Salesman Problem (TSP) [3,4].

Early approaches in applying ACO to clustering [7,8,9] are to first partition
the search area into grids. A population of ant-like agents then move around
this 2D grid and carry or drop objects based on certain probabilities so as to
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categorize the objects. However, this may result in too many clusters as there
might be objects left alone in the 2D grid and objects still carried by the ants
when the algorithm stops. Therefore, Some other algorithms such as K-means
are normally combined with ACO to minimize categorization errors [10,11,12].
More recently, variants of ant-based clustering have been proposed, such as using
inhomogeneous population of ants which allow to skip several grid cells in one
step [13], representing ants as data objects and allowing them to enter either the
active state or the sleeping state on a 2D grid [14].

Existing approaches are all based on the same scenario that ants move around
in a 2D grid and carry or drop objects to perform categorization. This paper
proposes a novel ant-based clustering approach without relying on a 2D grid
structure. In addition, it can also generate optimal number of clusters without
incorporating any other algorithms such as K-means or AHC. When compared
with both the classical document clustering algorithms such as K-means and
AHC and the Artificial Immune Network (aiNet) based method [15], it shows
improved performance when tested on the subsets of 20 Newsgroup data [16].
The rest of the paper is organized as follows. Section 2 briefly describes the Ant
Colony Optimization (ACO) algorithm. The proposed ant-based clustering ap-
proach is discussed in Section 3. Experimental results are presented in Section 4.
Finally, section 5 concludes the paper and outlines the possible future work.

2 Ant Colony Optimization

The first Ant Colony Optimization (ACO) algorithm has been applied to the
Traveling Salesman Problem (TSP) [3,4]. Given a set of cities and the distances
between them, the TSP is the problem of finding the shortest possible path
which visits every city exactly once. More formally, it can be represented by a
complete weighted graph G = (N, E) where N is the set of nodes representing
the cities and E is the set of edges. Each edge is assigned a value dij which is
the distance between cities i and j. When applying the ACO algorithm to the
TSP, a pheromone strength τij(t) is associated to each edge (i, j), where τij(t) is
a numerical value which is modified during the execution of the algorithm and t
is the iteration counter.

The skeleton of the ACO algorithm applied to the TSP is:

procedure ACO algorithm for TSPs
set parameters, initialize pheromone trails
while (termination condition not met) do

Tour construction
Pheromone update

end
end ACO algorithm for TSPs

At first, each of the m ants is placed on a randomly chosen city. At each Tour
construction step, ant k currently at city i, chooses to move to city j at the
tth iteration based on the probability P k

ij(t) which is biased by the pheromone
trail strength τij(t) on the edge between city i and city j and a locally available
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heuristic information ηij . Each ant is associated with a tabu list in which the
current partial tour is stored, i.e. tabuk(s) stores a set of cities visited by ant
k so far at time s. After all the ants have constructed their tours, Pheromone
update is performed by allowing each ant to add pheromone on the edges it has
visited. At the end of the iteration, the tabu list is emptied and each ant can
choose an alternative path for the next cycle.

3 Ant-Based Algorithm to Document Clustering

In document clustering, the vector-space model is usually used to represent doc-
uments and documents are categorized into groups based on the similarity mea-
sure among them. For each document di in a collection D, let W be the unique

1. Initialization.
set the iteration counter t = 0
For every edge (i, j), set an initial value τij(t) for trail intensity and ∆τij = 0.
Place m ants randomly on the n documents.

2. Set the tabu list index s = 1.
for k = 1 to m do

Place starting document of the kth ant in tabuk(s)
end for

3. Tour Construction.
repeat until tabu list is full

Set s = s + 1
for k = 1 to m do

Choose the document j to move to with probability P k
ij(t)

Move the kth ant to the document j
Insert document j into the tabu list tabuk(s)

end for
end repeat

4. Pheromone Update.
for every edge (i, j) do

∆τij = m
k=1 ∆τk

ij

compute τij(t + 1) = (1 − ρ)τij(t) + ∆τij

set ∆τij = 0
end for

5. Set t = t + 1
if a stopping criteria is met, then

print clustering results, stop
else

empty tabu lists, go to 2
end if

Fig. 1. Ant-based document clustering algorithm
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word items occurring in D and M = |W|, then document di is represented by the
vector di = (wi1, wi2, · · · , wiM ) where wij denotes the appearance of word wj in
document di which is normally weighted by term frequency X inverse document
frequency (TFIDF).

Fig. 1 shows the ant-based document clustering algorithm. The design of the
ant-based algorithm involves the specification of the following:

– τij(t) represents the amount of pheromone associated with the document
pair docij at iteration t. The initial amount of pheromone deposited at each
path position is inversely proportional to the total number of documents
which is defined by τij(0) = 1

N where N is the total number of documents
in the collection D.
At every generation of the algorithm, τij is updated by τij(t + 1) = (1 −
ρ)τij(t)+∆τ where ρ ∈ (0, 1] determines the evaporation rate and the update
of pheromone trail; ∆τ is defined as the integrated similarity of a document
with other documents within a cluster which is measured by:

∆τ =

{∑Ni

j=1[1 − dist(ci,dj)
γ ] dj ∈ ci

0 otherwise
(1)

where ci is the centroid vector of the ith cluster, dj is the jth document vec-
tor which belongs to cluster i, dist(ci, dj) is the distance between document
dj and the cluster centroid ci, Ni stands for the number of documents which
belongs to the ith cluster. The parameter γ is defined as swarm similarity
coefficient and it affects the number of clusters as well as the convergence of
the algorithm.

– ηij is a problem-dependent heuristic function for the document pair docij .
It is defined as the Euclidean distance dist(di, dj) between two documents
di and dj .

– Ant k moves from document i to document j at tth iteration by following
probability P k

ij(t) defined by:

P k
ij(t) =

⎧⎨
⎩

[τij(t)]α·[ηij ]β

l �∈tabuk(t)
[τil(t)]α·[ηij ]β

if j �∈ tabuk(t)

0 otherwise
(2)

where l �∈ tabuk(t) means l cannot be found in the tabu list of ant k at
time t. In other words, l is a document that ant k has not visited yet. The
parameters α and β control the bias on the pheromone trail or the problem-
dependent heuristic function.

– Finally, a stopping criteria needs to be carefully set. It can either be a prede-
fined maximum number of iterations or it can be the change in the average
document distance to the cluster centroid between two successive iterations.
The average document distance to the cluster centroid is defined as:

f =

∑NC

i=1{
Ni
j=1 dist(ci,dj)

Ni
}

NC
(3)
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where ci is the centroid vector of the ith cluster, dj is the jth document
vector which belongs to cluster i, dist(ci, dj) is the distance between docu-
ment dj and the cluster centroid ci, Ni stands for the number of documents
which belongs to the ith cluster. NC stands for the total number of clusters.

Once the ant-based clustering algorithm has run successfully, a fully connected
network of nodes will be formed. Each node represents a document, and every
edge is associated with a certain level of pheromone intensity. The next step is
essentially to break the linkages in order to generate clusters. Various methods
can be applied such as minimum spanning trees. Here, the average pheromone
strategy is used. The average pheromone of all the edges is first computed and
then edges with pheromone intensity less than the average pheromone will be
removed from the network and results in a partially connected graph. Nodes will
then be separated by their connecting edges to form clusters.

4 Performance Evaluation

In this section, the performance of the proposed ant-based clustering algorithm
is evaluated. The experimental setup is first explained followed by a compara-
tive account of the results generated from different experiments conducted. This
section also attempts to obtain the optimal parameters of ant-based clustering
and reason intuitively its performance on clustering in comparison with other
algorithms.

4.1 Experimental Setup

Experiments have been conducted on the 20 Newsgroup data set [16] which is
in fact a benchmarking data set commonly used for experiments in text ap-
plications of machine learning techniques. A few combinations of subsets of
documents are selected for experiments based on various degrees of difficulty.
Table 1 lists the details of various subsets used. Each subset consists of 150 ran-
domly chosen documents from various newsgroups. All newsgroup articles have
their headers stripped and main body pre-processed only. Once transformed into
term-document vectors, they are fed into the clustering engine.

The tunable parameters in the ant-based clustering algorithm include number
of iterations i, number of ants m, rate of decay ρ, swarm similarity coefficient γ,

Table 1. Statistics on experimental data

No. of Docs Total No.
Dataset Topics Per Group of Docs

1 sci.crypt, sci.space 150, 150 300
2 sci.crypt, sci.electronics 150, 150 300
3 sci.space, rec.sport.baseball 150, 150 300
4 talk.politics.mideast, talk.religion.misc 150, 150 300
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and the parameters α and β that control the bias on the pheromone trail. A set
of experiments have been conducted and it was found that the optimal value or
range of each parameter is i = 100, 14 ≤ m ≤ 19, 0.1 ≤ ρ ≤ 0.3, 0.4 ≤ γ ≤ 0.5,
α = 1, and β = 1. From this section onwards, subsequent experiments will be
carried out using these selected optimized values for the parameters.

4.2 Clustering Accuracy

This section evaluates the performance on clustering accuracy based on F-
measure [17]. The 10-fold cross-validation technique is applied to each of the
four sample data sets and the average F-measure score will be used as a com-
parative observation. The experimental results given in Table 2 shows that the
ant-based clustering method performs much better than AHC and K-means in
all four sample data sets. In AHC and K-means, information on the expected
number of clusters must be supplied, but ACO is able to predict the cluster
structure accurately by generating the exact number of clusters in each sample
data set.

Table 2 also compares the published results from aiNet [15], a technique based
on Artificial Immune System (AIS), with ant-based clustering using the iden-
tical sets of data. Belonging to the same class of nature inspired algorithms as
ACO, AIS performs an evolutionary process on raw document data based on the
immune network and affinity maturation principles. The proposed method uses
Agglomerate Hierarchical Clustering (AHC) and K-means to construct antibod-
ies and detect clusters. Also, Principal Component Analysis (PCA) is introduced
for dimensionality reduction in a bid to improve clustering accuracy. From the
published experimental results, none of the proposed AIS methods scored is close
to the results of ant-based clustering in all four sample data sets. In fact, the re-
sults from the ant-based clustering algorithm have shows a relative improvement
in performance over the aiNetpca K-means by 5% to 34% and a relative improve-
ment over the aiNetpca AHC by 7% to 35%. Furthermore, it is observed that the
ant-based approach is far more stable by producing consistent F-measure scores
of higher than 0.8, while the aiNet scored varying F-measure results, ranging
from 0.6 to 0.8.

Although both ACO and AIS belong to the same family of nature inspired al-
gorithms, these two methods use entirely different approaches to model problem
solving techniques. This results in a performance difference when applying both
to the same problem domain. The evolution stage in ACO makes use of stochastic
ants as decision tools for choosing a path to move based on pheromone trail in-
tensity. The final network generated has edges of varying amounts of pheromone
that represent the differences among documents in a collection. Such differences
will allow easy partitioning of semantically similar documents by using the aver-
aged pheromone level as a threshold for searching connected sub-graphs in the
network. This entire evolving process models after the document clustering task
almost perfectly.

On the other hand, using the AIS to model the same clustering task may
not be an ideal case. The clonal selection theory is only capable of generating an
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Table 2. Comparison of clustering accuracy of AHC, K-means, aiNet, and ant-based
clustering

F-Measure
Method Subset 1 Subset 2 Subset 3 Subset 4
AHC 0.665 0.654 0.700 0.631
K-means 0.794 0.580 0.513 0.624
aiNet AHC 0.810 0.640 0.718 0.641
aiNetpca AHC 0.815 0.735 0.715 0.640
aiNet K-means 0.807 0.628 0.630 0.639
aiNetpca K-means 0.836 0.661 0.631 0.646
Ant-Based 0.874 0.811 0.803 0.865

immune network based on affinity between antibodies and antigens (documents).
Detection of clusters in this network requires assistance from other methods
such as AHC or K-means, which may disrupt the biological ordering of antigens.
Therefore, the performance of AIS is limited by the artificial clustering applied
on its network.

5 Conclusions

This paper has proposed a novel ant-based clustering algorithm and its applica-
tion to the unsupervised data clustering problem. Experimental results showed
that the ant-based clustering method performs better than K-means and AHC
by a wide margin. Moreover, the ant-based clustering method has achieved a
higher degree of clustering accuracy than the Artificial Immune Network (aiNet)
algorithm which also belongs to the same family of nature inspired algorithms.

In future work, it would be interesting to investigate the behavior of the
ant-based algorithm using other sources of heuristic functions and pheromone
update strategies. In addition, more intelligent methods of breaking linkages
among documents can be devised to replace the existing average pheromone
approach.
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Abstract. For the user’s point of view, in large environments, it can
be desirable to have Information Retrieval Systems (IRS) that retrieve
documents according to their relevance levels. Relevance levels have been
studied in some previous Information Retrieval (IR) works while some
others (few) IR research works tackled the questions of IRS effectiveness
and collections size. These latter works used standard IR measures on
collections of increasing size to analyze IRS effectiveness scalability. In
this work, we bring together these two issues in IR (multigraded rele-
vance and scalability) by designing some new metrics for evaluating the
ability of IRS to rank documents according to their relevance levels when
collection size increases.

1 Introduction

Nowadays, many factors support a growing production of information. A regular
increase of 30% was noted between 1999 and 2002 in the information production
[1]. The problem of accessing this mass of information comes under the field of
domains like digital libraries and information retrieval but currently few works
of these domains have taken into account the size effect in their approaches.
The size of large collections (or web) coupled with and the ambiguity of user
query make it difficult for search engines to return the most recent and relevant
information in real-time. The need to learn more about they way collections size
acts on retrieval effectiveness becomes increasingly pressing. In this work, we
present works dealing with multigraded relevance and in the last part we present
the metrics designed to evaluate the ability of IR systems to rank documents
according to their relevance levels.

2 Multigraded Relevance Levels in IR

2.1 The Relevance as a Complex Cognitive and Multidimensional
Concept

Relevance is the central concept for IR evaluation, usually considered as a binary
notion. However, some research works showed that the relevance is a complex
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cognitive concept, that has many dimensions ([2], [3] , [4], [5]. Many different
aspects of relevance have also been discussed by proposed definitions and clas-
sifications ([4], [6], [7], [8]). It is not an easy job to judge documents and give
them a relevance level regarding a topic as many variables affect the relevance
(Rees et al. [9]: about 40 variables, Cuadra et al. [10]: 38 variables). All these
works and many others suggest that there is no single relevance (there are many
relevances) and that relevance is a complex cognitive problem.

2.2 Multigraded Relevance in IR

In the user’s point of view, it is desirable to have IRS that retrieve documents
according to their relevance level [11]. IR evaluation methods should then credit
(or at least recognize) IRS for their ability to retrieve highly relevant docu-
ments at the top of their results list, by taking into account various relevance
levels of a document for a given query; they have been studied in some pre-
vious IR works (Tang et al. [12]: a seven-point scale, Spink et al. [13] used a
three-point scale). Some test collections provide multigraded relevance assess-
ments (TREC Web Track collection: three point scale [14], INEX collections:
a multilevel scale, NTCIR evaluation campaign [15]). Kekäläinen et al. [11]
used a four-points scale for relevance level : highly relevant, fairly relevant, mar-
ginally relevant, not relevant. Each of these relevance level has to be expressed
by a numerical value for computing measures. One of the remaining question
is the choice of these values and the semantic they should have. Their work
also proposed generalized non binary recall and precision, that are extensions
of standard binary recall and precision taking into account multiple relevance
levels [11]. The Discounted Cumulated Gain and the Cumulated Gain are also
proposed by the same authors in [16]. We present them using our formalism
in section 3.2. Sakai [17] also proposed a measure based on of the Cumulated
Gain.

Our conceptions meet those of Kekäläinen et al. [16] concerning the fact that
multiple relevance levels should be taken into account when evaluating IRS.
While information grows continuously, for the users lambda, one of the main
issue for IRS will become to retrieve documents with highly relevance level at
the top of the results list. We design metrics to allow the evaluation of this ability
in IRS as collections size increase.

3 Protocols for Scalability Evaluation with Multigraded
Relevance

Let C1 and C2 be two collections of different sizes such as C1 ⊂ C2 and S an
IRS. The aim is to analyze how S behaves on each collection to determine if its
effectiveness improves, remains the same or decreases when the collection size
increases. Our measures are based on the comparisons of the relevance levels of
the first documents in the results lists for the two collections.
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3.1 Relevance Level Importance

For a given topic, we assume that a relevance level is given to every document
regarding this topic. Let {reli}, i = 1, . . . , n be the set of possible relevance lev-
els; two documents are equivalent if they have the same relevance level regarding
this topic.

We define a total order relation on the set of the relevance levels noted �:
reli � relj when i > j. This total order relation gives the preference wished
on retrieved documents but it gives no indication about the importance of a
particular relevance level regarding the other relevance levels. However, it is
the importance of a relevance level that characterizes the quality/quantity of
information expected from a document of this relevance level. One may need to
highly credit (resp penalize) retrieval systems that return the documents with
the highest relevance level at the top (resp not at the top) of their results list: in
this case, the highest relevance level must have a high importance (compared to
the importance of the other relevance levels) when evaluating retrieval results.
On the other side, some applications need to retain many documents of good
relevance levels, the difference between a document of good relevance level and a
document of high relevance level is not important. Thus, a function I that models
the importance of relevance levels depends of the types of applications the IRS
is designed for and is characterized by the following properties (a positive and
increasing function):

– I(reli) > 0
– I(reli) > I(relj) if reli � relj i.e. i > j

The choice of the number of relevance levels and the attribution of numerical
values to relevance levels is still an open problem in IR. Kekäläinen [18] used
different empirical weighting schemes (see figure 1). Giving a numerical values of
importance to relevance levels means nothing in the absolute; but in the relation
with others relevance levels, these values can be associated to a semantics as we
show it through the gain function (section 3.3).

Highly relevant Fairly Relevant Marginally Relevant Not Relevant
(HR) (FR) (MR) (NR)

scheme 1 1 1 1 0
scheme 2 3 2 1 0
scheme 3 10 5 1 0
scheme 4 100 10 1 0

Fig. 1. Four schemes for assigning numerical values to relevance levels [18]. These
values give the importance of the relevance level for us.

3.2 Cumulated Gain at a Given Rank

The Cumulated Gain, CG as proposed by Kekäläinen et al. [16], is computed at
rank r by the sum of relevance levels of documents retrieved at any rank k ≤ r:
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CG(1) = I(RelLevel(d1)
CG(i) = CG(i − 1) + I(RelLevel(di)

The Discounted Cumulated Gain(DCG) also computes relevance gains with a
discount factor which is a decreasing function of the rank: the greater the rank,
the smaller share of the document relevance level is added to the cumulated
gain. This factor is needed to reduce progressively the impact of the gain of
relevant information according to the rank (steep reduction with a function like
the inverse of the rank disf(k) = 1/k if the first documents are those we want
to focalize on during the evaluation or less steeply with a function like the
inverse of the log of the rank disf(k) = 1/logb(k) as in [16]). By averaging
over a set of queries, the average performance of a particular IR method can be
analyzed. Averaged vectors have the same length as the individual ones and each
component i gives the average of the ith component in the individual vectors. The
averaged vectors can directly be visualized as gain-by-rank graphs. The actual
CG and DCG vectors are also compared to the best theoretically possible. We
described the building of the best theoretically results list in section 3.4, as we
re-use it for our metrics.

3.3 Information Gain Between Two Relevance Levels

For a given topic, in front of two documents with two different relevance levels,
the same amount of relevant information is not expected from the two doc-
uments. It is interesting to quantify the relevant information gained (or lost)
when moving from a relevance level to another, that is a function of the rele-
vance levels: Gain(reli, relj) = g(reli, relj), with these characteristics:

– g(reli, relj) > g(reli, relk) if relj � relk i.e. if j > k
– g(reli, relj) < g(relk, relj) if reli � relk i.e. if i > k
– g(reli, reli) = 0. There is neither a gain nor a loss of information when one

stays on the same relevance level (even if one change the document because
the documents of the same relevance level for a given topic are in the same
equivalence class).

By deduction, we have: g(reli, relj) < 0 if reli � relj i.e. if i > j.
Indeed if we have reli � relj , then this means that the quantity of relevant

information contained in the document of relevance level reli is higher than the
quantity of relevant information contained in a document of relevance level relj .
Thus, when moving from a document of relevance level reli to a document of
relevance level relj , one loses relevant information and so g(reli, relj) < 0.

In the same way, g(reli, relj) > 0 if relj � reli i.e. if i < j
It is obvious that the gain function between two relevance levels depends on

the importance associated to each of the relevance levels.
Thus g(reli, relj) = h(I(reli), I(relj)). An example of an h function is mod-

elled by the mathematical distance (we can build a distance between different
relevant levels, using their associated numerical value of importance).
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For example (simple case) d(reli, relj) = d(I(reli), I(relj)). So we can choose:{
g(reli, relj) = −d(I(reli), I(relj)) if reli � relj
g(reli, relj) = d(I(reli), I(relj)) else

We respect all the properties of the function g.

3.4 Information Gain at a Rank When Collection Size Increases

We assume in this study that the measures proposed will be used to evaluate
the effectiveness of a system on a collection that grows (from a first collection
C1 to a second collection C2 with C1 ⊆ C2). When a collection C1 grows by
the addition of new documents and becomes a collection C2, our assumption is
that the effectiveness of a good retrieval system should at the worst case stay the
same (from C1 to C2), whatever be (the relevance level of) the documents added.
This effectiveness should not decrease, whatever be the documents added, as all
the documents in C2 were already in the collection C1. And when new relevant
documents are added, a good retrieval system effectiveness should stay the same
or increase from C1 to C2.

For a given topic t, dt
k(C) is the document retrieved at rank k when the

collection C is queried using the topic t. the information gain at rank k between
the results lists of both collections is computed using the gain function as follows:
Movet

k(C1, C2) = g(RelLevel(dt
k(C1)), RelLevel(dt

k(C2)))
This Move expresses the relevant information gain (resp loss) at rank k when

moving from C1 results list for the topic t to C2 results list for the topic t. We
obtain a vector of weighted Moves by applying a discount factor < disf(1) ×
Movet

1(C1, C2), . . . , disf(N) × Movet
N(C1, C2) >

Measure Type 1. There are two possibilities for using these vectors:

– For a given cut-off level N , either we sum the vectors’ elements topic by
topic to have a unique value for each topic. Thus we define the first metric
as follows1:

Measure1t
N(C1, C2) =

N∑
k=1

disf(k) × Movet
k(C1, C2)

– either we sum the weighted Moves rank by rank for all the topics and we
obtain a single vector of N elements:

< disf(1) × ∑
t(Movet

1(C1, C2)), . . . , disf(N) × ∑
t(Movet

N (C1, C2)) >

This sum-vector has the same size as vectors of weighted Moves for each
topic; we can then visualize the vector as a gain/loss versus rank graph.

1 For two collections Ci and Cj , this measure can only be computed on the set of
topics t for which the IRS S provides a results list of N or more documents for both
collections.
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Thus, by querying an IRS on a set of collection {Ci} such as Ci ⊂ Ci+1, we obtain
information gains realized when collection size increases, and we can analyze the
impact of collection size on the information gain. According to our assumptions,
the measure Measure1t

N(C1, C2) should not be negative for a good retrieval
system, as C1 ⊂ C2.

Measure Type 2. For a given collection C, the IRS S provide a result list Retri-
evedt(C) for a given topic t. Then we build a results list Retrieved_idealtN(C)
so-called ideal for this topic in the same way as [16].

Example: Consider HR � FR � MR � NR the relevance levels of [16] (see
table 1 and a topic t with 7 documents HR, 10 documents FR, 20 documents
MR. We choose N = 30. The ideal results list of size 30 for topic t is as follows:

HR, . . . , HR︸ ︷︷ ︸
7times

, FR, . . . , FR︸ ︷︷ ︸
10times

, SR, . . . , SR︸ ︷︷ ︸
13times

We can now build the weighted vectors of Moves between the results list for the
collection C and the ideal results list:
< disf(1) × Movet

1(C, Ideal_C), . . . , disf(N) × Movet
N (C, Ideal_C).

As for the previous case, we have two possibilities of using these vectors for
evaluation:

– At the cut-off level N and for the topic t we compute :

Measure2t
N(C) = Measure1t

N(Retrievedt(C), Retrieved_idealtN(C))

This measure expresses the information gain when moving from the collection
C results list to an ideal results list. While the collection C size increases, we
can then analyze the variation of its results list compared to an ideal results
list.

– we sum the weighted vectors elements rank by rank for all the topics and we
obtain a single vector of N elements; we can then visualize the vectors as a
gain-versus-rank graph.

< disf(1)× t(Movet
1(C, Ideal_C)), . . . , disf(N)× t(Movet

N (C, Ideal_C))>

4 Discussions and Conclusions

In this work, we propose some metrics based on the notion of multigraded rel-
evance levels for evaluating the way IRS scale. Their goal is to provide some
information on the coherence between the ranking of documents retrieved by
an IRS and the relevance levels of these documents as collection size increases.
Some recent metrics in IR used a notion of relevance with multiple levels, e.g.
the Discounted Cumulated Gain or the Cumulated Gain. For a given collection
and an IRS, these metrics compute the relevant information gain obtained as one
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goes through the results list returned by an IRS on a given collection. Our met-
rics compute the relevant information gain obtained when a single IRS is used
on a collection which grows. Thus we evaluate the ability of the IRS to rank
the documents according to their relevance levels when collection size grows. All
the metrics that use multigraded relevance need to associate a numerical value
to each relevance level and this is still not well studied in IR: in this study, we
formalize the (obvious) constraints linked to the attribution of numerical values
to relevance levels through the importance function and the gain function.

We are now working on the relation between our metrics and the existing
metrics that used multigraded relevance levels through some experiments.

References

1. Lyman, P., Varian, H.R., Swearingen, K., Charles, P., Good, N., Jordan, L.L.,
Pal, J.: How much informations 2003. http://www.sims.berkeley.edu/research/
projects/how-much-info-2003/ (2003)

2. Mizzaro, S.: How many relevances in information retrieval? Interacting with Com-
puters 10 (1998) 303–320

3. Barry, C.L.: User-de.ned relevance criteria: an exploratory study. Journal of the
American Society for Information Science 45 (1994) 149Ű159

4. Saracevic, T.: Relevance: A review of and a framework for the thinking on the
notion in information science. Journal of the American Society for Information
Science 26 (1975) 321–343

5. Schamber L., E.M.B., Nilan, M.S.: A re-examination of relevance: toward a dy-
namic, situational definition. Information Processing and Management 26 (1990)
755Ű776

6. Wilson, P.: Situational relevance. Information Storage and Retrieval 9 (1973)
457–471

7. Cooper, W.S.: A definition of relevance for information retrieval. Information
Storage and Retrieval (1971)

8. Cosijn, E., Ingwersen, P.: Dimensions of relevance. Information Processing and
Management 36 (2000) 533Ű550

9. Rees, A.M., Schulz, D.G.: A field experimental approach to the study of relevance
assessments in relation to document searching. 2 vols. Technical Report NSF Con-
tract No. C-423, Center for Documentation and Communication Research, School
of Library Science (1967)

10. Cuadra, C.A., Katter, R.V.: The relevance of relevance assessment. In: Proceedings
of the American Documentation Institute. Volume 4., American Documentation
Institute, Washington, DC (1967) 95–99

11. Kekäläinen, J., Järvelin, K.: Using graded relevance assessments in ir evaluation.
Journal of the American Society for Information Science and Technology 53 (2002)
1120–1129

12. Tang, R., William M. Shaw, J., Vevea, J.L.: Towards the identification of the
optimal number of relevance categories. Journal of the American Society for In-
formation Science 50 (1999) 254–264

13. Spink, A., Greisdorf, H., Bateman, J.: From highly relevant to not relevant: exam-
ining different regions of relevance. Information Processing and Management: an
International Journal 34 (1998) 599–621



552 A. Imafouo and M. Beigbeder

14. Voorhees, E.M.: Evaluation by highly relevant documents. In: Proceedings of the
24th annual international ACM SIGIR Conference. (2001) 74–82

15. : Ntcir workshop 1: Proceedings of the first ntcir workshop on retrieval in japanese
text retrieval and term recognition, tokyo, japan. In Kando, N., Nozue, T., eds.:
NTCIR. (1999)

16. Järvelin, K., Kekäläinen, J.: Ir evaluation methods for retrieving highly relevant
documents. In: Proceedings of the 23th annual international ACM SIGIR Confer-
ence. (2000) 41–48

17. Sakai, T.: Average gain ratio: A simple retrieval performance measure for evaluation
with multiple relevance levels. In: SIGIR’03. (2003)

18. Kekäläinen, J.: Binary and graded relevance in ir evaluations -comparison of the
effects on rankings of ir systems. Information Processing an Management 41 (2005)



H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 553 – 559, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Text Mining for Medical Documents Using a Hidden 
Markov Model 

Hyeju Jang1, Sa Kwang Song2, and Sung Hyon Myaeng1 

1 Department of Computer Science, Information and Communications University, Daejeon, 
Korea 

{hjjang, myaeng}@icu.ac.kr 
2 Electronics and Telecommunications Research Institute, Daejeon, Korea 

smallj@etri.re.kr 

Abstract. We propose a semantic tagger that provides high level concept in-
formation for phrases in clinical documents. It delineates such information from 
the statements written by doctors in patient records. The tagging, based on Hid-
den Markov Model (HMM), is performed on the documents that have been 
tagged with Unified Medical Language System (UMLS), Part-of-Speech (POS), 
and abbreviation tags. The result can be used to extract clinical knowledge that 
can support decision making or quality assurance of medical treatment.  

1   Introduction 

Patient records written by doctors are invaluable information especially in areas 
where experiences have great consequences. If doctors find useful information they 
need from patients’ records readily, they can use it to deal with problems and treat-
ments of current patients. That is, it can provide a support for medical decision mak-
ing or for quality assurance of medical treatment. 

In the treatment of chronic diseases, for example, the past records on the symp-
toms, therapies, or performances a patient has shown assist doctors to get a better 
understanding of different ways of controlling a disease of the current patient. As a 
result, they help their decisions for the direction of the next treatment.  

Moreover, hospitals where medical records are kept in the computers are increasing 
nowadays. The growing availability of medical documents in a machine-readable 
form makes it possible to utilize the large quantity of medical information with lin-
guistically and statistically motivated tools. Implicit knowledge embedded in a large 
medical corpus can be extracted by an automated means.  
This paper describes a tagging system that yields high-level semantic tags for clinical 
documents in a medical information tracking system. The tags in this system are cate-
gories of information that phrases of medical records contain, such as symptom, ther-
apy, and performance. They will allow the tracking system to retrieve past cases  
doctors want to know about a certain therapeutic method, for example. The tagging 
system uses existing medical terminological resources, and probabilistic Hidden 
Markov Models [1] for semantic annotation.  
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The contributions of this research can be summarized in three aspects. First, from a 
practical point of view, it widens the possibility of helping doctors with the experi-
ences and knowledge embedded in the past patient records. Second, from a technical 
point of view, it attempts to annotate clinical text on phrases semantically rather than 
syntactically, which are at higher level granularity than words that have been the 
target for most tagging work. Finally, it uses a special method to guess unknown 
phrases that don’t appear in the training corpus for the robust tagging.  

2   Related Works 

The popular and conventional approach of part-of-speech (POS) tagging systems is to 
use a HMM model so as to find a most proper tag [2]. Some systems use a HMM with 
additional features. Julian Kupiec [3] and Dong Cutting et al. [4] described POS tag-
ging systems, which have the concept of ambiguity class and equivalence class, re-
spectively. Our system also adopted the equivalence class concept which group words 
into equivalence classes.  

Tagging systems in the medical field have focused on the lexical level of syntactic 
and semantic tagging. Patrick Ruch [5] and Stephen B. Johnson [6] performed seman-
tic tagging on terms lexically using the Unified Medical Language System (UMLS). 
On the other hand, Udo Hahn et al. [7] and Hans Paulussen [8] built POS taggers 
which categorized words syntactically.  

There also have been the systems which extract information from the medical nar-
ratives [9, 10, 11].  Friedman [9, 10] defined six format types that characterize much 
of the information in the medical history sublanguage.  

3   Methodology 

The purpose of the tagging system is to annotate the clinical documents with semantic 
tags that can be used by a tracking system whose goal is to provide useful information 
to doctors. Our work is based on the list of questions doctors are interested in getting 
answers for, which was provided by Seoul National University Hospital (SNUH). 
Among them, we focused on the two questions: ‘How can X be used in the treatment 
of Y?’ and ‘What are the performance characteristics of X in the setting of Y?’ where 
X and Y can be substituted by {Medical Device, Biomedical or Dental Material, 
Food, Therapeutic or Preventive Procedure} and {Finding, Sign or Symptom, Disease 
or Syndrome}, respectively. Our tagging system assigns semantic tags to appropriate 
phrases so that the tracking system can answer those questions. 

The semantic tags were chosen to answer the questions from the doctors in SNUH. 
While there are many interesting questions and therefore many tags to be used ulti-
mately by a tracking system, we chose Symptom, Therapy, and Performance as the 
Target Semantic Tags (TST) for the current research. Symptom describes the state of a 
patient whereas Therapy means everything a medical expert performs for the patient, 
such as injection, operation, and examination. Performance means the effect or the 
result of a therapy and includes the results of some examinations or the change of a 
patient’s status (e.g. getting better or getting worse). 



 Text Mining for Medical Documents Using a Hidden Markov Model 555 

TST in this research distinguish the tagging system unique because they represent 
higher level concepts. Unlike part-of-speech (POS) or UMLS semantic categories of a 
term, TST can be utilized by the application systems directly. In fact, TST was chosen 
for a particular application system in the first place. The categories of TST should be 
changed depending on the purpose of the application system, but the method we pro-
pose can be used in the same manner with an appropriate training corpus.  

There can be different ways of assigning semantic tags to phrases. Our work is 
based on an observation that there is a specific sequence when people record some-
thing. For example, a description on a cause is followed by that of an effect. Events 
are usually described in their temporal order. We assumed that the narrative data in 
CDA documents has implicit rules about sequences.  

In order to model the sequential aspect of the clinical documents, we opted for Hid-
den Markov Model (HMM). Unfortunately, we cannot fully use the grammar rules in 
our research because our corpus includes Korean and English words mixed. But with 
the idea that people tend to write things in a certain sequence, we chose to use HMM. 

The system architecture for the semantic tagger using HMM is shown in Fig. 1. It is 
divided into two stages: training and tagging. 

 

Fig. 1. The system architecture for the TST tagger 

3.1   Common Part 

1) Tagging in UMLS & POS: The corpus is first processed with UMLS tagging and 
POS tagging. The former is for classifying medical terms in their semantics whereas 
the latter is for understanding the syntactic role of words. Abbreviations in the corpus 
are processed based on the research in the same project. 

2) Detecting Phrase Boundary: This is important because symptom, therapy, or per-
formance in TST is described with a phrase or a whole sentence, not a word. This task is 
not as simple as that for other types of text since doctors usually don’t write  
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grammatically correct sentences. In addition, periods are used not only for indication of 
the end of a sentence but also for abbreviations, dates, floating point numbers and so on.  

A phrase is defined to be a unit that ends with a predicate (i.e. a verb ending in Ko-
rean) and include a subject with some intervening words like function words and ad-
verbs. Since doctors tend to write a subject like a lab test or medication in English and 
a predicate in English, a phrase tends to consist of both English and Korean words. 

3) Labeling Phrase Units with Equivalence Class: Since there are many words occur-
ring only once in the corpus, we place words into equivalence classes so that class 
labels are used in HMM (see Table 1 for the equivalence classes). Words are grouped 
into equivalence classes, and a phrase is expressed with the set of equivalence classes 
it contains. Fig. 2 shows how a phrase is transformed into an observance expressed 
with equivalence classes.  

Table 1. Equivalence Classes for Words 

UMLS tag  
for cause 

Biomedical or Dental Material, Food 

UMLS tag  
for disease or  
symptom 

Finding, Sign or Symptom, Disease or Syndrome, 
Neoplastic Process 

UMLS tag  
for therapy 

Diagnostic Procedure, Food, Medical Device,  
Therapeutic or Preventive Procedure 

Clue word  
for therapy 

(prescription), (administer medicine),  
(operation), (after), (later), (use), 
(increase), (surgery), (discontinue) 

Clue word 
for symptom 

(having fever), (observe) 

Clue word  
for performance 

(improvement), (decrease), (rise),  
(normal), (occurrence), (change) 

unknown neither clue word nor UMLS tag 

3.2   Training Part 

1) Tagging with Target Semantic Tags (TST): For the training corpus, the tagging is 
done manually.  

2) Estimating Probabilities: There are two training methods used in current tagging 
systems. One is to use the Baum-Welch algorithm [16] to train the probabilities, 
which does not require a tagged training corpus. Another advantage is that for differ-
ent TST, the only thing we should do is just replace the corpus. The other method is to 
use tagged training data. This method counts frequencies of words/phrases/tags to 
estimate the probabilities required for a HMM model. The disadvantage of this 
method is that it needs a tagged training corpus whose quantity is enough to estimate 
the probabilities. Building a training corpus is a time-consuming and labor intensive 
work. Despite this disadvantage, we choose the second method because its accuracy is 
much higher than that of the Baum-Welch method. David Elworthy [13] and Bernard 
Merialdo [14] compared tagging performance using the Baum-Welch algorithm 
against the one using the tagged-training data, proving that using training data is 
much more effective. 
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* Italic fonts denote POS tags. 
* Brackets denote UMLS tags. 
** “ ” means  “in the middle of  taking medicine” 
** “ ” means “happen” 
** “ ” means “do”  
** “ ”, and “ ” are a case marker in Korean language. 

Fig. 2. The observance of a phrase with equivalence classes  

3.3   Tagging Part 

1) Tagging: The system finds a most probable tag sequence using the Viterbi algo-
rithm [15] using the HMM model constructed in the training stage.  

2) Tagging of unknown phrase units: phrases appearing in the test corpus are catego-
rized into largely two groups. The first group is for a phrase with no component word 
known to the system and hence transformed to an equivalence class label. There is no 
clue in the phrase that can be used in predicting its meaning. Since the whole phrase is 
labeled as unknown, not a class label, its statistics can be gathered from the training 
corpus that contains many unknown phrases. The other group is for the unknown 
phrases that have some clues with the words comprising the phrase unit, which have 
their class labels. The reason why they are called unknown is because the particular 
combination of the class labels corresponding to the phrase is not simply available in 
the training corpus. We call such a clue combination, not sequence, a pattern. The 
probability of an unknown phrase can be estimated with the equivalence class labels 
although the unit itself is unknown (see Fig. 2 for an example).  

When an unknown pattern appears as an observance, it is compared against the ex-
isting patterns so that the best pattern can be found, to which the unknown pattern can 
be transformed. That is, an unknown pattern is regarded as the best matching pattern. 
The pattern that matches best with the unknown pattern is chosen and its probability 
is the same as that of the selected pattern. The probability of that unknown pattern of 
observance is calculated using the probability of the most similar pattern. When more 
than one pattern is most similar, the probability of the unknown pattern becomes the 
average of the most similar patterns.  
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4   Experiments and Results 

4.1   Data 

The Clinical Document Architecture (CDA) provides a model for clinical documents 
such as discharge summaries and progress notes. It is an HL7 (Healthcare Level 7) 
standard for the representation and machine processing of clinical documents in a way 
that makes the documents both human readable and machine processable and guaran-
tees preservation of the content by using the eXtensible Markup Language (XML) 
standard. It is a useful and intuitive approach to management of documents which 
make up a large part of the clinical information processing area [12].  

We picked 300 sections of “progress after hospital stay” from the CDA documents 
as the target corpus provided by SNUH for research purposes.  

The training corpus consists of 200 “progress after hospital stay” sections contain-
ing 1187 meaningful phrases that should be tagged. The test corpus is 100 sections 
with 601 phrases.  

4.2   Performance 

The level of accuracy of our system is calculated as the number of correct tags per the 
total number of tags. Fig.3 shows the comparison of the basic model with and without 
unknown phrase processing. Although the result of the system is not as good as ex-
pected, it is promising and undergoing further improvement. We suggest the direction 
of modification below.  

- Increase the number of different equivalence classes.  The number of tags cor-
responding to the equivalence classes is so small at this point that the transition 
probabilities are not very meaningful.  

- Find better initial probabilities of a HMM model. 
- Improve the unknown phrase guessing method. 
- Get as much tagged text as we can afford. 

 

Fig. 3. The results of a basic HMM model and a HMM model with an unknown phrase guess-
ing module 
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5   Conclusion 

We showed a semantic tagger for medical documents using a HMM model. For future 
work, we are going to utilize symbols and numeric expressions to represent phrases 
better and to find a better way for matching equivalence classes. Moreover, we will 
design and compare against other methods such as Markov random fields, SVM,  
and so on.  
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Abstract. In this paper, we propose a method for multi-document summariza-
tion based on unsupervised clustering. First, the main topics are determined by 
a MDL-based clustering strategy capable of inferring optimal cluster numbers. 
Then, the problem of multi-document summarization is formalized on the clus-
ters using an entropy-based object function.  

Keywords: multi-document summarization, clustering, entropy, optimization. 

1   Introduction 

Multi-document summarization has been a major concern in information processing 
due to multiple information overloads. Compared with single document summariza-
tion, multi-document summarization faces two difficulties. One is that given multiple 
documents for one event or relevant events, the information in the documents tends to 
overlap, which calls for effective analysis of the similarity and difference between 
contents of the documents. Another difficulty is that the structural information of 
documents cannot be readily used in the same way as in single document cases.  

In general, the strategies for multi-document summarization fall in two categories, 
extraction-based and abstraction-based. An extraction-based strategy generally ranks 
sentences in some way and selects top-scoring sentences as summaries. An abstrac-
tion-based strategy involves some understanding of the contents in the documents, 
e.g., concepts and relations, etc., and then creates the summaries based on some gen-
eration techniques.  

Under the extraction-based strategy, the main method is to define a criterion based 
on some superficial features, e.g., key words in documents and positions of sentences 
or formal representations of texts, e.g., conceptual graphs or tree structures, etc. [7], 
and then rank the sentences according to the criterion.  

For the abstraction-based strategy, one main method is to produce some kind of 
semantic representation of the main contents in the documents, and then use some 
generation techniques to create summaries based on the semantic representation. One 
particular example is by information fusion [1], which tried to combine similar  
sentences across documents to create new sentences based on language generation 
technologies. Although this could model, to some extent, the human’s efforts in sum-
marization process, it faces some difficulties. One is that it relies on some external  
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resources, e.g., dependency parsers, interpretation or generation rules, etc., which 
would limit its portability. Another difficulty is that when generating similar sen-
tences, it needs manual intervention to set similarity thresholds or number of the clus-
ters; however, this is not generally known in advance. 

Another main method within this category is built on compression of sentences [6], 
in which longer sentences were converted to shorter ones based on parse tree trans-
ducers by keeping the main constituents and cutting down others. One difficulty of 
this approach is that it needs a full and effective parsing module for the languages  
involved. However, for languages other than English, such an effective full parsing 
system may be not available. Another problem is that the algorithm now focuses on 
sentence to sentence transductions, while for a multi-document summarization, a 
many to one sentence transducer is needed.  

In this paper, we propose a method for multi-document summarization based on 
unsupervised clustering. In detail, the main topics are first determined by a MDL-
based clustering strategy with capabilities of inferring optimal cluster numbers. Then, 
the problem of multi-document summarization is formalized using an entropy-based 
object function.  

2   Motivation 

Although sentence extraction method is not the usual way humans create summaries 
for documents, we cannot deny the fact that some sentences in the documents do rep-
resent some aspects of their contents to some extent. On the other hand, as contents 
increase on the Internet, speed will be a key factor for summarization. So, extraction-
based summarization is still a promising candidate. 

To ensure good coverage and avoid redundancy, the main themes should be deter-
mined in the multiple documents. To do that, some clustering methods have been pro-
posed. Stein and Bagga et al. [11] grouped documents into clusters by clustering sin-
gle document summaries, and then selected representative passages from each cluster 
to form a summary. Boros et al. [2] clustered sentences, with the cluster number pre-
defined as 30, and the performance is not very good. Hardy et al. [4] selected repre-
sentative passages from clusters of passages, and the system worked well in DUC 
2001 with some parameter adjustments. Siddharthan et al. [10] clustered sentences 
with SimFinder [5] to generate summaries, in which a similarity threshold for clusters 
needed to be pre-specified, although the cluster number needed not. 

One common problem among these clustering methods is that they need to specify 
the number of the clusters or the similarity threshold in advance. However, this num-
ber or threshold is not known before clustering in most cases. In this work, we try to 
use a MDL-based strategy [2] to automatically infer appropriate cluster numbers as 
well as members of the clusters.  

After creating the clusters, the next problem is to select some sentences from the 
clusters. We adopt a global criterion for sentence selection, which is based on the 
overall performance of the summary in representing the whole document set.  In this 
work, we adopt the pair-wise entropy of clusters to model the overall representative-
ness of a summary for a document set. In practice, we construct a vector for a candi-
date summary just like those for sentence clusters, add it to the group of the clusters 
and compute the entropy of the new cluster group. The optimal summary is the one, 
which results in the highest entropy of the new cluster group.  
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3   Sentence Clustering 

We employ a Gaussian mixture model algorithm with a MDL criterion to estimate the 
optimal cluster number and the member of each cluster. The MDL criterion is given 
by 1).  

)log(
2
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),|(log NMLKyp +− θ                                         (1) 

where y is the data points, K is the number of clusters, θ is the parameter set, N is the 
number of the data points, M is the number of the dimensions, and L is given by 2).  
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For each K, an EM algorithm can be used to seek the solution, which contains K clus-
ters as well as their members. The algorithm will be terminated until the change of the 
criterion is below a threshold. By comparing the values of MDL among all K, we can 
get K*, which minimizes MDL.  

4   Sentence Selection 

After sentence clustering, we get n sentence clusters. Now the problem is to choose 
one representative sentence from each cluster, and they together form a summary. Let 
v1, v2, …, vn be vectors for the n clusters respectively, F(v1, v2, …, vn) = [v1, v2, …, vn] 
be the matrix for the n vectors, and si,j be the cosine similarity between vi and vj, then 
the entropy for F(v1, v2, …, vn) is defined as (3). 
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Let v0 be the vector for the summary, F(v0, v1, …, vn) is the matrix for the n vectors 
plus the summary, then the entropy for F(v0, v1, …, vn) is (4). 
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Intuitively, E(v1, v2, …, vn) and E(v0, v1, …, vn) represents the perplexity of the 
cluster structure of F(v1, v2, …, vn) and F(v0, v1, …, vn) respectively. (5) is the increase 
of the perplexity when the summary vector is inserted.  

E(v0, v1, …, vn)- E(v1, v2, …, vn)                                      (5) 

Intuitively, a good summary, if having better coverage, tends to make (5) higher. 
With the number of the representative sentences fixed (the same as the number of the 
clusters), the increase of the coverage on one hand means the decrease of the redun-
dancy on the other hand. So, if a summary having higher entropy difference as in (5), 
i.e, having higher entropy as in (4) (since (3) is fixed), it will ensure more coverage 
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and less redundancy at the same time.  Formally, the multi-summarization problem 
can be defined as in the following.  

    to seek a summary, whose vector v0 maximizes (4)                        

For this optimization problem, we need to adopt some kind of search strategies. We 
choose two sentences nearest to the center of each cluster as the representative, and 
select one based on the measure (4). The search strategy is roughly deletion of one 
sentence at one time, unless the sentence is the only representative of one cluster, and 
each deletion maximizes the entropy of the remaining summary together with the n 
sentence clusters.  

5   Experiments and Results 

The data is document sets of DUC2004 [8] Task 2 run by National Institute of Stan-
dards and Technology (NIST). We chose ROUGE-1 as the evaluation measure for our 
results. Regarding the clustering configuration, we set the cluster number range as 
from 6 to 12, considering the size of the clusters.  

Table 1 gives the comparison between the performance with cluster validation (i.e., 
automatically determining appropriate cluster numbers) and that without cluster vali-
dation (i.e., pre-specifying cluster numbers manually).  

Table 1. Performance with/out cluster validation 

Cluster 
No. 

Valida-
tion 

6 7 8 9 10 11 12 

Scores 0.371 0.343 0.358 0.354 0.355 0.347 0.344 0.341 

From Table 1, we can see that the performance with cluster validation is consis-
tently better than that without cluster validation. The reason may be that the appropri-
ate number of the clusters should be different for different sets of documents, and 
with the cluster number being fixed, it would not be ensured to produce the optimal 
cluster structure, which would affect the performance.  

To confirm the reason, we checked the separability of the generated clusters based 
on two views. One view is from discrimination between clusters in general. To do 
that, we constructed a matrix C C, where C is the set of generated clusters. Fig. 1 
shows the change of the average pair-wise entropy, E(CC), which was normalized by 
the number of cluster pairs (|C| |C|) to ensure comparability.  

Another view is from discrimination of probabilities of one sentence belonging to 
clusters. To do so, we constructed a matrix S C, where S and C are sets of sentences 
and clusters respectively. p(s, c) is the probability of s falling in c, which is in fact the 
cosine similarity between vectors of s and c. Fig. 1 also shows the change of the aver-
age pair-wise entropy, E(SC), for each cluster setting, which was normalized by the 
number of the sentence-cluster pairs to ensure comparability. 

Fig.1 indicates that in both views, the normalized pair-wise entropy is minimized 
with cluster validation, which means that with the optimal cluster number automatically  
 



564 P. Ji 

 

Fig. 1. Normalized average entropy vs. cluster number 

determined, a clearer cluster structure would be acquired. In such cases, more represen-
tative sentences could be selected to form better summaries. 

In addition to Rouge scores for evaluation, we can use the similarity between the 
extracted sentences and the cluster-based topics to evaluate the coverage. On the other 
hand, we can use the similarity between the extracted sentences to evaluate the redun-
dancy. In this section, we use these two measures to compare our methods with su-
pervised clustering (k is pre-defined and set as 7, due to the highest scores achieved 
among all pre-specified) and MEAD’s ranking [9].  

Regarding coverage, we took the highest similarity between sentences in a sum-
mary and a topic as the similarity between the summary and the topic, and chose the 
topics acquired with cluster validation as the ground-truth topics. Fig. 2 shows the 
change of the average summary-topic similarity applied to the generated summaries 
by the three methods, which shows that the unsupervised method acquired higher 
similarity between summaries and topics.  

 

Fig. 2. Summary-Topic Similarity 

Regarding redundancy, we chose representation entropy of a summary for evalua-
tion. Intuitively, representation entropy of a summary captures the amount of the in-
formation embedded in the sentences. So, higher representation entropy corresponds 
to lower redundancy. 

We constructed a S S covariance matrix, where S is the set of the summary sen-
tences. Let the eigenvalues be x1, x2,…, xd, where d=|S|, and y1, y2,…, yd be the nor-
malized eigenvalues:  
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These normalized eigenvalues meet the properties of commonly used probabilities, 
so representational entropy of S S (Hr) can be defined as usual, as in (5’). Fig. 3 
shows the change of the representational entropy when applied to the generated sum-
maries by the three methods. 

 

Fig. 3. Representational Entropy 

The comparison indicates that the summary generated by the unsupervised cluster-
ing acquired the highest average representational entropy, which means the informa-
tion is more widely distributed among the summary sentences.  

6   Conclusions 

In this paper, we propose an approach for multi-document summarization based on 
unsupervised clustering. For sentence clustering, we adopt a MDL-based strategy 
with capabilities of inferring optimal cluster numbers automatically. For sentence se-
lection, we formalize it as an optimization problem using an entropy-based criterion. 

As the first step for multi-document summarization, sentence clustering has an im-
portant influence on the overall performance. In fact, the sentences contain real fea-
ture words as well as some noise. To get better cluster structure, we need to reduce 
the noise. Together with automatic determination of optimal cluster numbers, feature 
selection would be a very interesting topic in future.  

For multi-document summarization, we can see it as an optimization problem: to 
select a subset of sentences that meets some constraints. With sentences being clus-
tered, one constraint can be created for the optimization problem: one sentence to be 
extracted per cluster. In this work, we formalize the overall optimization problem 
based on pair-wise entropy. There may be other ways to formalize the problems ac-
cording to different views about multi-document summarization, e.g., a view based on 
coverage of the main concepts in the documents. To compare the performance across 
different views could be another interesting topic in future. 
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Another important future work is how to make the extracted summary more coher-
ent, a main step we don’t touch in this work. Time-based event analysis, conceptual 
focus and shift or anaphor co-reference would be future topics in this area.  
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Abstract. This paper presents a 3D graphic information retrieval system which 
supports a content-based retrieval for 3D. The user can pose a visual query in-
volving various 3D graphic features such as inclusion of a given object, object’s 
shape, descriptive information and spatial relations on the web interface. The 
data model underlying the retrieval system models 3D scenes using domain ob-
jects and their spatial relations. An XML-based data modeling language called 
3DGML has been designed to support the data model. We discuss the data 
modeling technique and the retrieval system in detail. 

1   Introduction 

As more image and graphic data are used in applications, the methods that support 
content-based retrievals of 3D graphic information are desired. Most current 3D 
graphic systems focus on visualizing 3D images. They usually model a 3D image 
using lines and polygons with information on their placements in the space. One prob-
lem with this approach is that it is difficult to store semantics of 3D objects in a scene. 
The lack of such information makes it difficult to retrieve or manipulate a particular 
domain object separately from others. 

We have developed a 3D graphic data model that supports a content-based retrieval 
for 3D scenes. This paper presents the data model and a web-based information re-
trieval system based on it. The 3D graphic data model, called 3DGML (3-
Dimensional Graphical Markup language), allows the semantics of 3D objects to be 
incorporated into a 3D scene. The semantics implied in a 3D image include roles of 
component objects, semantic or spatial relationships among objects and composition 
hierarchies of objects. 

In 3DGML, scenes are modeled as compositions of 3D graphic objects. A set of 
primitive 3D objects is used as building blocks for modeling 3D scenes. Larger 3D 
objects are defined through a composition of other objects. The user can search scenes 
using various 3D graphic features such as inclusion of a given object, object’s shape, 
descriptive information and spatial relations of 3D objects they contain. The 3D 
graphic retrieval system presented in this paper was implemented using XML.  

The remainder of this paper is organized as follows. The next chapter discusses 
previous research related to our work. Chapter 3 describes modeling 3D images with 
3DGML. Chapter 4 presents the information retrieval system for 3D graphic informa-
tion that we developed. Chapter 5 concludes the paper. 
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2   Related Works 

Research on 3D graphics has mainly concerned about the visualization of data to 
provide the user with a 3D feel [1, 2, 3]. Existing graphic systems treat a 3D object as 
a collection of lines and polygons rather than a unit of manipulation. It prevents them 
from supporting content-based retrievals or manipulations of 3D objects.  

MPEG standard committees have been worked on the issues of modeling 3D im-
ages [4, 5]. MPEG-4 SNHC (Synthetic, Natural, and Hybrid Coding) aims to develop 
techniques for representing synthetic images with natural objects efficiently. 3D ob-
jects are represented by 3D meshes (surfaces), norm vectors, and their features such 
as color, texture, etc. However, modeling 3D objects as semantic units is not ad-
dressed by MPEG.  

X3D (eXtensible 3D) is an Open Standards XML-enabled 3D file format and re-
lated access services for describing interactive 3D objects and worlds [6, 7]. It enables 
real-time communication of 3D data across all applications and network applications. 
X3D does not also consider the representation of semantics in 3D graphic modeling, 
which are used to retrieve 3D images from the database.  

There have been some efforts to model the spatial relations of objects for 3D 
scenes. Xiong and Wang described a technique supporting similarity search for a 
chemical application [8]. They represent a 3D object as a 3D graph consisting of one 
or more substructures of connected subgraphs. Similarity of two objects is determined 
by comparing their substructures and edges. Gudivada and Jung proposed an algo-
rithm for retrieving images of relevance based on similarity to user queries [9]. In 
their image representation scheme, an image is converted to an iconic image with 
human assistance. This method also determines the spatial relation of objects using 
the connectivity of graphs.  

While the works discussed above considered geometrical similarity, they did not 
discuss modeling the semantics of 3D objects and querying based on the contents of 
3D images. In order to address the problems discussed above a new data model is 
needed that treats 3D objects as first class objects in modeling. The new model should 
represent 3D data using semantic units rather than primitive geometrical objects. 

3   Modeling 3D Graphic Data in 3DGML 

We first present the 3D graphic data model with an example 3DGML document that 
models a 3D scene. A 3D scene is modeled using three types of components: 3D 
objects contained in the scene, spatial relations on the objects, and descriptors. A 
simple 3D object is modeled using basic objects called shapes. A shape object is a 
system-defined 3D graphic object such as box, cone, cylinder and sphere. An object 
of an arbitrary shape that is difficult to model with basic objects only is defined using 
one or more polygons. Such an object is called a user-defined shape. A complex 3D 
object is modeled as a composition of shapes, user-defined shapes, and other complex 
objects.  

Every 3D object within a scene exists in the form of a Gobject (Graphic object). A 
Gobject is defined by extending an abstract object. An abstract object is a skeletal 
object that is used as a prototype of other objects. We called it Aobject. It is a template 
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that does not physically exist in a scene. It specifies the shape of a 3D object and 
partially describes its appearance. Hence, the modeling of a scene typically involves 
defining abstract objects first. In many cases, abstract objects represent semantic units 
such as desk, chair, etc that are germane to an application domain. 

Fig. 1 shows a 3D scene of furniture in an office that will be used in our discussion 
below. In Fig. 1, we show Gobject’s id and Aobject’s id in the parenthesis that the 
Gobject refers to.  

G008
(A002)

G004
(A009)

G009
(A004)

G003
(A003)

G001
(A001)

G007
(A011)

G005
(A012)

G002
(A010)

G006
(A010)

 

Fig. 1. The 3D scene of an office 

Fig. 2 is a stripped version of a document that models the scene in 3DGML. The 
model in Fig. 2 defines the scene “OFFICE_01.” It contains two major blocks: the 
Definition block that defines abstract objects used in the scene and the Display block 
that defines the actual contents of the scene.  

The Display block contains the definitions of Gobjects G001 through G009 which 
model the objects labeled in Fig. 1, correspondingly. Object G001 is an example of a 
Gobject defined using A001, an abstract object, as its prototype. It is a concrete exten-
sion of A001 with a translation.  

We now narrow our discussion to the modeling of bookcase G001. The 3DGML 
model shown in Fig. 2 defines bookcase G001 in a two-step process. It first defines an 
abstract object, A001 and defines G001 as a Gobject by declaring A001 to be its pro-
totype and specifying transformation information needed to create a concrete graphic 
object to be inserted in the scene.  

According to the definition of the abstract object A001, it consists of many basic 
shapes including a cylinder. The information defined by the shape object in the ab-
stract definition still is not specific enough to be used in a scene as it barely defines 
the information needed by A001. This example defines the relative location and scal-
ing factors within A001 and the default color for the objects contained in it. These 
values may need to be modified or complemented with further information to fit it in 
a specific scene. The definition of A001 contains one descriptor, which describes it as 
a bookcase. The Contour element of A001 contains a vector value of the contour 
object for A001.  

The Td_string element defines the spatial relation for the objects contained in this 
scene. A 3D string can express the concepts such as A is located to the left of B, A is 
above B, and A is closer than B [10, 11]. A 3D string is a 3-tuple (u, v, w), where u, v, 
and w represent the 1D strings obtained when objects are projected to the X, Y, and  
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- <Scene>
<Descriptor value="OFFICE_01" />
<Td_String

u="G001<G002<G003=G004=G005<G006<G007<G008<G009"
v="G003=G009<G004=G005=G008<G002=G006<G001<G007"
w="G003<G001<G007<G004=G008=G009<G005<G002=G006" />

- <Definition>
- <Aobject aid="A001">

<Descriptor value="BOOKCASE" />
<Contour value1="-0.2 0.9 -0.2" />
<Td_String u="……“ v="……“ w="……" />
- <Children>
- <Transform translation="8.5 4.1 -16.2" rotation="0 0 0" scale="1 1 1">
- <Shape shapeID=“S004" color="0.337300 0.337300 0.337300">

<Cylinder height="11.94" radius="0.9" />
</Shape>

</Transform>
+ <Transform translation= … >

<! …… The definition of other shapes for Aobject A001 ……… >
</Children>

</Aobject>
+ <Aobject oid="A002">

<! …… The definitions of other Aobjects ……… ……… ……… ……… >
</Definition>
- <Display>
- <Transform translation="-8.5 -4.14 16.25" rotation="0 0 0" scale="1 1 1">

<Gobject gid="G001" refAid="A001" />
</Transform>

+ <Transform translation="2.17 -4.14 16.33" rotation="0 0 0" scale="1 1 1">
<! …… The definitions of Gobjects G002 through G009…… ……… >

</Display>
</Scene>

 

Fig. 2. The definition of the scene in Fig. 1 

Z-axis, respectively. In Fig. 2, the Td_String element specifies the spatial relation of 
Gobjects G001 through G009. For example, the u value of the 3D string specifies the 
ordering of the nine objects with respect to the X-axis.  "G001<G002” means that 
G001 is located to the left of G002. Since G003, G004, and G005 are on the same 
locations with respect to the X-axis and located to the left of G006, the 3D string is 
represented as “G003=G004=G005<G006.”  

4   A 3D Graphic Information Retrieval System 

The implementation of the 3D graphic information retrieval system discussed so far is 
based on the XML technology. It has been implemented and runs with IIS(Internet 
Information Server) on the Windows NT platform. The XML parser was implemented 
in ASP using DOM API [12]. Parsed XML documents are stored in Oracle 9i. The 
system consists of the semantic editor, 3D object manager, the query coordinator and 
the database wrapper as shown in Fig. 3. 

The user creates a 3D scene using a 3D graphic editor which generates a VRML 
file like 3D Max. Then, the semantic editor converts the VRML document to a 
3DGML document. The database wrapper parses the generated 3DGML document 
and maps it to a relational database. The relational schema is defined to reflect the 
part of 3DGML structure that is used querying 3D images. The output generator con-
verts the 3DGML document to a VRML document to display its 3D image on the 
Web browser. 
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Fig. 3. An Overview of the 3D Graphic Database System 

 
(a) The query screen                                  (b) Object selection 

 

 
(c) Aobject list                                                      (d) The result screen 

Fig. 4. A sample query and the result 
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The query coordinator controls overall phases of query generation. It provides a 
graphical user interface so that users can enter a Query-By-Example style query. Our 
system supports queries involving descriptors, graphic features and the existence of 
objects. First, the description on a scene or an object can be used querying database. 
3D graphic features such as color, contour and spatial relations can be also used as a 
query condition. Finally, user can retrieve scenes based on a hierarchical relationship 
among components of a 3D scene. It is possible to find an Aobject that contains a 
given shape or find a scene that contains a given Aobject or Gobject. Finding Gob-
jects that is defined by using a given Aobject is possible too. 

A sample query on the 3D database system is now described, which retrieves the 
scenes that contain a lamp on a desk. Fig. 4 shows the screens displayed by the sys-
tem. The query screen shown in Fig. 4(a) is the user interface with which the user 
enters queries.  

The user specifies object selection conditions by pressing “Select Object” or “Se-
lect Aobject” buttons. When “Select Object” button is pressed, the object selection 
window of Fig. 4(b) is popped up for the expression of conditions. The conditions of 
Fig. 4(b) mean an object whose descriptor contains a word “DESK” and contour ob-
ject is the same shape as the given box object. If “Select Aobject” button is pressed, 
the Aobject list window of Fig. 4(c) is shown. The user selects an Aobject to be used 
as a query condition from the list. A lamp object is selected in our example. For each 
time the user specifies a search condition for an object, a conditioned object is added 
to “Selected object” part of the user interface. 

After expressing all conditions on objects, the user states 3D string conditions in 
“Spatial relation” part using the id’s of conditioned objects. In our example of Fig. 
4(a), spatial relation “1<2” is expressed, which means the “aobject_1”, the lamp ob-
ject selected in Fig. 4(c), is above the “object_1” that has the condition mentioned 
above. The scenes shown in Fig. 4(d) are returned as the result of the query. 

5   Conclusion 

We presented a web-based 3D graphic information retrieval system that offers a con-
tent-based retrieval of 3D scenes. Our model separates the implementation details of a 
3D object from its semantic usage and supports modeling scenes in an object-oriented 
way. The concept of 3D string that we came up with allows the system to formally 
express spatial relations for 3D objects in a scene. A content-based retrieval of 3D 
objects on our system was described using an example. Search may be based on 3D 
shapes and spatial relations.  

We expect that the 3D information retrieval systems described in the paper will be 
useful for many graphics applications that require 3D semantics. For future work, we 
are planning on providing more elaborate algorithm to represent the contour informa-
tion of objects and the support of similarity query based on shapes of objects and 
scenes. We also consider the indexing methods that help fast searching of 3D graphic 
data using their features. 
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Abstract. We propose a query expansion method using Genetic Algo-
rithms(GA) in Japanese. Recently, question answering research focuses
on contextual questions. Therefore a question answering system has to
resolve contextual problems by using both previous questions and previ-
ous answers. This problem is largely related to query expansion because
of the need to find new keywords. In the contextual processing, a query
needs to find other suitable keywords from related resources. Although it
is easy for a system to find related words, it is difficult to find a suitable
combination of keywords. GA is better suited for a combination problem
just like a knapsack problem. Therefore we apply GA to our contex-
tual query expansion method. In the evaluation experiment, MRR was
0.2531 in 360 contextual questions. We confirm the MRR of our method
is higher than that of the baseline. We illustrate our method and the
experiment.

1 Introduction

Recently, question answering tasks focus on the problemof retrieving the appropri-
ate answer rather than retrieving document lists (Ellen. M. Voorhees. et al. 2000).
This task has recently been evaluated in TREC-QA (Ellen. M. Voorhees. 2004),
NTCIR-QAC (Tsuneaki Kato et al. 2004) and so on. TREC Question answering
was the first large-scale evaluation of domain independent question answering sys-
tems. QAC is a challenge encouraging the evaluation of question answering tech-
nology in Japanese. Such systems that answer isolated factoid questions are the
most basic level of question answering technology. Question answering systems are
used interactively to answer a series of related questions, whereas in the conven-
tional setting, systems answer isolated questions one at a time. Question answer-
ing systems generally reply about location, organization, date and so on. Recently
question-answering systems are able to correctly answer isolated question. More-
over, it is often said thatQA tasks appear simple by not including the why-question
types and the how-question types. However a series of related questions is more
difficult than isolated questions. Question answering systems have to interpret a
given question within the context of a specific dialogue. In the case of a series of

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 574–580, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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related questions, QA systems have to include the context processing abilities of
systems such as anaphora resolution and ellipses handling. While, Murata et al.
have obtained high accuracy results by adding keywords instead of using anaphora
resolution and ellipses handling, these methods sometimes can not find candidate
answers using context processing (Masaki Murata et al. 2005). These methods
have twoproblems.First, not every result includes a correct answer even if a system
fills the ellipsis correctly. Secondly, a suitable query can not always be generated
from the words that composed the question. To resolve these problems, we consider
that a question answering system makes a query using related keywords. We also
assume that the keyword exists near the IR results which are from related ques-
tions that have been previously retrieved and therefore context processing is not
necessary. From here, the extraction of keywords would follow this process.

– To generate a query from the first related question which does not need
context processing.

– To find sentences which include noun words which correspond to inputted
words.

– To extract noun words from the extracted sentences.
– To make keyword candidates from the extracted words.

This process is similar to pseudo-relevance feedback. Pseudo-relevance feed-
back is generally used by query expansion. However in addition to keywords used
in the query there exist many candidates. Moreover, we have to retrieve infor-
mation to check for the best query. Therefore confirming the optimum keyword
combination for a query takes much time. We propose a contextual question
answering system using Genetic Algorithms because GA is suitable for finding
the optimum combination 1989. GA is applied to make keyword combinations
in contextual question answering methods.

2 Basic Idea

In natural language processing, GA has not been adapted much because it is
difficult to configure a fitness function. For example with knapsack problems in
GA 1989, the fitness function is simple. The knapsack problem is a problem in
combinatorial optimization. This problem task gives a set of items, each with
a cost and a value, then determines the number of each item to include in
a collection so that the total cost is less than some given cost and the total
value is as large as possible. Chen et al proposed GA method for Information
Retrieval (Chen, Hsinchun et al. 1998). In a similar way, GA of our method uses
a vocabulary from natural genetics. In our reasearch GA finds not the correct
answer but a suitable query. The suitable query is a combination of keywords.
In the case of isolated questions, a question answering system usually finds a
suitable combination of keywords from the isolated question’s words. On the
other hand, a contextual question answering system has to add more related
question words, previous answers and a high number of relevant words. This
means a suitable query is selected by a combination of many keyword candidates.



576 Y. Kimura and K. Araki

In addition, GA is better suited for an optimization problem just like a knapsack
problem. Therefore we apply GA to our contextual question answering system.

3 Process

3.1 Overview

In the case of isolated questions, a query is usually generated by a combination
of question words. In the case of series type questions, the first question does not
usually have to handle ellipses. From the second question which handles ellipses,
our system generates a suitable query using GA. Figure 1 shows an overview of
process.

Document retrieval
Genetic Algorithm

Input analysis

Answer candidates extraction

Initialization

Selection

Crossover

Mutation

Evaluation

Fig. 1. Overview of GA process

Input analysis is performed extracting a question type and keywords. We
focus on document retrieval and passage retrieval GA is applied. In the following
sections, we will explain the details of our method.

4 Query Expansion Using GA

Related contextual question answering systems focus on anaphora and ellipsis
resolution. However, a system sometimes can not extract correct documents by
correct ellipsis resolution. In other words, even if a person makes a relevant query
to question, search engines sometimes can not find any correct documents with
the correct query. After the first question in a series question type, we consider
that it is possible to make a suitable query from many related keywords just
like neighbor words near question keywords in retrieved documents. Therefore
our system tries combining related keywords using GA. In our GA, an answer
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format consists of keywords for searching. We consider that most suitable answers
consists of words which are extracted from highly similar sentences with the
question.

4.1 Initialization

Query candidates are as follows:

– Question’s words
– Related words which compose a previous question.
– Related words which compose high similar sentence to the question.

A query randomly composes two or three keywords from keyword candidates
because we made a preliminary experiment about number of keywords.

Initialization is as follows:

– To focus on questions without contextual processing.
– To generate a query from the question.
– To extract sentences which includes keywords of the query from retriever

documents.
– To make a keyword candidates list from the extracted sentences.

4.2 Evaluation of Fitness Value

Fitness value means a measure for checking adaptability to the individual. In this
paper, GA finds not the correct answer but a suitable query. In the case of finding
a suitable query, we need information retrieval results for evaluation. If we could
not confirm whether the query is the best query or not, we need to try all query
patterns. A system has to check contextual questions many times compared with
isolated questions. In our system, a fitness function mainly includes three elements
which consist of keywords, related measure and possibility of document retrieval.
First, our system randomly generates combinations of a few keywords. A combina-
tion of keywords is evaluated by sum of each keyword’s IDF. Our system searches
these queries in descending order until finding 10 successful queries.

Our system extracts related sentences using the keyword type. Keywords are
divided into three types which consist of contextual keywords, question keywords
and query keywords. A related evaluation function is shown as follows:

Fitness = Con + Inp + 0.5 · Qry (1)

Con =
Sum of contextual keyword′s IDF

Number of contextual keywords
(2)

Inp =
Sum of question keyword′s IDF

Number of question keywords
(3)

Qry = Sum of query keyword′s IDF (4)

4.3 Selection

A proportion of the existing population is selected to breed a new generation.
Selection means to extract the best solutions in the existing population. In our
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method, the population consists of individual queries. Each query is evaluated
by a fitness function. The important assumption of the selection is to obtain
document candidates by the query.

4.4 Crossover

Crossover is a genetic operator used to vary the programming of chromosomes
from one generation to the next. Two chromosomes which obtain high fitness
value randomly are selected as parents. Our system generates new chromo-
somes(queries) by the crossover of two chromosomes.

4.5 Mutation

The purpose of mutation is to avoid local minima by preventing the population of
chromosomes from becoming too similar to each other. Mutation means to gener-
ate new chromosome by changing randomly. Our system uses words which have
never existed in tried queries in words of population and the random ratio is 2%.

4.6 Generation

A generation consists of selection, crossover and mutation. In each generation,
the fitness of the whole population is evaluated. Individuality is evolving with
generation. However it takes much time with trying many generations. Therefore,
our system tries three generations.

5 Evaluation Experiment

In this experiment, we evaluate the contextual query expansion method by GA.
the baseline is made up of keywords in a series and we try to two GA meth-
ods which consist of First Question GA(FQGA) method and Each Question
GA(EQGA) method. FQGA generates query candidates based on retrieved doc-
uments from the first question of a series. EQGA generates query candidates
based on retrieved documents from previous question.

A Question set consists of 360 questions in NTCIR5-QAC3
(Tsuneaki Kato et al. 2004). This question set consists of 50 series question
set which includes 35 gathering series and 15 browsing series. Corpus are 2
years of newspaper articles from the Yomiuri newspaper and the Mainichi news-
paper. The Mean Reciprocal Rank(MRR) is used as the evaluation measure
(Ellen. M. Voorhees. et al. 2000). The top 20 answers for each instance were
considered by the MRR. The result of MRR is shown in Table 1.

Table 1. Experiment

Method MRR
Baseline 0.0316

First Question GA(FQGA) 0.2531
Each Question GA(EQGA) 0.1448
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6 Consideration

This question set includes 35 gathering series and 15 browsing series. Gathering
type questions are concerning a common global topic. For example, a gathering
series shows as follows:

Q1 What genre does the ”Harry Potter” series belong to?

Q2 Who is the author?

Q3 Who are the main characters in that series?

On the other hand, browsing type questions is more difficult than gathering
type questions because each consecutive question shares a local context. For
example, a browsing series shows as follows:

Q1 Where was Universal Studios of Japan constructed?

Q2 Which train station is the nearest?

Q3 Who was the actor that attended the ribbon-cutting ceremony on the open-
ing day?

Q4 What is the name of the movie he features in that was released in the New
Year season of 2001?

Q5 What is the name of the movie starring Kevin Costner released in the same
season?

In this experiment, the FQGA method had the highest performance of the
three methods. We confirmed the effectiveness of the FQGA method. Although
the EQGA method was lower than the FQGA method, the EQGA method was
better suited for browsing series. We found 11 questions that the EQGA method
could correctly answer although other systems could not answer. In these ques-
tions, we confirmed that 7 questions were the gathering type.

7 Conclusion

In this paper, we described resolving contextual questions using GA. In con-
textual questions, we tried to handle ellipses by adding keywords in retrieved
documents. Our system found a suitable combination of words in retrieved doc-
uments. In the experiment using NTCIR5-QAC3 data, we confirmed a high
evaluation.

In future work, we will apply it to other QA.
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Abstract. In many QA systems, fine-grained named entities are extracted by 
coarse-grained named entity recognizer and fine-grained named entity 
dictionary. In this paper, we describe a fine-grained Named Entity Recognition 
using Conditional Random Fields (CRFs) for question answering. We used 
CRFs to detect boundary of named entities and Maximum Entropy (ME) to 
classify named entity classes. Using the proposed approach, we could achieve 
an 83.2% precision, a 74.5% recall, and a 78.6% F1 for 147 fined-grained 
named entity types. Moreover, we reduced the training time to 27% without 
loss of performance compared to a baseline model. In the question answering, 
The QA system with passage retrieval and AIU archived about 26% 
improvement over QA with passage retrieval. The result demonstrated that our 
approach is effective for QA. 

Keywords: Fine-Grained Named Entity Recognition, Conditional Random 
Fields, Question Answering. 

1   Introduction 

The Question-Answering (QA) system is an information retrieval system that finds an 
answer instead of finding a list of documents in response to a user’s question. Passage 
extraction methods have been the most commonly used by many QA systems. In the 
passage extraction methods, sentences or passages that are regarded as the most 
relevant sentences or passages to the question are extracted and then answers are 
retrieved by using lexico-syntactic information or NLP techniques (especially named 
entity recognition). 

Recent advances have brought some systems (such as BBN’s IdentiFinder) to 
within 90% accuracy when classifying named entities into broad categories, such as 
person, organization, and location. These coarse categorizations are useful in many 
areas of natural language research, but more finely grained classification has 
additional advantages in QA [1, 2]. 

In many QA systems, fine-grained named entities are extracted by coarse-grained 
named entity recognizer and fine-grained named entity dictionary [6]. While much 
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research has gone into the coarse categorization of named entities, we are not aware 
of much previous work using machine learning algorithms to perform more fine-
grained classification. 

Fleischman and Hovy describe a method for automatically classifying person 
instances into eight finer-grained subcategories [1]. They use a supervised learning 
method that considers the local context features and global semantic features. But a 
training data is highly skewed, because they use a simple bootstrapping method to 
generate the training data automatically. And they treat only person and location, but 
we treat all kinds of named entity types. 

Mann explores the idea of a fine-grained proper noun ontology and its use in 
question answering [2]. He builds a proper noun ontology from unrestricted text. This 
automatically constructed ontology is then used on a question answering task. The 
disadvantage of this method is that its coverage is small, because he uses simple 
textual co-occurrence patterns. 

In this paper, we describe a fine-grained Named Entity Recognition (NER) using 
Conditional Random Fields (CRFs) and its use in question answering. 

2   Fine-Grained NER Using Conditional Random Fields 

We define 147 fine-grained named entity types in consideration of user’s asking 
points for finding answer candidates of a question answering system. They have 15 
top levels and each top node consists of 2 or 4 layers. The base set of such types is; 
person, study field, theory, artifacts, organization, location, civilization, date, time, 
quantity, event, animal, plant, material, and term. 

In many machine learning-based named entity recognitions (NERs), each name 
class N is subdivided into 2 sub-classes, i.e., B-N and I-N [3, 4]. Hence, there are total 
295 classes (147 name classes * 2 sub-classes + 1 not-a-name class). In this case, 
CRFs can not be applied directly, because CRFs which have many classes are 
inefficient. To solve this problem, we break down the NE task in two parts; boundary 
detection using CRFs and NE classification using Maximum Entropy (ME). 

Let x = <x1, x2, …xT> be some observed input data sequences, such as a sequence 
of words of  sentences in a document. Let y be a set of FSM states, each of which is 
associated with a name class and a boundary (i.e. B, I). Let y = <y1,y2,…yT> be some 
sequences of states, (the values on T output nodes).  We define the conditional 
probability of a state sequence y given an input sequence x as follows: 

∏
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where b = <b1, b2, …bT>  is a set of boundary states, c = <c1, c2, …cT>  is a set of 
name class states. 

CRFs define the conditional probability of a boundary state sequence b given an 
input sequence x as follows: 
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where fk(bt-1,bt,x,t) is an arbitrary feature function over its arguments, and k is a 
learned weight for each feature function. Higher  weights make their corresponding 
FSM translations more likely. 

We calculate the conditional probability of a state ci given a named entity (bi, xi) 
extracted by boundary detector as follows: 
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We use the following features: 

• Word feature—orthographical features of the (-2,-1,0,1,2) words.  
• Suffix—suffixes which are contained in the current word among the entries in 

the suffix dictionary.  
• POS tag—part-of-speech tag of the (-2,-1,0,1,2) words.  
• NE dictionary—NE dictionary features. 
• 15 character level regular expressions – such as [A-Z]*, [0-9]*, [A-Za-z0-9]*, … 

The primary advantage of Conditional Random Fields (CRFs) over hidden Markov 
models is their conditional nature, resulting in the relaxation of independence 
assumptions required by HMMs. Additionally, CRFs avoid the label bias problem, a 
weakness exhibited by maximum entropy Markov models (MEMMs). CRFs 
outperform both MEMMs and HMMs on a number of real-world sequence labeling 
tasks [3, 4]. 

3   Experiment 

3.1   Fine-Grained NER 

The experiments for fine-grained named entity recognition (147 classes) were 
performed on our Korean fine-grained named entity data set. The data set consists of 
6,000 documents tagged by human annotators. We used 5,500 documents as a training 
set and 500 documents as a test set, respectively. We trained the model by L-BFGS 
using our C++ implementation of CRFs and ME. We use a Gaussian prior of 1 (for 
ME) and 10 (for CRF). We perform 500 iterations for training. 

Table 1. Sub-task of fine-grained NER (147 classes) 

Sub-task Method 
(# Class) 

Training 
Time 

(second/iter.) 
Pre. (%) Rec. (%) F1 (%) 

Boundary 
detection 

ME 
(3 classes) 6.23 87.4 80.6 83.9 

Boundary 
detection 

CRFs 
(3 classes) 

24.14 89.5 79.7 84.3 

NE 
classification 

ME 
(147 classes) 

18.36 83.7 84.2 84.0 
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Table 1 shows the performance of boundary detection and NE classification using 
CRF and ME. In boundary detection, we obtained the performance, 83.9% F1 and 
84.3% F1 using ME and CRF respectively. In NE classification, we could achieve an 
84.0% F1 using ME (we assume the boundary detection is perfect). 

Table 2. Performance of fine-grained NER (147 classes) 

Task Method 
(# Class) 

Training 
Time 

(second/iter.) 
Pre. (%) Rec. (%) F1 (%) 

NER-1 
(baseline) 

1 stage: ME 
(295 classes) 

154.97 82.5 73.5 77.7 

NER-2 
1 stage: CRFs 
(295 classes) 

12248.33 - - - 

NER-3 
2 stages: ME+ME 

(3+147 classes) 24.59 82.8 73.3 77.8 

NER-4 
(proposed) 

2 stages:CRFs+ME 
(3+147 classes) 

42.50 83.2 74.5 78.6 

Table 2 shows the performance of fine-grained named entity recognition using 
CRF and ME. In named entity recognition, our proposed model NER-4 that is broken 
down in two parts (i.e., boundary detection using CRFs and NE classification using 
ME) obtained 78.6% F1. The baseline model NER-1 (ME-based) that is not broken 
down in two parts obtained 77.7% F1. We could not train NER-2 because training is 
too slow. 

Table 2 also shows the training time (second per iteration) of fine-grained named 
entity recognition. The baseline model NER-1 using ME takes 155.0 seconds per 
iteration in training. Our proposed model NER-4 takes 42.5 seconds per iteration. So 
we reduced the training time to 27% without loss of performance. 

3.2   QA with Fine-Grained NER 

We performed another experiment for a question answering system to show the effect 
of the fine-grained named entity recognition. We used ETRI QA Test Set which 
consists of 402 pairs of question and answer in encyclopedia [5]. Our encyclopedia 
currently consists of 163,535 entries, 13 main categories, and 41 sub categories in 
Korean. For each question, the performance score is computed as the reciprocal 
answer rank(RAR) of the first correct answer. 

Our fine-grained NER engine annotates with 147 answer types for each sentence 
and then the indexer generates Answer Index Unit (AIU) structures using the answer 
candidates (the fine-grained NE annotated words) and the content words which can be 
founded within a same sentence. We append distance information between answer 
candidates and content words to AIU structures [5]. 

Figure 1 contains as example of the data structure passed from the indexing 
module. 

The answer processing module searches the relative answer candidates from index 
DB using question analysis and calculates the similarities and then extracts answers [5]. 
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[Example sentence] 
The Nightingale Award, the top honor in international nursing, was established at the 
International Red Cross in 1912 and is presented every two years (title: Nightingale) 
 
[Fine-grained NER] 
<The Nightingale Award:CV_PRIZE>, the top honor in international nursing, was 
established at <the International Red Cross:OGG_SOCIETY> in <1912:DT_YEAR> 
and is presented every <two years:DT_DURATION> (title: <Nightingale:PS_NAME>) 
 
[Answer candidates] 
The Nightingale Award:CV_PRIZE  
the International Red Cross:OGG_SOCIETY 
1912:DT_YEAR 
two years:DT_DURATION 
Nightingale:PS_NAME 
 
[Sentence-based AIU structures] 

AIU 

(The Nightingale Award:CV_PRIZE, the International Red Cross:OGG
_SOCIETY, distance info.), … , 
(two year:DT_DURATION, Nightingale:PS_NAME, distance info.), 
(The Nightingale Award:CV_PRIZE, top, distance info), 
(The Nightingale Award:CV_PRIZE, honor, distance info), …  

Fig. 1. Example of index processing 

Table 3. Performance of Question Answering 

Task MRAR 

QA with passage retrieval 0.525 

QA with passage retrieval and AIU (fine-grained NE) 0.662 

Table 3 shows the performance of question answering system with or without 
Answer Index Unit (i.e. fine-grained named entity information). The QA system with 
passage retrieval and AIU achieved about 26% improvement over QA with passage 
retrieval. 

4   Conclusion 

In this paper, we describe a fine-grained Named Entity Recognition using Conditional 
Random Fields (CRFs) for question answering. We used CRFs to detect boundary of 
named entities and Maximum Entropy (ME) to classify named entity classes. Using 
the proposed approach, we could achieve an 83.2% precision, a 74.5% recall, and a 
78.6% F1 for 147 fined-grained named entity types. Moreover, we reduced the 
training time to 27% without loss of performance compared to a baseline model. In 
the question answering, The QA system with passage retrieval and AIU (fine-grained 
NE) archived about 26% improvement over QA with passage retrieval. The result 
demonstrated that our approach is effective for QA. 
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Appendix: Fine-Grained Named Entity Tag Set (147 classes) 

1. Person PS_NAME PS_MYTH 
2. Study Field FD_OTHERS 

FD_SCIENCE 
FD_SOCIAL_SCIENCE 

FD_MEDICINE 
FD_ART 
FD_PHILOSOPHY 

3. Theory TR_OTHERS 
TR_SCIENCE 
TR_TECHNOLOGY 
TR_SOCIAL_SCIENCE 

TR_ART 
TR_PHILOSOPHY 
TR_MEDICINE 

4. Artifacts AF_CULTURAL_ASSET 
AF_BUILDING 
AF_MUSICAL_INSTRUMENT 
AF_ROAD 
AF_WEAPON 
AF_TRANSPORT 
AF_WORKS 
AFW_GEOGRAPHY 
AFW_MEDICAL_SCIENCE 

AFW_RELIGION 
AFW_PHILOSOPHY 
AFW_ART 
AFWA_DANCE 
AFWA_MOVIE 
AFWA_LITERATURE 
AFWA_ART_CRAFT 
AFWA_THEATRICALS 
AFWA_MUSIC 

5. Organization OG_OTHERS 
OGG_ECONOMY 
OGG_EDUCATION 
OGG_MILITARY 
OGG_MEDIA 
OGG_SPORTS 
OGG_ART 
OGG_SOCIETY 

OGG_MEDICINE 
OGG_RELIGION 
OGG_SCIENCE 
OGG_BUSINESS 
OGG_LIBRARY 
OGG_LAW 
OGG_POLITICS 

6. Location LC_OTHERS 
LCP_COUNTRY 
LCP_PROVINCE 
LCP_COUNTY 
LCP_CITY 
LCP_CAPITALCITY 
LCG_RIVER 
LCG_OCEAN 

LCG_BAY 
LCG_MOUNTAIN 
LCG_ISLAND 
LCG_TOPOGRAPHY 
LCG_CONTINENT 
LC_TOUR 
LC_SPACE 

7. Civilization CV_NAME 
CV_TRIBE 

CV_CLOTHING 
CV_POSITION 
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CV_SPORTS 
CV_SPORTS_INST 
CV_POLICY 
CV_TAX 
CV_FUNDS 
CV_LANGUAGE 
CV_BUILDING_TYPE 
CV_FOOD 
CV_DRINK 

CV_RELATION 
CV_OCCUPATION 
CV_CURRENCY 
CV_PRIZE 
CV_LAW, 
CVL_RIGHT, 
CVL_CRIME, 
CVL_PENALTY, 

8. Date DT_OTHERS 
DT_DURATION 
DT_DAY 
DT_MONTH 

DT_YEAR 
DT_SEASON 
DT_GEOAGE 
DT_DYNASTY 

9. Time TI_OTHERS 
TI_DURATION 
TI_HOUR 

TI_MINUTE 
TI_SECOND 

10. Quantity QT_OTHERS 
QT_AGE 
QT_SIZE 
QT_LENGTH 
QT_COUNT 
QT_MAN_COUNT 
QT_WEIGHT 

QT_PERCENTAGE 
QT_SPEED 
QT_TEMPERATURE 
QT_VOLUME 
QT_ORDER 
QT_PRICE 
QT_PHONE 

11. Event EV_OTHERS 
EV_ACTIVITY 
EV_WAR_REVOLUTION 

EV_SPORTS 
EV_FESTIVAL 

12. Animal AM_OTHERS 
AM_INSECT 
AM_BIRD 
AM_FISH 
AM_MAMMALIA 

AM_AMPHIBIA 
AM_REPTILIA 
AM_TYPE 
AM_PART 

13. Plant PT_OTHERS 
PT_FRUIT 
PT_FLOWER 
PT_TREE 

PT_GRASS 
PT_TYPE 
PT_PART 

14. Material MT_ELEMENT 
MT_METAL 
MT_ROCK 

MT_CHEMICAL 
MTC_LIQUID 
MTC_GAS 

15. Term TM_COLOR 
TM_DIRECTION 
TM_CLIMATE 
TM_SHAPE 
TM_CELL_TISSUE 

TMM_DISEASE 
TMM_DRUG 
TMI_HW 
TMI_SW 
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Abstract. Ordering information is a critical task for multi-document summari-
zation because it heavily influent the coherence of the generated summary. In 
this paper, we propose a hybrid model for sentence ordering in extractive multi-
document summarization that combines four relations between sentences. This 
model regards sentence as vertex and combined relation as edge of a directed 
graph on which the approximately optimal ordering can be generated with Pag-
eRank analysis. Evaluation of our hybrid model shows a significant improve-
ment of the ordering over strategies losing some relations and the results also 
indicate that this hybrid model is robust for articles with different genre. 

1   Introduction 

Automatic text summarization [1] that provides users with a condensed version of the 
original text, tries to release our reading burden, and most summarization today still 
relies on extraction of sentences from the original document [2]. In extractive summa-
rization, a proper arrangement of these extracted sentences must be found if we want 
to generate a logical, coherent and readable summary. This issue is special in multi-
document summarization. Sentence position in the original document, which yields a 
good clue to sentence arrangement for single-document summarization, is not enough 
for multi-document summarization because we must consider inter-document order-
ing at the same time [3]. 

Barzilay et al. [4] showed the impact of sentence ordering on readability of a sum-
mary and explored some strategies for sentence ordering in the context of multi-
document summarization. Lapata [5] proposed another method to sentence ordering 
based on an unsupervised probabilistic model for text structuring that learns ordering 
constraints from a large corpus. However, the limitation of above-mentioned strate-
gies is still obvious. Barzilay’s strategy paid attention to chronological and topical 
relation whereas ignored sentence original ordering in the articles where summary 
comes from. Hence, if the articles are not event-based, the quality of summary will 
decrease because the temporal cue is invalid. As for Lapata’s strategy, the probabilis-
tic model of text structure is trained on a large corpus, so it performs badly when 
genre of the corpus and the article collection are mismatched. 
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To overcome the limitation mentioned above, we propose a hybrid model for sen-
tence ordering in extractive multi-document summarization that combines four rela-
tions between sentences - chronological relation, positional relation, topical relation 
and dependent relation. Our model regards sentence as vertex and combined relation 
as edge of a directed graph on which the approximately optimal ordering can be gen-
erated with PageRank analysis.  Evaluation of our hybrid model shows a significant 
improvement of the ordering over strategies losing some relations and the results also 
indicate that this hybrid model is robust for articles with different genre.  

2   Model 

For the group of sentences extracted from the article collection, we construct a di-
rected graph (we call it Precedence Graph). Let G = (V, E) be a directed graph with 
the set of vertices V and set of directed edges E, where E is a subset of V V× . For a 
given vertex vi, let In(vi) be the set of vertices that point to it (predecessors), and let 
Out(vi) be the set of vertices that vertex vi points. In our hybrid model, the Precedence 
Graph is constructed by adding a vertex for each sentence in the summary, and edges 
between vertices are established using sentence relations. Three of the pre-defined 
quantitative relations are integrated to precedent relation using linear model. 

, , , ,i j P i j D i j C i jR P D Cλ λ λ= + + . (1) 

where Pλ , Dλ , Cλ are the weight of positional relation ,i jP , dependent relation ,i jD and 

chronological relation ,i jC individually. If Ri,j>0, there exist a directed edge with value 

Ri,j from vi to vj (see figure 1). In our case, we set Pλ =0.3, Dλ =0.4, Cλ =0.3 manually. 

By the way, figure 1 does not contain topical relation because it will be used only 
after the first vertex has been selected. 

 

Fig. 1. An example for the hybrid model  

Unfortunately, the next critical task of finding an optimal road according to the 
Precedence Graph is a NP-complete problem. Our model employs PageRank method 
[6], which is perhaps one of the most popular ranking algorithms, and was designed 
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as a method for Web link analysis. PageRank method is a graph-based ranking algo-
rithm to decide the importance of a vertex within a graph, by taking into account 
global information recursively computed from the entire graph, rather than relying 
only on local vertex-specific information. Score of vertex vi is defined as: 

,
( ) ,

( )

( )
( ) (1 ) *

j i

k j

j
i i j

v Out v k j
v In v

S v
S v d d R

R∈
∈

= − + . (2) 

where d is a parameter set between 0 and 1 (we let d=0.1 in our experiments).  
The next step following PageRank algorithm is the selection of vertex. We first se-

lect the vertex with highest score as the first sentence in summary. For the following 
vertices, not only the score itself but also the topical relation with immediately previ-
ous vertex should be taken into consideration. The succeed vertex of vk should satisfy: 

ˆ

ˆ ,
 

arg max((1 ) ( ) )
i

i T T k ii
v

v S v Tλ λ= − + . (3) 

where Tλ is the weight of topical relation ,i jT  (we let Tλ =0.4 in our experiments) . 

When the succeed vertex of vk is picked up, vertex vk and all edges linked with it are 
deleted from the Precedence Graph. This operator iterate until the graph is empty, and 
then an ordered summary is produced.  

3   Experiments 

We collected three groups of summaries generated by three different participants of 
task 2 in DUC2004 [7]. Three selected groups have high (id=65), fair (id=138), and 
low (id=111) ROUGE score [8] individually so that we can observe the degree of 
influence that our model affects on summarizer with different performance. For each 
group, we randomly selected 10 from 50 summaries produced by one participant. Five 
postgraduates were employed and everyone built one ordering manually for each 
summary. To test the adaptive performance of our hybrid model, we also randomly 
selected the fourth group of testing data from DUC2005, which has different genre 
with DUC2004. 

We use Kendall’s strategy [9], which based on the number of inversions in the 
rankings, to measure the distance between two ranking. 

2 Inv ( , )
1

( 1) / 2
i jO O

N N
τ

×
= −

−
 (4) 

where N is the number of  sentences being ranked and Inv ( , )i jO O is the number of 

interchanges of consecutive elements necessary to arrange them in their natural order-
ing (manual ordering in this case). If we think in terms of permutations, thenτ can be 
interpreted as the minimum number of adjacent transpositions needed to bring one 
ordering to the other. We use the minimal one from 5 distance values corresponding 
to the 5 “ideal” orderings produced manually. Figure 2 shows the evaluation results. 
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Fig. 2. Results and comparison of different models 

As Figure 2 indicates, our hybrid ordering (HO) model yields more satisfactory re-
sult (as a whole) than any other model taking part in the comparison, including the 
strategy employed by the summarizer that produces the original ordering (OO).  Al-
though partially hybrid strategies such as HO-C (hybrid ordering model without 
chronological relation), HO-P (hybrid ordering model without positional relation), 
HO-T (hybrid ordering model without topical relation, and HO-D (hybrid ordering 
model without dependent relation) are all worse than HO, we found that different 
relation has significantly different influence on the ordering strategy performance. In 
context of DUC2004 dataset (group 1, 2, 3), HO-C performs worst and HO-T is 
slightly better than HO-C, whereas there aren’t significant difference between HO-P, 
HO-D, and HO. In other word, the ordering strategy depend more on chronology and 
topical relation than on positional and dependent relation for DUC2004 dataset. After 
investigating the failure ordering of HO-C, we found that most of the articles have 
been used for task 2 in DUC2004 are event-based, so chronological cue is very impor-
tant for ordering. Moreover, for the limitation of summary length, number of  
sentences in most summaries is less than 10 – the number of articles from which sum-
mary extracted, so the probability of two sentences coming from the same article is 
very low. Hence the importance of positional relation is not distinct.   

On the contrary, HO-T and HO-P perform much worse than HO on DUC2005 
dataset (group 4) while HO-D and HO-C perform closely to HO. Reason for this 
change is that most articles for DUC2005 are biography, where chronological cue is 
not so important for ordering. Although different relation plays different role in order-
ing summary with different genre, our hybrid model combining these relations to-
gether has robust performance. Figure 2 indicates clearly that the results of HO have 
no distinct change when article genre change from event-based to biography-based. 
Furthermore, after reordering, the improvement for “poor” summaries (group 3) is 
better than for “good” summaries (group 1) because the summaries generated by a 
good summarizer are more readable than by bad one.  
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4   Conclusions 

In this paper, we propose a hybrid model for sentence ordering in extractive multi-
document summarization. We combine the four relations between sentences using a 
linear model and we call it precedent relation. To find a proper ordering for the group 
of sentences extracted from an article collection, our hybrid model regards sentence as 
vertex and precedent relation as edge of a directed graph, and employs PageRank 
analysis method to generate an approximately optimal ordering. We evaluate the 
automatically generated orderings against manual orderings on the testing dataset 
extended from DUC2004 and DUC2005.  Experiment results show that the hybrid 
model has a significant improvement compared with other partially hybrid model. 
Moreover, experiment results on DUC2004 dataset and DUC2005 dataset indicates 
that our hybrid model is robust for articles with different genre.  
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Abstract. We report on a study that was undertaken to better identify
users’ goals behind web search queries by using click through data. Based
on user logs which contain over 80 million queries and corresponding click
through data, we found that query type identification benefits from click
through data analysis; while anchor text information may not be so useful
because it is only accessible for a small part (about 16%) of practical user
queries. We also proposed two novel features extracted from click through
data and a decision tree based classification algorithm for identifying
user queries. Our experimental evaluation shows that this algorithm can
correctly identify the goals for about 80% web search queries.1

1 Introduction

Web Search engine is currently one of the most important information access and
management tools for WWW users. Most users interact with search engine using
short queries which are composed of 4 words or even fewer. This phenomena of
”short queries” has prevented search engines from finding users’ information
needs behind their queries.

With analysis into search engine user behavior, Broder [1] and Rose [2] in-
dependently found that search goals behind user queries can be informational,
navigational or transactional (refered to as resource type by Rose). Further ex-
periment results in TREC [3][4] showed that informational and navigational
search results benefit from different kinds of evidences. Craswell [5] and Kraaij
[6] found that anchor text and URL format offer improvement to content-only
method for home page finding task, which covers a major part of navigational
type queries. Bharat [7] proved that informational type searches may be im-
proved using hyper link structure analysis. According to these researches, if
query type can be identified for a given user query, retrieval algorithm can be
adapted to this query type and search performance can be improved compared
with a general purpose algorithm. That is why we should identify users’ search
goals behind their submitted queries.
1 Supported by the Chinese National Key Foundation Research & Development

Plan (2004CB318108), Natural Science Foundation (60223004, 60321002, 60303005,
60503064) and the Key Project of Chinese Ministry of Education (No. 104236).
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Query type identification can be performed by two means: Sometimes queries
can be classified by simply looking at its content. ”AIRS2006” is a navigational
type query because the user probably wants to find the homepage of this con-
ference; while ”car accident” may be informational because the user seems to
be looking for detailed information on ”car accident”. However, several queries
can only be classified with the help of search context. For the query ”informa-
tion retrieval”, it is impossible to guess without further information whether the
user wants to locate the book written by CJ van Rijsbergen (navigational) or he
wants to know something about IR (informational).

The remaining part of the paper is constructed as follows: Section 2 ana-
lyzes into search engine logs and studies the possibilities of using click through
data and anchor text in query type prediction. Section 3 proposed two novel
features extracted from click through data and developed a decision tree based
classification algorithm. Experimental results of query classification are shown
in Section 4. Finally come discussion and conclusion.

2 Analysis into Search Engine Logs

In order to verify reliability and scalability of our classification method, we
obtained part of query logs from a widely-used Chinese search engine Sogou
(www.sogou.com). The logs are collected from February 1st to February 28th in
the year 2006. They contain 86538613 non-empty queries and 4345557 of them
are unique. Query sessions are provided according to cookie information and
there are totaly 26255952 sessions in these logs.

When we try to predict one user query’s type, we can make use of click through
data if and only if this query appears in past click through logs. In Figure 1, the
category axis shows date when the logs are collected (all logs are collected in
February 2006, so year/month information is omitted) and the value axis show
the percentage of queries which have click through information.

We can see that new queries made up of 100% queries on the first day because
no history information is available before that day. However, as time goes by
the percentage of newly-appeared queries drops to about 10% (average data is
11.15% for the last 10 days). It means that click through data can be applied to
classify about 90% queries for search engines.

According to previous works [8] and [9], if one web page shares the same
anchor text as a query, the query is probably navigational type. In those works
which use anchor text for query type identification, only those queries which
match a certain number of anchor texts can be predicted using this evidence.
So it is important to find how many percentage of web search queries have such
matches with anchor texts.

We crawled over 202M Chinese web pages from the Web and extracted anchor
text information from these pages. After reducing possible spams, noises and
redundancies, the percentage of queries matching a certain number of anchor
text is calculated. We found that the percentage of matching queries doesn’t
vary with time and there are less than 20% (16.24% on average) matching queries
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Fig. 1. Percentage of newly-appeared queries in query logs

each day. It means that anchor text evidence is only applicable for less than 20%
queries in practical Web search environment.

We can conclude that click through data is suitable for query type identi-
fication for general purpose Web search engine. Anchor text evidence may be
effective for a part of queries but it is not applicable for the major part. So our
work is mainly focused in classification using click through evidence.

3 Query Type Identification Using Click Through Data

In this section, we propose two novel evidences extracted from click through
data: n Clicks Satisfied (nCS) and top n Results Satisfied (nRS). They can be
used as features in our query type identification algorithm.

In order to find the differences between navigational and informational / trans-
actional type queries, we developed a training set of queries which contains 153
navigational queries and 45 informational queries. These queries are randomly
selected from query logs and manually classified by 3 assessors using voting to
decide queries’ categories.

3.1 N Clicks Satisfied (nCS) Evidence

N Clicks Satisfied (nCS) evidence is extracted from the number of user clicks for
a particular query. It is based on the following assumption:

Assumption 1 (Less Effort Assumption): While performing a navigational
type search request, user tend to click a small number of URLs in the result list.

Supposing one web search user has a navigational goal (CNN homepage, for
example), he has a fixed search target in mind and would like to find just that
target URL (www.cnn.com) and corresponding snippet in the result list. So it
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Fig. 2. nCS feature distribution in the training set when n is set to 2. Cat-
egory axis shows nCS value and value axis shows the percentage of naviga-
tional/informational/transactional queries with a certain nCS value.

is impossible for him to click a number of URLs which are not the target page
unless there exists cheating pages.

According to the Less Effort Assumption, we can judge a query type by the
number of URLs which the user clicks. nCS feature is defined as:

nCS(Query q) =
#(Session of q that involves less than n clicks)

#(Session of q)
. (1)

According Figure 2, navigational type queries have larger nCS than informa-
tional/transactional ones. Most navigational queries have a nCS larger than 0.7
while 70% informational/transactional queries’ nCS is less than 0.7. It means
this feature can separate a large part of navigational queries.

3.2 Top n Results Satisfied (nRS) Evidence

Top n Results Satisfied (nRS) evidence is extracted from the clicked URL’s rank
information. It is based on the following assumption:

Assumption 2 (Cover Page Assumption): While performing a navigational
type search request, user tend to click only the first few URLs in the result list.

This assumption is related to the fact that navigational type queries have a
much higher retrieval performance than informational/transactional ones. Ac-
cording to TREC web track and terabyte track experiments [3],[4] and [10] in
the last few years, an ordinary IR system can return correct answers at the 1st
ranking for 80% user queries.

According to the Less Effort Assumption, we can judge a query type by
whether the user clicks other URLs besides the first n ones. Top n Results
Satisfied (nRS) feature developed from this idea is defined as:

nRS(Query q) =
#(Session of q that involves clicks only on top n results)

#(Session of q)
.

(2)
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Fig. 3. nRS feature distribution in the training set when n is set to 5. Cat-
egory axis shows nRS value and value axis shows the percentage of naviga-
tional/informational/transactional queries with a certain nRS value.

According to the nRS distribution shown in Figure 3, navigational type queries
have larger nRS than informational/transactional ones. 80% navigational queries
have a nRS value larger than 0.7 while about 70% informational/transactional
queries’ nRS is less than 0.7. It shows this feature can also be used to classify
web search queries as well as nCS.

3.3 A Learning Based Identification Algorithm

Based on the two new features proposed in Section 4.1 and 4.2, we can sepa-
rate informational/transactional queries from navigational ones. Besides these
features, click distribution proposed by Lee [8] is also believed to be able to
identify web search queries.

Fig. 4. A Query identification decision tree composed of click through fea-
tures(INF:informational, TRA:transactional, NAV:navigational)
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In order to combine these 3 features: nCS, nRS and click distribution to finish
the query type identification task, we adopted a typical decision tree algorithm.
It is a method for approximating discrete-valued functions that is robust of
noisy data and capable of learning disjunctive expressions. We choose decision
tree because it is usually the most effective and efficient classifier when we have
a small number (3 features here) of features.

We used standard C4.5 algorithm to combine these 3 features and get the
following decision tree shown in Figure 4. According to C4.5 algorithm, The ef-
fectiveness of features can be estimated by the distance away from the root. We
can see that nRS is more effective in identification than nCS and click distrib-
ution. The two new features proposed are more reliable here according to the
metric of information ratio in C4.5 algorithm.

4 Experiments and Discussions

4.1 Query Type Identification Test Set and Evaluation Measures

We developed a test set to verify the effectiveness of our identification algorithm.
This test set is composed of 81 informational/transactional type queries and
152 navigational queries. The informational/transactional ones were obtained
from a Chinese search engine contest organized by tianwang.com (part of the
contest is specially designed to test the search engines’ performance for infor-
mational/transactional queries) and the navigational ones are obtained from a
widely-used Chinese web directory hao123.com (websites and their description
are used as navigational type results and queries correspondingly). This test set
is not assessed by the people who developed the training set in order to get rid
of possible subjective noises.

We use traditional precision/recall framework to judge the effectiveness of
the query type identification task. Precision and Recall values are calculated
separately for two kinds of queries. They are also combined to F-measure value
to judge the overall performance.

4.2 Query Type Identification Results

The test query set described in the previous section are identified by our decision
tree algorithm. Experiment results are shown in Table 1. We also compared our
method with Lee’s Click-Distribution method [8] in Figure 5 because it is to our
knowledge the most effective click-through information based method.

According to the experimental results in Table 1, precision and recall val-
ues over 80% are achieved to identify web search queries. It shows that most
web search queries are successfully identified with the help of click through in-
formation. We further found that our decision tree based method outperforms
Click-Distribution method which is proposed by Lee[8] both on the training
set (improved by 21%) and on the test set(improved by 18%). Although Click-
Distribution is quite effective for query type identification, by adding new fea-
tures of nCS and nRS, better performance is achieved.
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Table 1. Query type identification experimental results.(INF:informational,
TRA:transactional, NAV:navigational)

Training set Test set

INF/TRA NAV Mixed INF/TRA NAV Mixed

Precision 76.00% 91.07% 87.65% 73.74% 85.62% 81.49%
Recall 66.67% 90.71% 85.25% 72.84% 86.18% 81.54%
F-measure 0.71 0.91 0.86 0.73 0.85 0.81

Fig. 5. F-measure values of our decision tree based method and the Click-Distribution
based method, Dtree: decision tree based method, CD: Click-Distribution based
method, Train/Test: experimental results based on the training/test set

5 Conclusions and Future Work

Given the vast amount of information on the World Wide Web, a typical short
query of 1-3 words submitted to a search engine usually cannot offer enough
information for the ranking algorithm to give a high quality result list. Using
click through data to identify the user goals behind their queries may help search
engine to better understand what users want so that more effective result ranking
can be expected.

Future study will focus on following aspects: How well does these new fea-
tures work together with evidences from the queries themselves? How should the
traditional ranking models be adjusted for automatically identified queries? Is
there any other proper query classification criterion in users’ notion?
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Abstract. We participated in NTCIR QAC-1, QAC-2, and QAC-3,
which were evaluation workshops for answering questions held by the Na-
tional Institute of Informatics of Japan and studied question-answering
systems for contextual questions. Contextual questions are defined as
a series of questions with contexts. For example, the first question is
“What is the capital of Japan?” and the one succeeding is related to
the first such as “What was it called in ancient times?”. Contextual
question-answering can be considered interactive. This paper describes
our system for contextual questions, which obtained the second best ac-
curacy in QAC-1 and the best accuracy in both QAC-2 and QAC-3 for
contextual question-answering. It is thus a high-performance system.

1 Introduction

Question-Answering Challenges (QAC) [3] handles interesting topics and con-
textual questions in particular. Contextual question answering can be considered
to be interactive. Contextual questions are currently defined as a series of ques-
tions with contexts. For example, the first question is “What is the capital of
Japan?” and the one succeeding is related to the first such as “What was it
called in ancient times?”. As we can determine the answers to these kinds of
questions, we can automatically evaluate the answers that a question-answering
system will output. Automatic evaluation is very important for scientific studies.
We participated in NTCIR’s QAC-1, QAC-2, and QAC-3, which were evalua-
tion workshops for contextual question answering held by the National Institute
of Informatics of Japan and studied question-answering systems for contextual
questions. Our question-answering system used numerous effective methods to
answer questions. We used a method of connecting question sentences to handle
contextual questions. We also used a method of using multiple documents to
obtain more accurate answers. We then used a special method of handling cases
when multiple answers could be correct for a question [2].
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2 Our Question-Answering System

2.1 Prediction of Answer Type

The system applies manually defined heuristic rules to predict the answer type.
There are 39 of these rules. Some of them are listed here:

1. When dare “who” occurs in a question, a person’s name is given as the
answer type.

2. When itsu “when” occurs in a question, a time expression is given as the
answer type.

3. When donokurai “how many” occurs in a question, a numerical expression
is given as the answer type.

2.2 Document Retrieval

Our system extracts terms from a question by using a morphological analyzer,
ChaSen [1]. The analyzer first eliminates terms whose part of speech is a preposi-
tion or a similar type; it then retrieves by using the extracted terms. Our system
extracts documents where a term occurs near each other.

2.3 Answer Detection

Our system first generates candidate expressions to detect the answer from the
extracted documents. We initially used morpheme n-grams for the candidate
expressions, but this approach generated too many candidates. Instead, we now
use candidates only consisting of nouns, unknown words, and symbols. More-
over, we used the ChaSen analyzer to determine morphemes and their parts of
speech.

Our approach to determining whether a candidate was a correct answer was
to add score for the candidate, under the condition that it was near an extracted
term, to score based on heuristic rules according to the answer type. The system
then selected the candidates with the highest number of total points as the
correct answers. (See our paper [2] for the detail.)

2.4 Use of Multiple Documents as Evidence with Decreased
Weighting

Our system also use the method of decreased adding with multiple answers.
Let us assume that the question, “What is the capital of Japan?”, is input
into a question-answering system, with the goal of obtaining the correct answer,
“Tokyo”. A typical question-answering system would output the candidate an-
swers and scores listed in Table 1. These systems would also output document
ID from which each candidate answer had been extracted. The system outputs
the incorrect answer, “Kyoto”, as the first answer for the example in Table 1.
We developed a method of using multiple documents with decreased weighting
as evidence. The method adds scores by assigning decreasing weights to them.
Now suppose that we implement our method by multiplying the score of the i-th
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Table 1. Candidate answers according to original scores, where “Tokyo” is correct
answer

Rank Candidate answer Score Document ID
1 Kyoto 3.3 926324
2 Tokyo 3.2 259312
3 Tokyo 2.8 451245
4 Tokyo 2.5 371922
5 Tokyo 2.4 221328
6 Beijing 2.3 113127
... ... ... ...

Table 2. Candidate answers obtained by adding scores with decreasing weights, where
“Tokyo” is correct answer

Rank Cand. ans. Score Document ID
1 Tokyo 4.3 259312, 451245, ...
2 Kyoto 3.3 926324
3 Beijing 2.3 113127
... ... ... ...

candidate by a factor of 0.3(i−1)1 before adding up the scores. In this case, the
score for “Tokyo” is 4.3 (= 3.2 + 2.8 × 0.3 + 2.5 × 0.32 + 2.4 × 0.33), and we
obtain the results in Table 2. As expected, “Tokyo” achieves the highest score.

2.5 Method for Cases Where Multiple Answers Can Be Correct

A question can have multiple answers in the QAC test collection. For example,
when the question is “Which counties are permanent members of the United Na-
tions Security Council?”, there are five answers, “the United States of America”,
“the United Kingdom”, “Russia”, “France”, and “China”.

We proposed the select-by-rate method for cases where multiple answers can
be correct. The Select-by-rate method outputs answers having a score more than
a certain rate (rate for selection) of the highest score. For example, when we
use 0.9 as the rate for selection and the highest score of answer candidates is
1100, we extract answer candidates with scores of more than 990 as the desired
answers.

We also proposed the select-one method, that only extracts the top answer in
every case. We also proposed the select-two method, that only extracts the top
two answers in every case.

2.6 Method for Cases of Contextual Questions

Contextual questions in QAC are asked to answer questions. Contextual ques-
tions are defined as a series of questions with contexts. For example, the first
1 The value of 0.3 was determined by preliminary experiments.
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question is “What is the capital of Japan?” and the one succeeding is related to
the first such as “What was it called in ancient times?”.

We developed a method for cases of contextual questions, where we used the
concatenation of all the questions from the first to the current question sentence
in which an interrogative pronoun, adjective, or adverb in the first sentence had
been changed to dummy symbols (e.g. “@@@”) as the current question.

For example, when the previous question is “What is the capital of Japan?”
and the current question is “What was it called in ancient times?”, the question,
“@@@ is the capital of Japan? What was it called in ancient times?” was con-
structed, and it was processed by question-answering systems. We refer to this
method as Conc1.

We also used a method of adding answers for previous questions to the ques-
tion itself. For example, when the previous question is “What is the capital of
Japan?” and the current question is “What was it called in ancient times?”,
the answer “Tokyo” was extracted [,/from?] the question, “@@@ is the capital of
Japan? Tokyo. What was it called in ancient times?” was constructed, and it was
processed by question-answering systems. We refer to this method as Conc2.

3 Results in QACs 1, 2, and 3

3.1 QAC-1

Our results in the Task-3 (the tasks for contextual questions) of QAC-1 at the
NTCIR-3 evaluation workshop are in Table 3. The task involved 20 sets of contex-
tual questions each of which had two related questions. The average F-measure
(MF) was used for evaluation. Our system obtained 0.17 for MF. Our team was
in second place of the 7 teams who participated. The score for the best team was
0.19. Although our system was inferior to the best team’s, another system of ours
that changed the method for contextual questions (Conc1 → Conc2) after the
workshop obtained an F-measure of 0.23, which was higher than that for the best
team. We could not use a decreased method of adding using multiple documents
as evidence in QAC-1, because we developed this after the QAC-1 workshop.

Table 3. Results in QAC-1

Decreased adding For multiple For contextual MF
method answers questions

Submitted system No use Select-one Conc1 0.167
System after workshop No use Select-one Conc2 0.225

Table 4. Results in QAC-2

RunID Decreased adding method Rate in select-by-rate For contextual qu. MF
System 1 Use 0.95 Conc1 0.224
System 2 Use 0.97 Conc1 0.223
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As the test collection for QAC-1 only had a total of 40 questions, the results
were not valid.

3.2 QAC-2

Our results in the Task-3 (the tasks for contextual questions) of QAC-2 at the
NTCIR-4 evaluation workshop are in Table 4. The task involved 36 sets of con-
textual questions each of which had five to ten related questions. There were a
total of 251 questions. MF was used for evaluation. The RunIDs in the table
indicate the ID numbers for our submitted systems. Our system obtained 0.22
for MF. Our team was in first place of the 7 teams who participated. The MF
for the second best team was 0.20. Although there were many questions, the test
collection was inconvenient as it could not be used for automatic evaluation or
for experiments after the workshop.

3.3 QAC-3

Our results in QAC-3 at the NTCIR-5 evaluation workshop are in Table 5.
Only a task for contextual questions was set. It involved 50 sets of contextual
questions each of which had five to ten related questions. There were a total of
360 questions. MF was used for evaluation. The “Total”, “First”, and “Rest” in
the table indicate the results for all the questions, those for the first questions in
sets of contextual questions, and those for the remaining questions in the sets.
Our system obtained 0.25 for MF. Our team was in first place of the 7 teams
who participated. The MF for the second best team was 0.19. We found there
were vast differences between our team and the second best team. The MF for
“First” was higher than that for “Rest”. This indicates that the first questions
in the sets of contextual questions were relatively easy and the other questions

Table 5. Results in QAC-3

RunID Decreased Rate in For contextual MF
adding select-by-rate questions Total First Rest

System 1 Use 0.95 Conc1 0.236 0.403 0.209
System 2 Use 0.90 Conc1 0.250 0.450 0.218
System 3 Use 0.95 Conc2 0.208 0.403 0.177
After QAC-3 Use 0.85 Conc1 0.197 0.299 0.181
After QAC-3 No use 0.90 Conc1 0.174 0.236 0.165

Table 6. Results in QAC-3 (reference run 1 data)

RunID Decreased Rate in For contextual MF
adding select-by-rate questions Total First Rest

System 1 Use 0.95 — 0.305 0.403 0.289
System 2 Use 0.90 — 0.314 0.450 0.292
System 3 Use 0.95 — 0.305 0.403 0.289
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Table 7. Results in QAC-3 (reference run 2 data)

RunID Decreased Rate in For contextual MF
adding select-by-rate questions Total First Rest

System 1 Use 0.95 No use 0.090 0.403 0.039
System 2 Use 0.90 No use 0.099 0.450 0.042
System 3 Use 0.95 No use 0.090 0.403 0.039

were difficult. To compare Systems 1 and 3, we found that System 3, which used
Conc2 to add answers in the previous questions to the current question, obtained
a lower MF than System 1, which did not use Conc2. We found that Conc2 was
not effective in the QAC-3 test collection.

Reference run 1 data were given in QAC-3, and experiments using these data
were conducted. Questions in the data were transformed into normal questions
by supplementing omitted expressions (e.g., pronouns). For example, when the
previous question was “What is the capital of Japan?” and the current question
was “What was it called in ancient times?”, the current question was trans-
formed into “What was Tokyo called in ancient times?” and it was used to
answer questions. We could estimate how difficult a contextual question was by
comparing the experimental results for contextual questions with the results for
the reference run data. The results are in Table 6. We found that the MF for the
reference run data was higher than that for contextual questions. This meant
that answering questions in the reference run data was easier than answering
contextual questions. By comparing the results for “First” and “Rest” in the
reference run data, we found that their MFs were very different and questions
other than the first questions were more difficult than the first questions.

Our method for contextual questions was simple and connected to previous
questions. It obtained 0.75 (= 0.218/0.292) of the MF for reference run 1 data.

Reference run 2 data were given in QAC-3, and experiments using these data
were undertaken. Questions in the data exactly equaled the original question,
but we could not use the previous questions. For example, when the previous
question was “What is the capital of Japan?” and the current question was
“What was it called in ancient times?”, we could only use the current question
“What was it called in ancient times?”. The results are in Table 7. The MFs were
very low. The MF was 0.099 (Table 7) when we did not use a simple connecting
method. We obtained 0.14 (= 0.02/0.292) of the MF for reference run 1 data,
while the simple connecting method obtained 0.75 (= 0.218/0.292) of the MF for
reference run 1 data, indicating that our simple connecting method was effective.

The method of decreased adding obtained an MF of 0.250 and without it we
obtained an MF of 0.197 (Table 5). This indicated that our method of decreased
adding was effective.

The method of select-by-rate adding obtained the best MF when the rate for
selection was 0.90.

As QAC-3 had numerous questions, and the test collection could be used for
automatic evaluation and for experiments after the workshop, it was convenient
and useful.
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4 Conclusion

Our question-answering system used many effective methods to answer ques-
tions. We used a method of connecting question sentences to handle contextual
questions. We used another method of using multiple documents to obtain more
accurate answers. We used a special method for handling cases when multiple
answers could be correct for a question. Our question-answering system obtained
the second best accuracy in QAC-1 and the best accuracy in both QAC-2 and
QAC-3 for contextual question answering. It is thus a high-performance system.
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Abstract. In this paper we propose a clustering-based hybrid approach for 
multi-document summarization which integrates sentence clustering, local rec-
ommendation and global search. For sentence clustering, we adopt a stability-
based method which can determine the optimal cluster number automatically. 
We weight sentences with terms they contain for local sentence recommenda-
tion of each cluster. For global selection, we propose a global criterion to evalu-
ate overall performance of a summary. Thus the sentences in the final summary 
are determined by not only the configuration of individual clusters but also the 
overall performance. This approach successfully gets top-level performance 
running on corpus of DUC04. 

1   Introduction 

Compared with single-document summarizations, information diversity and informa-
tion redundancy are two main difficulties to be overcome in multi-document summa-
rization tasks. The strategies for multi-document summarization roughly fall in three 
categories according to the way summaries are created. 

The first kind of strategy ranks and extracts sentences from multi-documents simi-
lar with from single-document. However, compared with single-document ap-
proaches, the ranking here should consider not only sentence representative, but also 
mutual coverage between sentences to avoid redundancy. The difficulty for this ap-
proach is how to cover contribution of sentences to representative and their mutual 
difference simultaneously. MEAD [9] provides a two-phase ranking method which 
ranks sentences first and then adjusts summary by mutual information overlap of sen-
tences. This method heavily relies on the initial selection of the first sentence, and the 
convergence of the adjusting process is questionable. 

The second strategy is based on sentence or paragraph clustering. Sentences are ex-
tracted from clusters to form summaries. Intuitively, each cluster can be seen as a 
topic in the document collection, and selecting sentences from clusters helps the 
summary to get a good coverage of the topics and remove redundancy. 

Many methods have been proposed on clustering-based multi-document summari-
zation. Boros [3] clustered sentences to produce summaries with cluster number pre-
defined. Hardy and Shimizu [4] selected representative passages from clusters of  
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passages, and the system worked well in DUC01 with some parameter adjustments. 
Siddharthan et al. [11] and Blair-Goldensohn et al. [2] produced summaries by sen-
tences clustered with a similarity threshold for clusters predefined. 

The third strategy is based on information fusion [1], which tries to combine simi-
lar sentences across documents to create new sentences based on language generation 
technologies. Although this could model human’s efforts in summarization process, it 
heavily relies on external resources (parsers, rules eg.). This limits its portability. 

In this paper, we adopt the second strategy ---- sentence-clustering-based summari-
zation. 

The remainder of the paper is organized as follows. In section 2, we talk about the 
motivation of this work. In section 3, we explore the algorithm for sentence cluster-
ing. In section 4, we discuss about representative sentence selection from the clusters. 
In section 5, we present the experiments and results on DUC 2004 data. In section 6, 
we give out the conclusion. 

2   Motivation 

In this paper, we adopt the sentence-clustering-based strategy to determine main top-
ics from source documents to reach good representative and avoid redundancy.  

One immediate problem occurs that how many clusters are appropriate for sen-
tences in source documents. Most existed clustering-based methods predefine the 
cluster number or similarity threshold in clustering process. However, the predefining 
depends on experience or guess, being hard to meet requirements from varies summa-
rization tasks. To deal with this problem, we use a stability-based strategy [5] to 
automatically infer the cluster number.  

Another problem is how to select representative sentences from clusters. Here, the 
search strategy is a key issue. In general, there are two kinds of search strategies. A 
local strategy tries to find a representative sentence for one cluster based on informa-
tion of the cluster itself, while a global strategy tries to find the representative sen-
tence based on the overall performance of the whole summary. Almost all clustering 
methods adopt only local strategies for representative sentence selection till now. In 
this paper, we propose a hybrid strategy to combine local and global search for sen-
tence selection. Thus, sentences are selected not only observing individual clusters, 
but also observing their overall performance. 

3   Sentence Clustering 

Let v1 and v2 be feature vectors for sentence s1 and s2, their similarity is defined as 
the cosine distance. 

sim(s1, s2) = cos(v1, v2) (1) 

To infer the appropriate cluster number, we adopt a stability method, which has 
been applied to other unsupervised learning problems [6][8][10]. Formally, let k be 
the cluster number, we need to find k which meets (2). 
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Here, the criterion is set up based on resampling based stability. 
Let Pµ be a subset sampled from full sentence set in the document collection P with 

size α|P| (α is set as 0.9 in this paper), C(Cµ) be |P|× |P|( | Pµ |×| Pµ |) connectivity ma-
trix based on the clustering result on P(Pµ). Each entry cij(c
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ij) of C(Cµ) is calculated 

in the following way: if the entry pair pi, pj(∈P(Pµ)) belong to the same cluster, then 
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ij) equals 1, otherwise, 0. Then the stability is defined in (3). 
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Intuitively, M(Cµ, C) denotes the consistency between the clustering results on Cµ and 
C. The assumption is that if k is actually the “natural” number of the clusters, then the 
clustering results on the subset Pµ generated by sampling should be similar to the 
clustering result on full sentence set P.  

Obviously, the above function satisfies 0 M 1. It is noticed that M(Cµ, C) tends to 
decrease when increasing the value of k. Therefore to avoid the bias that small value 
of k is to be selected as cluster number, we use the cluster validity of a random pre-
dictor k to normalize M(Cµ, C). The random predictor k achieved the stability value 
by assigning uniformly drawn labels to objects, that is, splitting the data into k clus-
ters randomly. Furthermore, for each k, we tried q times. So, the normalized object 
function can be defined as (4). 
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Normalizing M(Cµ, C) by the stability of the random predictor can yield values inde-
pendent of k (Levine et al. 2001). 

After the number of optimal clusters is decided, k-means algorithm is implemented 
to cluster. Each output cluster is supposed to denote one topic in the document collec-
tion. 

For the sake of running efficiency, we try to find the optimal cluster number k 
within the range 8~12 only in following experiments.  

4   Representative Sentence Selection 

Terms that are supposed to denote important concepts are extracted from texts (sen-
tence cluster or the whole document collection) first. Then sentences are weighted 
based on terms they contain to select the representative sentence from each cluster. 

4.1   Local Search Strategy 

For local search strategies, we select the representative sentences based on the clusters 
themselves. The terms of a cluster are those extracted from the texts in the cluster. We 
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use the terms extracted from the clusters, rather than those from the document collec-
tions, because they are supposed to contribute more in representative. 

Equation (5) describes the weight scheme for a term in a cluster. 

cf)  (1 log

 tl)log(1 * tf)log(1
   w t +

++=  (5) 

Here tf is term frequency in the cluster, tl is the term length (number of words in the 
term, cf is cluster frequency (number of clusters which contain the term). 

The weight of a sentence s is calculated as follows: 
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w
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Here sl is the length of the sentence (number of the words in the sentence). 

4.2   Global Search Strategy 

For global search strategy, sentences are selected according to their contribution to the 
performance of the whole summary. Thus a global criterion to evaluate the summary 
is necessary. For a summary sm, let sml be its length (word number in the summary) 
the criterion is defined as below. 

 
sml

tl))log(1 * tf)(log(1
 sm t ∈

++
 (7) 

Terms here are extracted from the whole document set. tf is term frequency, tl is term 
length. 

Intuitively, the criterion reflects the global term density of a summary. In general, we 
expect the summary to contain more terms, more longer terms, and as short as possible. 

Assuming there are n clusters created, each cluster recommends m sentences, n 
sentences (one sentence per cluster) from n*m sentences are expected to maximize the 
global criterion. 

For search heuristics, we adopt a strategy of deleting one sentence each time. A sen-
tence, whose deletion maximizes the criterion among all sentences, is removed from the 
candidate sentence set in each step, until there is only one sentence for each cluster. 

If there is a length limitation for the summarization task, further adjustment (add-
ing or removing sentences) of the summary is necessary. The same global criterion is 
applied. 

5   Experiments and Results 

5.1   Data Set 

We make experiments on document set of task2 of DUC04 with 50 sets of English 
TDT documents. Each set contains 10 documents. Four human model summaries are 
provided for each set for evaluation. 
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5.2   Evaluation Method 

ROUGE [7] is used to automatically evaluation our experiment results. We follow the 
same requirement of DUC04 task2 ---- produce summaries of no more than 665 bytes 
from each set of 10 documents. All ROUGE evaluation configurations follow the con-
figurations in DUC04: stop words included, Porter-stemmed, 4 human model summa-
ries used, and the first 665 bytes cutoff. 

5.3   Results 

Comparison with DUC04 reports 
Table 1 lists ROUGE scores of our summaries and of DUC04 runs. 

We can find that our scores are much higher than the median, a bit lower than the 
best, in fact ranking the second in average among the task participants. 

Table 1. Performance comparison (recommendation of top 3 sentences) 

 ROUGE 
-1 

ROUGE 
-L 

ROUGE 
-W 

Ours 0.377 0.384 0.132 
DUC Best 0.382 0.389 0.134 
DUC Median 0.343 0.355 0.121 
DUC worst 0.242 0.276 0.094 

Different Recommendations 
To check effectiveness of the hybrid strategy, we test global search with different lo-
cal recommendations, including recommendation of top 1, 2, 3 or all sentences from 
each cluster. 

For comparison, we also list the scores of two purely global strategies, where 
global search is conducted directly on empty sentence set or the whole sentence set 
without sentence clustering respectively. For the former, one sentence is added each 
step based on the global criterion, and for the latter, one sentence is deleted each step 
based on the global criterion. 

Table 2. Comparison between results of different stratedgies 

Recommendations ROUGE-1 
1 0.369 
2 0.371 
3 0.377 
all 0.370 

Purely global-1 0.368 
Purely global-2 0.365 

CS-1 0.370 
CS-2 0.361 
CS-3 0.354 
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From table 2, we get several findings. One is that the hybrid strategy is better than 
the purely global search strategy, which indicates that the clustering and the local 
search provide good heuristics for better sentence selection.  

Another finding is that the performance with 3 sentence selection is better than that 
with 2 sentence selection, which in turn is better than that with only the top sentence 
selected. This means that the sentences which form the optimal summary may be not 
necessarily the top sentences recommended by individual clusters.  

The third finding is that with all sentences recommended, the score decreases, 
which seems to be contradictory with the fact that with larger search pool, a better 
solution tends to be found. However, note that better solutions depend on not only the 
search pool but also the appropriate search strategy, and with more sentences 
recommended, it would be more likely to reach local optimal, which may underlie the 
lower performance for global output. 

At last, we find that our term based local recommendation performs better than 
centroid based recommendation. This prove the efficiency of the local recommen-
dation stratedgy. 

Validation Vs. Non-validation 
To learn whether the automatic determination of the cluster number helps to improve 
the quality of the summary, remembering that the optimal cluster number was decided 
within range 8~12 by cluster validation, now we got 5 runs by denoting cluster num-
ber to 8~12 respectively. Results are listed in Table 3. We found that the run with 
cluster validation outperforms all these 5 runs. The reason might be that with fixed 
cluster number, the optimal clustering might be missed, which would affect the over-
all performance. 

Table 3. Validation vs. Non-validation 

 ROUGE-1 ROUGE-L ROUGE-W 
validation 0.377 0.384 0.132 
Cluster-8 0.369 0.376 0.128 
Cluster-9 0.370 0.374 0.127 
Cluster-10 0.373 0.378 0.128 
Cluster-11 0.370 0.379 0.129 
Cluster-12 0.371 0.378 0.129 

6   Conclusion 

In this paper, we propose a clustering-based hybrid approach for multi-document 
summarization. It mainly consists of three steps: sentence clustering, local recommen-
dation, and global selection. For sentence clustering, we adopt a stability based method 
to infer the optimal cluster number automatically. For local recommendation of sen-
tences, we rank the sentences based on the terms they contain. For global selection of 
sentences, we propose a global criterion, and seek the optimal summaries based on this 
criterion. 
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We have some findings from experiments. First, clustering is useful to remove the 
redundancy, thus capable of outperforming the non-clustering method. Secondly, 
automatic cluster validation helps to improve the overall performance, because the 
optimal cluster numbers varies for different source documents. Furthermore, the com-
bination of local and global outperforms separate search strategies. All this factors  
together make the clustering-based hybrid approach successfully get top-level per-
formance. 
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Abstract. In a competitive environment, providing suitable information and 
products to meet customer requirements and improve customer satisfaction is 
one key factor to measure a company’s competitiveness. In this paper, we 
propose a preference perception system by combining fuzzy set with data 
mining technology to detect the information preference of each user on a web-
based environment. An experiment was implemented to demonstrate the 
feasibility and effectiveness of the proposed system in this study. It indicates 
that the proposed system can effectively perceive the change of information 
preference for users in a Web environment. 

Keywords: Customer Satisfaction, Preference Perception, Data Mining, Fuzzy 
Set Theory, Web environment. 

1   Introduction 

Using the Internet to provide customers with personal products or services, an 
applicable solution is proposed to establish a low cost and high performance channel 
to accelerate interaction between businesses and customers [5]. As Internet users and 
information explosively grow, providing personal information or services to users 
actively has become an important issue for website owners who want to maintain 
customers’ loyalty and satisfaction [15, 16]. On the other hand, business managers 
can understand the real requirement of each customer in accordance with the results 
of analyzing user behavior on the Web. 

Over the years, data mining and data warehousing technologies have become 
powerful tools for businesses to predict complicated market trends. Data mining and 
data warehousing technologies can retrieve useful knowledge or information from an 
enormous database, then integrate, accumulate and translate it into a part of business 
wisdom [1]. In other words, data mining provides an effective solution for business 
managers to retrieve valuable information from a variety of data sources.  

In this paper, we propose a personal-information preference perception model by 
combining data mining and fuzzy set theory to detect trends or changes in users’ 
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preference. It is helpful for business managers to understand customers’ preferences 
and their changes. The organization of this paper is as follows. First, we introduce 
some literature including data mining and fuzzy set theory. Second, we propose a user 
preference perception model to detect the preference of users based on their browsing 
patterns. Third, an experiment is implemented to demonstrate the feasibility and 
effectiveness of the proposed model. Finally, some conclusions are presented at the 
end of this paper. 

2   Data Mining and Fuzzy Set 

As information technology grows, business managers can aggregate and store mass 
data more easily and efficiently. Nevertheless, managers also face a difficult work to 
analyze and interpret mass data in the same time. Therefore, data mining (DM) and 
knowledge discovery in database (KDD) were presented to help managers analyze 
and retrieve valuable information from mass data [3, 4]. 

2.1   Web Mining 

Although users can acquire amounts of information from Internet sources, they also 
face a serious information overload problem. Up to now, browsers and search engines 
still can neither provide information to meet users’ requirements exactly nor solve the 
information overload problem on the Internet effectively [11, 12]. Web mining is an 
effective tool to analyze users’ browsing behavior and provide suitable information 
for users to meet their need, respectively [9]. 

Web usage mining obtains some important data from Web servers or proxy servers 
such as log files, user profiles, registration data, user sessions or transactions [9]. 
According to these data and mining processes, web usage mining provides a method to 
discover valuable information about users’ intentions and to understand their browsing 
behaviors. However, the information preference of each user is often ambiguous and it 
is difficult to capture their intentions and behaviors. In other words, we can not define 
the information preference of each user directly. Therefore, fuzzy set theory is applied 
in this study to determine the preference degree of each user. In this paper, we use web 
usage mining to discover the browsing patterns of each user on the Web. 

2.2   Fuzzy Set Theory 

A fuzzy set A
~

  in a universe of discourse X is characterized by a membership 
function )(~ X

A
µ  which associates with each element x in X a real number in the 

interval [0,1]. The function value )(~ X
A

µ  is termed the grade of membership of x in 
A
~

 [8, 17]. 

Definition 2.1. A fuzzy set A
~

 in the universe of discourse X is called a normal fuzzy 

set implying that 1)(, ~ =∈∃ iAi xXx µ . 

A fuzzy number n~  is a fuzzy subset in the universe of discourse X whose 
membership function is both convex and normal (shown in Fig. 1). 
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Definition 2.2. The -cut of a fuzzy number n~  is defined as 

}{ ,,)(:~
~ Xxxxn iini ∈≥= αµα

 
(1) 

where [ ]1,0∈α . 

The -cut of fuzzy number n~  is a non-empty bounded closed interval contained in 
X and it can be denoted by [ ]ααα

ul nnn ,~ = . The symbols α
ln  and α

un  are the lower 
and upper bounds of the closed interval, respectively. Fig. 2 shows a fuzzy number n~  
with -cut [7, 18]. 

X

1

)(~ xnµ

0
 

Fig. 1. A fuzzy number n~  
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α
ln α
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Fig. 2. A fuzzy number n~  with -cut 
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Up to now, fuzzy set theory has been applied in many areas such as fuzzy logic 
control [2], fuzzy decision-making [10], fuzzy expert system [6], and fuzzy infor-
mation retrieve [13]. In this paper, we apply the concept of membership function to 
calculate the preference degree of each user based on his/her browsing time. It can 
help us to deal efficiently with the relationship between a user’s browsing time and 
the length of content on the website. 

3   Preference Perception Model 

In this paper, we analyze the log data from web servers to obtain the surfing tracks 
and browsing time of each user on the website. The processes of preference analysis 
of users are shown in Fig. 3. 

����������

���	
���

 

Fig. 3. Processes of preference analysis 

3.1   Converting Log Data 

On the Internet, the traversal subsequence is a set which consists of the browsing web 
page nodes of each user in a specific period. For example, T1 is traversal subsequence 
and are denoted by T1={Y, B, H, C, T, I, H, J}. 

3.2   Calculating the Preference Degree of Each Node 

In order to detect the information preference of each user, we must choose the 
interesting web page from his/her traversal subsequences. If the browsing time is too 
long, then the web page may be idled. Therefore, it is necessary to eliminate these 
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nodes (web pages) whose browsing time exceeds the maximum threshold value. In 
this paper, the maximum threshold value is denoted by tmax. For a web page, we can 
compute the average browsing time (tavg) of all visitors. If a visitor’s browsing time 
exceeds the average browsing time for this web page, this visitor is very interested in 
this web page and his preference degree is regarded as 1. It means that this visitor is 
completely interested in the content of this web page. Conversely, if a visitor’s 
browsing time for a web page is shorter, it means that the visitor has less interest in 
this web page. Therefore, the preference degree of the visitor for a web page can be 
determined in accordance with the browsing time. The preference degree of each 
visitor for a web page is calculated as follows: 

<
≤≤

<≤

=

ki

kiavg

avgki
avg

ki

ki

tt

ttt

tt
t

t

P
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max

,0

,1

0,
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where, tki is the browsing time of the kth visitor in the ith web page, Pki is the 
preference degree of the kth visitor for the ith web page. The preference degree can be 
represented by a membership function shown in Fig. 4. 

According to the membership function of the preference degree, -cut is applied to 
divide the web pages into two categories as follows: 

(i) If Pki ≥ , we consider that the kth visitor is interested in the ith web page. 
(ii) If Pki < , we consider that the kth visitor has no interest in the ith web page. 

t

1

0
kit avgt

kiP

P

maxt  

Fig. 4. The membership function of the preference degree 

3.3   Perceiving Users’ Preferences 

According to the browsing patterns and the preference degree of each user in each 
category, the variation of a user’s preferences will be perceived in the proposed 
model. In this study, the vector and the weighted value are applied to represent the 
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preference degree of each user in different categories. The preference degree of each 
user in each category can be calculated as follows: 

),,( **
2

*
1 ikiii wwwP =  (3) 

where Pi is the preference degree of the ith user in each category, wij is the preference 
degree of the ith user in the jth category (j=1, 2,…,k). 

Generally speaking, the importance degree of each category should be related to its 
frequency in a browsing pattern. If a category appears in less browsing patterns, it 
should be more important than those categories that appear in many browsing patterns 
at the same frequencies. According to this concept, we use the revised TFIDF (Term 
Frequency – Inverse Document Frequency) concept [14] to calculate the preference 
degree of each user in each category from browsing patterns. The formula is 
described as follows: 

+×= 1log*

j

nj
j p

p

n

f
w  (4) 

where wj
* is the preference degree of each user in the jth category, fj is the appearance 

frequency of the jth category, n is the total number of appearance frequencies for each 
category in all browsing patterns, pn is the total number of browsing patterns, pj is the 
number of browsing patterns that contain the jth category. 

4   System Design and Experiments 

In this paper, a website providing personal news is built to demonstrate the feasibility 
and effectiveness of the proposed model. The system architecture and experiments are 
elaborated as follows: 

4.1   System Architecture and Functions 

In this study, a website is designed to demonstrate the proposed model with a Linux 
operating system. The architecture of this proposed system is shown in Fig. 5. The 
major components of this system and their functions are described as follows: 

(1) Web server log database. When a registered member logs on the website, all of 
his/her surfing paths and browsing time are recorded and stored in the log 
database of the server.  

(2) Converting log data. The system will convert the log data of each user into 
his/her traversal subsequence sets in accordance with his/her registered number, 
respectively. 

(3) Eliminating the uninteresting nodes (web pages) of each user. At this stage, the 
system will divide these web pages into two categories, interesting and 
uninteresting nodes, in accordance with the preference for each node. Then, 
these uninteresting nodes for each user will be eliminated. 

(4) Extracting browsing patterns. This proposed system will extract some 
applicable browsing patterns from users’ traversal subsequence sets. 



 A Web User Preference Perception System Based on Fuzzy Data Mining Method 621 

(5) Perceiving users’ preferences. After a specific period, the proposed system will 
calculate the weight of each category and detect the variation in information 
preference of each user. 

(6) Providing general or personal information. The website will provide the user 
personal information according to his/her preferences in the user profile 
database. 

(7) Search engine. This search engine provides a friendly interface for the user to 
search information easily. 

(8) User profile database. When a user registers in the web site, all the information 
about the user will be stored in the user profile database. 

(9) Information database. Information is stored in the database according to 
category attribution. The system will update the information database every four 
hours. 

4.2   Experiments and Result Analysis 

In order to demonstrate the feasibility and effectiveness of the preference perception 
model, a website was built to make experiments at a University in Taiwan. The 
experimental processes are described as follows. 

1. w eb server 
log database

2. converting 
log data

3. elim inating user 
uninteresting nodes

4. extracting 
brow sing
patterns

5. perceving user's
preferences

7. search 
engine

8. user profile 
database

user's brow ser

9. inform ation
database

6. providing general /
personal  information

 

Fig. 5. The system architecture of the proposed system 

4.2.1   Experimental Procedure 
In this experiment, the participants are students at this University and the information 
content is news. The topical news categories are divided into “Stock and Security”, 
“Society and Culture”, “International”, “Home and Living”, “Mainland China”, 
“Business and Economy”, “Regional”, “Government”, “Entertainment”, “Science and 
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Computer”, “Recreation and Sports”. The experimental procedure is described as 
follows: 

Step 1. Member registration. All participants filled out their profiles such as name, 
password, email address and information preferences in the registration 
form.  

Step 2. Providing personal news to each member. When a member logs into the 
website, he/she will get the personal news by category according to his/her 
information preferences from the user profile database. 

Step 3. Recording browsing behavior of each member. The cookies which record 
surfed web pages, browsing time and timestamp are sent to the web server. 

Step 4. Perceiving the variation of preferences of each member. According to the log 
data for three weeks, users’ preferences are analyzed based on the user 
perception model proposed. Because the average reading speed of an adult 
is 200 words per minute approximately [5]. Therefore, the maximum 
reading time is set to 10 minutes (tmax=10) to filter out those web pages 
whose browsing time is abnormally long in this experiment. In addition, the 
parameters  and threshold of traversal sequence are 0.5 and 9, 
respectively. 

Step 5. Satisfaction survey. After a member reads a piece of news, he/she can express 
his/her satisfaction for this information with a semantic variable, which can 
be converted into a satisfaction score by a mapping table (shown in  
Table 1). In a period, the satisfaction degree of push-delivery information in 
each category can be computed as: 

max

1

ET

S

S
ci

cti

T

t
ci ∗

= =  
(5) 

where Sci (0 Sci 1) is the ith user’s satisfaction degree in the cth category, Scti is the 
ith user’s satisfaction score for the tth information in the c-th category, Tci is the total 
number of push-delivery information sets for the cth category in a period, and Emax is 
the maximum value in the semantic table (in this case, Emax=5). 

Table 1. Scores of semantic variables in satisfaction measurement 

Semantic variable VS SA NR US VU 

Score 5 4 3 2 1 

VS: Very satisfying, SA: Satisfying, NR: Normal, US: Unsatisfying, VU: Very unsatisfying. 

4.2.2   Preference Analysis of User 
The proposed system calculates the preference degree of each user according to the 
browsing time on the web page. For example, we can find 19 surfing paths for the 21st 
user (shown in Table 2). In a surfing path, tid denotes the number of categories, did 
denotes the number of documents. In the brace of a surfing path, the first number 
denotes the user’s browsing time (unit: second), the second number denotes the 
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degree of preference (between 0 and 1). For example, In the second web page (tid =9 
and did=20483), the browsing time of the 21st user is 43 seconds and its average 
browsing time for all users is 57 seconds. Therefore, the preference degree of the 21st 
user for this web page is 0.754 (43/57). 

Once the proposed system eliminates those nodes which degree of preference is 
lower than the threshold value (in this case, α = 0.5). Then, the weight of the 21st 
user’s preference in the second category is calculated as follows: 

303.01
1

5
log

17

2*
2 =+×=w  

The preference degree of the 21st user for all categories can be denoted by wP21 = 

(w1,w2,w3,w4,w5,w6,w7,w8,w9,w10,w11) = ( 0, 0.303, 0, 0.214, 0, 0, 0.214, 0, 0.399, 0, 
0.358 ). When the threshold of the preference degree is 0.2, the 21st user’s preference 
will be denoted by P21 = (0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1). 

Table 2. Surfing paths of the 21st user 

No. Surfing path 

1 

tid=9&did=20486(76/1)=>tid=9&did=20483(43/0.754) 
=>tid=11&did=20765(61/1)=>tid=11&did=20764(80/1) 
=>tid=11&did=20499(58/0.92)=>tid=11&did=20498(71/1) 
=>tid=3&did=20757(58/0.935)=>tid=11&did=21652(138/1) 

4.2.3   Results Analysis 
During the experiment for the proposed preference perception model, 16176 pieces of 
news and 8087 log records were retrieved. According to the new preference of each 
user, the proposed system provided new information or news to each user and 
calculated the satisfaction degree when he/she received the new information. 
According to the satisfaction measurement results, the average degree of satisfaction 
for the 23 members (their preferences had changed) is 72.4%. in the other words, we 
can prove that this proposed model can effectively and exactly detect the variation of 
information preference of each user on the Internet. 

5   Conclusions 

Because of the Internet’s convenience and prevalence, more and more businesses 
provide information, services and products through it. If businesses can provide 
customers suitable services or products, they will improve not only customer 
satisfaction and loyalty but also competitiveness. Therefore, how to detect the 
information preference of users and provide suitable information to users are very 
important issues for business managers. In this paper, we proposed a personal-
information preference perception system by combining fuzzy set with data mining 
technology in a web-based environment. According to the user preference perception 
model, a system for providing personal news is built to demonstrate the proposed 
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model. As the result of the degree of satisfaction survey for all participants in this 
experiment, the satisfaction degree is up to 72 % for the users whose preference 
changed in the experimental period. 

The user preference perception model proposed in this paper will enable businesses 
to provide more suitable information, services and products to meet their customers’ 
requirements and allow both of them to enjoy the benefit of the Internet. 
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Abstract. We analyze the relationship between topic features and dif-
ficulties in Web navigational retrieval tasks based on the experiments
done on the NTCIR-5 Web test collection. Our analysis shows that the
difficulties of a retrieval task are closely related to the specificity of the
topic, and topics that are of some particular categories are more difficult
than others. For example, a representative page of a company or an or-
ganization is easier on average to find than that of a person, a product,
or an event. Our results show that adding metadata on a topic would po-
tentially be useful for search engines to predict the difficulty of the task.
Additionally, we show that the number of unique documents retrieved
from different systems weakly correlates with the query’s performance.

1 Introduction

We conducted the Web navigational retrieval subtask (Navi2) at the NTCIR-5
workshop[1]. Navi2 is a “known item search” task, a kind of navigational re-
trieval task, which seeks one or more representative pages of an entity including
a product, a company, a person, an event, and a website. Throughout our exper-
iments and those of participants in Navi2, typical information needs for a known
item could be resolved within up to the 10th rank in the best four run results.
However some needs suffered slightly poor performance in all systems.

Many information retrieval studies have been done on predicting topic diffi-
culties [2][3][4][5][6]. In those studies and in ours, prediction of topic difficulty is
seen to provide a hint for optimizing retrieval methods with specific features of
a query.

Although many studies on predicting topic difficulties have been done, most of
them have aimed at increasing effectiveness in ad-hoc retrieval situations. To our
knowledge, however, few works have focused on predicting the performance of a
query on the Web navigational retrieval. Jensen et al.[7] suggested a methodology
for predicting a query difficulty from snippet texts in search result pages. For a
navigational retrieval task, Oyama et al.[8] described the test collection used for
the NTCIR-4 Web task and conducted preliminary analyses on the relationships
between the difficulties of NTCIR-4 Web topics and the attributes of the topics.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 625–632, 2006.
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In this paper, we analyze results of NTCIR-5 Web navigational retrieval ex-
periments, particularly to reveal relationships among topic difficulties, a topic’s
metadata, and query-corpus features.

2 Test Dataset

In our analysis, run submission results for the NTCIR-5 Web task[1] were used.
We selected 14 run submissions, from the runs of five participant groups and
organizers, regarding their groups and retrieval methods. Table 1 shows the
selected run IDs and their retrieval methods for Navi2. In the table, “Content”
represents a model based on content (fulltext) of pages, “Link” represents a
hyperlink information-based model, and “Anchor” represents an anchor text-
based model. We used these runs throughout our experiments.

Table 1. Selected runs from Navi-2 submissions

Retrieval methods Selected runs
Content JSWeb-3, OKSAT-Web-F-00, ORGREF-GC1, TNT-5
Anchor K3100-12, ORGREF-R
Content+Anchor OKSAT-Web-F-05, TNT-3
Content+Link JSWeb-4, ORGREF-GC1-LF1
Anchor+Link K3100-9
Content+Anchor+Link OKSAT-Web-F-07, ORGREF-C20-P2, TNT-1

In Navi2, 400 topics were created and delivered to participants, and after
relevance assessments there were 269 topics which had at least one highly rel-
evant pages in the collection. We used these 269 topics for the evaluation and
experiments described in this paper.

An example of a Navi2 topic is shown in Figure 1. Each topic has several
metadata for its relevance judgment. All these metadata except for <NUM> were
assigned by the assessor who created the topic. <TITLE> is a usual query form.
<TYPE> means a level of TITLE’s specificity, and three levels of specificity are
assigned as follows: TYPE=1 means “a phrase in TITLE represents its target
item”, TYPE=2 means “two or more phrases in TITLE represent the item”,
and TYPE=3 means “one or more phrases in TITLE do not specifically repre-
sent the item.” <CATEGORY> represents a genre of the target item. Eight cate-
gories are defined by the organizers. Table 2 shows defined categories. The first
and second columns are the codes and the definitions of the categories, respec-
tively. “SPECIALTY” specifies the searcher’s knowledge level on the target item;
the codes are defined as follows: “A” (searcher knows the item in detail), “B”
(searcher knows its outline), “C” (searcher knows it to the extent the item can be
identified among others), and “D” (searcher knows only its existence but knows
very little about the item).
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<TOPIC>
<NUM>1041</NUM>
<TYPE>1</TYPE><CATEGORY>B</CATEGORY>
<TITLE>UNESCO</TITLE>
<DESC>I want to visit to the homepage of UNESCO.</DESC>
<NARR>
<BACK>I would like to know about activities of UNESCO.</BACK>
<RELE>The top page of the National Federation of UNESCO
Associations in Japan would be relevant.</RELE>
</NARR>
<USER SPECIALTY="C">Graduate-doctoral 1st year, female,
5 years experience in searching</USER>
</TOPIC>

Fig. 1. Example of Navi2 topic (English translation)

Table 2. Example of 8 categories assigned to the topics

Code Definition
A Products / services
B Company / organization
C Persons
D Facilities
E Sights, historic spots, and natural things
F Information resources
G Online shops and online services
H Events

3 Analysis Methods

Several analysis methods on topic features and topic difficulties were used.
We used standard reciprocal rank measure (RR) in the experiments related

to topic difficulty, and we averaged it over fourteen selected runs on each topic.
RR is an inverse of the rank of the top-ranked relevant document.

As topic features, we took TYPE, CATEGORY, SPECIALTY, and length
of a query. For analysis of topic metadata, we grouped topics with the same
metadata, and tested their differences with each other by using Student’s t-test.
When p < 0.05, we considered it as the significant difference. For length of
a query, we used three variants of length of TITLE for analysis. These three
variants were based on phrases (qlphrase), words1 (qlword), and bytes (qlbyte).

Another kind of topic feature, Pool Size, was also tested. Pool Size is the num-
ber of unique documents in the pool, which was constructed from the selected
run results in which pool depth were at most 100, a setting that is the same as

1 We used the morphological analyzer MeCab for separating words in a Japanese
query; See http://mecab.sourceforge.jp/
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the default submission setting of Navi2. We compared these topic features with
the following predictors derived from prior works:

– IDFmin is the minimum inverse document frequency (IDF) in a given queryQ.
For IDF , we used the same setting as in a prior work[5]:

IDF (w) =
log2(N + 0.5)/Nw

log2(N + 1)
,

where w is a word1 in Q, Nw is the number of documents in which the query
term w appears, and N is the number of documents in the whole collection.

– Query Scope, proposed by He et al.[5]:

QScope = −log2(NQ/N),

where NQ is the number of documents containing at least one of the query
terms.

– AvICTF, proposed by Plachouras et al.[9]:

AvICTF =
log2

∏
w∈Q tokencoll/tfcoll

|Q| ,

where tokencoll means the number of tokens in the whole collection and tfcoll

is the number of occurrences of a query term in the whole collection.
– Simplified Clarity Score, proposed by He et al.[5], which is based on the

original notion of Cronen-Townsend et al.’s clarity score[4]:

SCS =
∑
Q

Pml(w|Q) · log2
Pml(w|Q)
Pcoll(w)

,

where Pml(w|Q) is given by qtf/ql and Pcoll(w) is given by tfcoll/tokencoll.

We analyzed linear dependencies between query difficulty and each of these
feature by using Pearson’s correlation coefficient r.

4 Results

4.1 Topic Metadata

We grouped topics that had the same TYPE values and tested their average RR
measures by using t-tests. The distribution of topic groups based on TYPE is
given in Table 3. Columns 4–6 in the table show p-values of their differences;
values in italics are significant.

The TYPE groups’ difficulties are all statistically significant. The TYPE-1
group is the easiest group of topics, TYPE-2 is the second, and TYPE-3 is the
most difficult group of topics. Next, we assigned a rank to each topic with TYPE-
group difficulty, and computed rank correlations between the rank in the order
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Table 3. Distribution of the TYPE groups

TYPE # of topics Average RR 1 2 3
1 145 0.31 - 0.0000 0.0000
2 98 0.18 - 0.0245
3 26 0.10 -

Table 4. Distribution of the CATEGORY groups

CATEGORY # of topics Average RR B E D F G H A C
B 60 0.31 - 0.546 0.397 0.077 0.047 0.007 0.000 0.0008
E 16 0.28 - 0.926 0.555 0.385 0.119 0.032 0.055
D 29 0.27 - 0.572 0.404 0.133 0.032 0.056
F 48 0.25 - 0.707 0.223 0.088 0.106
G 29 0.23 - 0.375 0.242 0.228
H 19 0.19 - 0.893 0.862
A 49 0.19 - 0.685
C 28 0.18 -

of TYPE-group and the rank in the order of average RR measure. Spearman’s
rank correlation ρ is 0.462, and Kendall’s τ is 0.341.

The distribution of CATEGORY groups is shown in Table 4. Columns 4–11
in the table show p-values of their differences; values in italics are significant.

Category-B, which represents companies or organizations, is the easiest cat-
egory, and E, D, and F follow. Significantly difficult groups compared with B
are G, H, A, and C. Category-A, which represents products or services, is the
second most difficult category in terms of average RR, and significantly easy
groups compared with A are D, E, and B. Other combinations of groups did not
show any statistical significance.

Table 5 shows the distribution of the topics’ SPECIALTY. Columns 4–7 in
the table show p-values of their differences. Differences among the SPECIALTY
groups are slightly small, so no significance were observed.

Table 5. Distribution of the SPECIALTY groups

SPECIALTY # of topics Average RR A C B D
A 62 0.21 - 0.403 0.394 0.675
C 73 0.24 - 0.901 0.854
B 106 0.26 - 0.900
D 28 0.26 -

4.2 Query Length, Pool Size, and Query-Corpus Features

Table 6 shows the correlation coefficients of several predictors with the average
RR. The upper value in each cell represents the correlation coefficient r (values
in bold are significant) and the lower value in each cell represents its significance.
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Table 6. Correlation coefficients of query-corpus features

Avg.RR qlphrase qlword qlbyte IDFmin QScope AvICTF SCS PoolSize
Avg.RR 1 -.438 -.112 -.256 -.091 .112 -.077 .095 -.342

.000 .067 .000 .137 .066 .209 .066 .000
qlphrase 1 .492 .643 .054 -.340 .231 -.304 .521

.000 .000 .377 .000 .000 .000 .000
qlword 1 .644 .005 -.727 .609 -.714 .153

.000 .930 .000 .000 .000 .012
qlbyte 1 .078 -.378 .220 -.320 .132

.204 .000 .000 .000 .031
IDFmin 1 .035 -.047 .035 -.025

.565 .446 .571 .687
QScope 1 -.930 .957 -.444

.000 .000 .000
AvICTF 1 -.988 .524

.000 .000
SCS 1 -.486

.000
PoolSize 1

Two variants of query length, qlphrase and qlword, show negative correlation
with the average RR; qlphrase shows a relatively strong negative correlation. Note
that the length of phrases in a query was limited to a maximum of 3 phrases
during the process of the topic creation, and this variant is strongly correlated
with TYPE metadata of topics, which was mentioned in the previous section;
correlation between TYPE and phrase-based query length is 0.871.

Pool Size also shows weak negative correlations with average RR. Other fea-
tures based on query-corpus statistics do not have any significant correlation
with average RR.

5 Discussions

Our analysis for topics’ metadata shows that specificity of the topics (TYPE)
correlates with the average RR measure. This appears to be intuitive because
this metadata directly indicates the topic’s specificity.

Our analysis on genre of topics (CATEGORY) shows that a few groups of
genres within topics have significant relationships to the difficulties and weakly
correlate with the average RR measure. For instance, the topic group of a person,
a product/service, or an event is more difficult than that of a company or an or-
ganization. Similar trends were observed in a prior experiment on the NTCIR-4
Web test collection[8], but the results were not based on statistical analysis. If
a user can assign additional metadata for a query, such as a level of specificity
(TYPE) or a genre (CATEGORY), on a Web search engine, it would be help-
ful for indicating the query’s difficulty and thus prompting the search engine to



An Analysis on Topic Features and Difficulties 631

adopt other retrieval methodologies. Such an application of making use of topic
metadata remains as future work.

A user’s level of knowledge on a topic does not affect the difficulty of the topic
in our analysis. There are two possible interpretations for this result: 1) a user
who is very familiar with a search target item does not always express a query in
a way that gains good performance; or 2) assigning familiarity to a query would
bias it in the process of topic creation. Further analysis on this point would be
needed to better explain this result.

Comparison among features of pool size, query length, and query-corpus sta-
tistics shows that pool size has weak correlations with average RR, and that
query-corpus features do not have any significant correlation with average RR.
The correlation of the pool size with average RR appears to be slightly intu-
itive because of its nature. When the results of many retrieval systems agree,
the number of unique documents returned is decreased. This suggests that an
agreement in different systems’ results on a query indicates easiness of the
query in some way, and that systems do not always agree with one another
in the case of difficult queries. If, for example, various kinds of search engines
are available, the query difficulty could be estimated by using the agreement
of the documents returned. Distributed retrieval engines or meta-search en-
gines are such applications of realistic estimation, but even one search engine
having some retrieval techniques within it could be applicable. Those applica-
tions of utilizing the agreement of different retrieval techniques remain as future
work.

Topic features related to corpus statistics, such as QScope and SCS, do not
correlate with average RR. We also calculated the correlation of the predictors
based on the anchor text surrogate collection with average RR, but those exper-
iments resulted in similar results. The reasons why those query-corpus features
do not work well are not clear, and we will further investigate the relationships
between query difficulty and those predictors in the future.

We also preliminarily investigated differences among retrieval methods, based
on either fulltext, anchor text, or hyperlink information, but did not draw any
clear conclusions. This remains to be examined in greater detail in the future.
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Abstract. This paper proposes a method of domain specificity estima-
tion of technical terms using the Web. In the proposed method, it is
assumed that, for a certain technical domain, a list of known technical
terms of the domain is given. Technical documents of the domain are
collected through the Web search engine, which are then used for gen-
erating a vector space model for the domain. The domain specificity of
a target term is estimated according to the distribution of the domain
of the sample pages of the target term. Experimental evaluation results
show that the proposed method achieved mostly 90% precision/recall.

1 Introduction

Lexicons of technical terms are one of the most important language resources
both for human use and for computational research areas such as information
retrieval and natural language processing. Among various research issues regard-
ing technical terms, full-/semi-automatic compilation of technical term lexicon
is one of the central issues. In various research fields, novel technologies are in-
vented every year, and related research areas around such novel technologies
keep growing. Along with such invention of technologies, novel technical terms
are created year by year. Considering such a situation, it requires a huge cost
for manually compiling lexicons of technical terms for hundreds of thousands of
technical domains. Therefore, it is inevitable to invent a technique of full-/semi-
automatic compilation of technical term lexicons for various technical domains.

The whole task of compiling a technical term lexicon can be roughly decom-
posed into two sub-processes: (1) collecting candidates of technical terms of a
technical domain, and, (2) judging whether each candidate is actually a techni-
cal term of the target technical domain. The technique of the first sub-process is

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 633–641, 2006.
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documents set with documents set with documents set with

documents of  “electric engineering” domain

technical terms of 

“electric engineering”

domain

technical terms of 

“electric engineering”

domain

Fig. 1. Degree of specificity of a term based on the domain of the documents (Example
terms: impedance characteristic, electromagnetism, and response characteristic)

closely related to research on automatic term recognition, and has been relatively
well studied so far (e.g., [7]). On the other hand, the technique of the second
sub-process has not been studied well so far. Exceptional cases are works such as
[1,2], where their techniques are mainly based on the tendency of technical terms
appearing in technical documents of limited domains rather than in documents
of daily use such as newspaper and magazine articles. Although the underlying
idea of those previous works is very interesting, those works are quite limited
in that they require existence of certain amount of technical domain corpus. It
is not practical for manually collecting technical domain corpus for hundreds of
thousands of technical domains. Therefore, as for the second sub-process here, it
is very important to invent a technique for automatically classifying the domain
of a technical term.

Based on this observation, among several key issues regarding the second sub-
process above, this paper mainly focuses on the issue of estimating the domain
specificity of a term. In this paper, supposing that a target technical term and a
technical domain are given, we propose a technique of automatically estimating
the specificity of the target term with respect to the target domain. Here, the
domain specificity of the term is judged among the following three levels: i) the
term mostly appears in the target domain, ii) the term generally appears in
the target domain as well as in other domains, iii) the term generally does not
appear in the target domain.
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The key idea of the proposed technique is as follows. In the proposed tech-
nique, we assume that sample technical terms of the target domain are available.
Using such sample terms with search engine queries, we first collect a corpus of
the target domain from the Web. In a similar way, we also collect sample pages
that include the target term from the Web. Then, the similarities of the con-
tents of the documents are measured between the corpus of the target domain
and each of the sample pages that include the target term. Finally, the domain
specificity of the target term is estimated according to the distribution of the
domain of those sample pages.

Firgure 1 illustrates rough idea of this technique. Among the three example
(Japanese) terms, the first term (impedance characteristic) mostly appears in
the documents of the “electric engineering” domain on the Web. In the case
of the second term (electromagnetism), about half of sample pages collected
from the Web can be regarded as in the “electric engineering” domain, while
the rest are not. On the other hand, in the case of the last term (response
characteristic), only a few of the sample pages can be regarded as in the “electric
engineering” domain. In our technique, such difference of the distribution can be
easily identified, and the domain specificities of those three terms are estimated.

Experimental evaluation results show that the proposed method achieved
mostly 90% precision/recall.

2 Domain Specificity Estimation of Technical Terms
Using Documents Collected from the Web

2.1 Outline

As we introduced in the previous section, the underlying purpose of this paper
is to invent a technique for automatically classifying the domain of a technical
term. More specifically, this paper mainly focuses on the issue of estimating the
domain specificity of a term t with respect to a domain C, supposing that the
term t and the domain C are given.

Generally speaking, the coarsest-grained classification of domain specificity
of a term is binary classification, namely, the class of terms that are used in a
certain technical domain, vs. the class of terms that are not used in a certain
technical domain. In this paper, we further classify the degree g(t, C) of the
domain specificity into the following three levels:

g(t, C)=

⎧⎪⎪⎨
⎪⎪⎩

+ (t mostly appears in the documents of the domain C.)
± (t generally appears in the documents of the domain C as well as

in those of the domains other than C.)
− (t generally does not appear in the documents of the domain C.)

(When we simply classify domain specificity of a term into two classes with
the coarsest-grained binary classification above, we regard those with domain
specificity ’+’ or ’±’ as those that are used in the domain, and those with
domain specificity ’−’ as those that are not used in the domain.)
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Fig. 2. Domain specificity estimation of terms based on Web documents

The input and output of the process of domain specificity estimation of a term
t with respect to the domain C are given below:

input target term t for domain specificity estimation,
set TC of sample terms of the domain C

output domain specificity g(t, C) of t with respect to C

The process of domain specificity estimation of a term is illustrated in Fig-
ure 2, where the whole process can be decomposed into two sub-processes: (a)
that of constructing the corpus DC of the domain C, and (b) that of estimating
the specificity of a term t with respect to the domain C. In the process of do-
main specificity estimation, the domain of documents including the target term
t is estimated, and the domain specificity of t is judged according to the distri-
bution of the domains of the documents including t. The details of those two
sub-processes are described in the followings.

2.2 Constructing the Corpus of the Domain

When constructing the corpus DC of the domain C using the set TC of sample
terms of the domain C, first, for each term t in the set TC , we collect into a set Dt

the top 100 pages obtained from search engine queries that include the term t1.
The search engine queries here are designed so that documents that describe the

1 Related techniques for automatically constructing the corpus of the domain using
the sample terms of the domain include those presented in [6,3]. We are planning
to evaluate the performance of those related techniques and compare them with the
one employed in this paper.
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technical term t are ranked high. When constructing a corpus of the Japanese
language, the search engine “goo”2 is used. The specific queries that are used in
this search engine are phrases with topic-marking postpositional particles such
as “t-toha,” “t-toiu,” “t-wa,” and an adnominal phrase “t-no,” and “t.”

Then, union of the sets Dt for each t is constructed and denoted as D(TC):

D(TC) =
⋃

t∈TC

Dt

Finally, in order to exclude noise texts from the set D(TC), the documents in
the set D(TC) are ranked according to the number of sample terms (of the set
TC) that are included in each document. Through a preliminary experiment, we
decided here that it is enough to keep top 500 documents, and regard them as
the corpus DC of the domain C.

2.3 Domain Specificity Estimation of Technical Terms

Given the corpus DC of the domain C, domain specificity of a term t with respect
to a domain C is estimated through the following three steps:

step 1. Collecting documents that include the term t from the Web, and con-
structing the set Dt of those documents.

step 2. For each document in the set Dt, estimating its domain by measuring
similarity against the corpus DC of the domain C. Then, given a certain
lower bound L of document similarity, from Dt, extracting documents with
large enough similarity values into a set Dt(C, L).

step 3. Estimating the domain specificity g(t, C) of t using the document set
Dt(C, L) constructed in the step 2.

Details of those three steps are given below:

Collecting Web Documents Including the Target Term. For each target
term t, documents that include t are collected from the Web. According to a
procedure that is similar to that of constructing the corpus of the domain C
described in section 2.2, the top 100 pages obtained with search engine queries
are collected into a set Dt.

Domain Estimation of Documents. For each document in the set Dt, its
domain is estimated by measuring similarity against the corpus DC of the domain
C. Then, given a certain lower bound L of document similarity, documents with
large enough similarity values are extracted from Dt into the set Dt(C, L).

In the process of document similarity calculation, we simply employ a standard
vector space model,3 where a document vector is constructed, after removing
2 http://www.goo.ne.jp/
3 An alternative here is to apply supervised document classification techniques such

as those based on machine learning technologies (e.g., [4]). Especially, since it is
not easy to collect negative data here in the task of domain specificity estimation
of a term, it seems very interesting to apply recently developed techniques without
labeled negative data (e.g., [5]).
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153 stop words, as a vector of frequencies of content words such as nouns and
verbs in a document. Here, the corpus DC of the domain C is regarded as a
document dC , and a document vector dv(dC) is constructed. For each document
dt in the set Dt, a document vector dv(dt) is also constructed. Then, the cosine
similarity between dv(dt) and dv(dC) is calculated and is defined as the similarity
sim(dt, DC) between the document dt and the corpus DC of the domain C.

sim(dt, DC) = sim(dt, dC) = cos(dv(dt), dv(dC)) =
dv(dt) · dv(dC)
|dv(dt)||dv(dC )|

Finally, suppose that a certain lower bound L of document similarity is given,
documents dt with the similarity value sim(dt, DC) above or equal to L are
regarded as those of the domain C, and are collected into a set Dt(C, L):

Dt(C, L) = {dt|sim(dt, DC) ≥ L}
In experimental evaluation of section 3, the lower bound L is determined using
a development term set for tuning various parameters of the whole process of
estimating domain specificity of technical terms.

Domain Specificity Estimation of a Term. The domain specificity of the
term t with respect to the domain C is estimated using the document sets Dt

and Dt(C, L). Here, this is done by simply calculating the following ratio rL of
the numbers of the documents within the two sets:

rL =
|Dt(C, L)|

|Dt|
Then, by introducing the two thresholds a(±) and a(+) for the ratio rL, the
specificity g(t, C) of t is estimated with the following three levels:

g(t, C) =

⎧⎨
⎩

+ (a(+) ≤ rL)
± (a(±) ≤ rL < a(+))
− (rL < a(±))

In experimental evaluation of section 3, as in the case of the lower bound L of
the document similarity, the two thresholds a(±) and a(+) are also determined
using the development term set mentioned above.

3 Experimental Evaluation

We evaluate the proposed method with five sample domains, namely, “electric
engineering”, “optics”, “aerospace engineering”, “nucleonics”, and “astronomy”.
For each domain C of those five domains, the set TC of sample (Japanese) terms is
constructed by randomly selecting 100 terms4 from an existing (Japanese) lexicon
4 Through a preliminary experiment, we conclude that it is not necessary to start with

the set TC of sample terms which has more than 100 sample terms. The number of
minimum requirement for the size of TC varies according to domains.
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Table 1. Number of terms for experimental evaluation

number of terms for each degree of domain specificity
development set Tdev evaluation set Teval

+ ± − + ± −
electric engineering 43 14 43 48 20 32
optics 35 15 50 40 24 36
aerospace engineering 39 10 51 36 24 40
nucleonics 22 24 54 34 28 38
astronomy 41 12 47 35 15 50

Table 2. Precision/recall of domain specificity estimation with threshold a(±)

development set Tdev evaluation set TevalL a(±)
precision recall precision recall

electric engineering 0.2 0.4 0.96(54/56) 0.95(54/57) 0.95(59/62) 0.87(59/68)
optics 0.2 0.4 0.94(49/52) 0.98(49/50) 1.00(60/60) 0.94(60/64)
aerospace engineering 0.2 0.4 0.94(42/44) 0.86(42/49) 0.79(54/68) 0.90(54/60)
nucleonics 0.25 0.2 0.92(36/39) 0.78(36/46) 0.95(60/63) 0.97(60/62)
astronomy 0.15 0.4 0.96(51/53) 0.96(51/53) 0.86(48/56) 0.96(48/50)

of technical terms for human use. For each of the five domains, we then manually
constructed the development term set Tdev and the evaluation term set Teva,
each of which has 100 terms (those with frequency more than or equal to five,
and hits of the search engine within 100 ∼ 10,000.), respectively. For each of
the domain specificity ’+’, ’±’, and ’−’, Table 1 lists the number of terms of
the class. In our experimental evaluation, the development term set Tdev is used
for tuning the lower bound L of the document similarity, as well as the two
thresholds a(±) and a(+), where those parameter values are determined so as to
maximizing F score (α = 0.75). Here, we chose the value of the weight α as 0.75,
since we prefer precision to recall in our application such as automatic technical
term collection, where automatically collected technical terms are recursively
utilized as seed technical terms in the later steps of a bootstrapping process.

F score =
1

α 1
precision + (1 − α) 1

recall

Parameter values as well as experimental evaluation results are summarized
in the Tables 2 and 3. Generally speaking, the task of discriminating the terms
with domain specificity ’+’ against the rest is much harder than that of discrim-
inating those with ’+’ and ’±’ against those with ’−’. In the Table 3, especially,
the results with the domains “aerospace engineering” and “nucleonics” are with
lower precision values than other domains. Each of these two domains has closely
related another domain (e.g., “military” for “aerospace engineering”, and “radi-
ation medicine” for “nucleonics”), where technical terms of these two domains
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Table 3. Precision/recall of domain specificity estimation with threshold a(+)

development set Tdev evaluation set TevalL a(+)
precision recall precision recall

electric engineering 0.2 0.7 0.97(32/33) 0.74(32/43) 0.92(24/26) 0.50(24/48)
optics 0.2 0.7 0.83(20/24) 0.57(20/35) 0.82(23/28) 0.58(23/40)
aerospace engineering 0.2 0.5 0.90(28/31) 0.72(28/39) 0.53(27/51) 0.75(27/36)
nucleonics 0.25 0.3 0.55(18/33) 0.82(18/22) 0.57(32/56) 0.94(32/34)
astronomy 0.15 0.7 0.89(34/38) 0.83(34/41) 0.87(33/38) 0.94(33/35)

tend to appear also in the documents of such closely related domains. Most of
the errors are caused due to the existence of those close domains.

4 Concluding Remarks

This paper proposes a method of domain specificity estimation of technical terms
using the Web. In the proposed method, it is assumed that, for a certain tech-
nical domain, a list of known technical terms of the domain is given. Technical
documents of the domain are collected through the Web search engine, which

. extracting candidates 

of technical terms

2. constituent filter

set Tweb,C of technical 

terms of the domain C

WebWeb

domain C

set of sample

terms Tc
collecting 

documents

3. domain specificity

estimation

corpus Dc of

the domain

Tele

set Tweb of candidates

of technical terms

Fig. 3. Web based domain specificity estimation of terms not included in existing
lexicons
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are then used for generating a vector space model for the domain. The domain
specificity of a target term is estimated according to the distribution of the do-
main of the sample pages of the target term. Experimental evaluation results
showed that the proposed method achieved mostly 90% precision/recall.

Related techniques on domain specificity estimation of a term include the one
based on straightforward application of similarity calculation of language models
between the domain corpus and the target term. Although this technique seems
mathematically well-defined, it is weak in that it assumes a single language model
per a target term. Especially, when a target term appears in the documents
of more than one domain, the technique proposed in this paper seems to be
advantageous, since it independently estimates the domain of each individual
document including the target term.

Figure 3 illustrates a further application of the proposed technique of domain
specificity estimation of technical terms. Here, from the corpus DC of the domain
C, candidates of technical terms that are not included in any of existing lexicons
of technical terms for human use are collected. Then, after excluding terms which
do not share constituent nouns against the sample terms of the given set TC ,
the domain specificity of the remaining terms are automatically estimated. In
the result of experimental evaluation, out of the 1,000 candidates of technical
terms per a domain, we discovered about 100 ∼ 200 novel technical terms that
are not included in any of existing lexicons of technical terms. This result clearly
supports the effectiveness of the proposed technique for the purpose of full-/semi-
automatic compilation of technical term lexicons.
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Abstract. In data fusion, score normalization is a step to make scores,
which are obtained from different component systems for all documents,
comparable to each other. It is an indispensable step for effective data
fusion algorithms such as CombSum and CombMNZ to combine them. In
this paper, we evaluate four linear score normalization methods, namely
the fitting method, Zero-one, Sum, and ZMUV, through extensive ex-
periments. The experimental results show that the fitting method and
Zero-one appear to be the two leading methods.

1 Introduction

Data fusion in information retrieval has been investigated by many researchers
and has been a well-established technique. The essential idea is to more accurately
estimate the relevance of all the retrieved documents for a given query via combin-
ing these retrieved documents from multiple information retrieval systems into a
single list. It can be used as an alternative for implementing an effective informa-
tion retrieval system, it can also be useful in the WWW environment as a meta-
search engine to merge resultant documents from different Web search engines.

For data fusion algorithms, several factors need to be considered: (a) perfor-
mance of all component results; (b) correlation among all component results;
(c) available information associated with retrieved documents. A lot of research
work (e.g., in [1,6,7,9,10]) has been done on these topics.

For a component result, it comprises a ranked list of documents. Sometimes
a score is associated with each document to indicate the estimated relevance
of the document to the information need. Various experiments (for example, in
[2,8]) have confirmed that rankings are not as informative as scores, therefore,
we should use score information preferentially if it is possible. In this paper we
assume that all component systems provide scores for retrieved documents.

Different component systems may use very different policies to apply scores
to retrieved documents. This difference can be both on range and distribution.
Therefore, It is necessary to normalize scores for effective data fusion algorithms
such as CombSum and CombMNZ to combine them.

H.T. Ng et al. (Eds.): AIRS 2006, LNCS 4182, pp. 642–648, 2006.
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Fox and Shaw designed a series of data fusion algorithms including CombSum
and CombMNZ [3]. CombSum sets the score of each document in the fused result
to the sum of the scores obtained by the individual result, while in CombMNZ
the score of each document is obtained by multiplying this sum by the number
of results which have non-zero scores. Lee [4] suggested a linear transformation
method for score normalization. All normalized scores are in the range of [0,1],
with the minimal score mapped to 0 and the maximal score to 1. This method is
referred to as Zero-one later in this paper. Actually this can be improved since
the top-ranked documents are not always relevant and bottom-ranked documents
are not always irrelevant. A smaller range [a,b] (0 < a < b < 1) would be a better
solution for score normalization. This method is referred to as the fitting method
in this paper.

Montague and Aslam [5] suggested two other linear transformation methods
Sum and ZMUV (Zero-Mean and Unit-Variance). In Sum, the minimal score is
mapped to 0 and the sum of all scores in the result to 1. In ZMUV, the average
of all scores is mapped to 0 and their variance to 1.

In this paper, our major goal is to evaluate the four linear normalization
methods (Zero-one, the fitting method, Sum and ZMUV). However, some of our
experimental results are useful for us to better understand score normalization
in general.

2 Effect of Different Score Normalization Methods to
Data Fusion

In this section we report an experiment which investigates the effect of different
score normalization methods on data fusion. For a group of results, we combine
them using CombSum and CombMNZ several times, each time with a differ-
ent score normalization method. Then we compare the performance of the fused
results from the same data fusion method but different score normalization meth-
ods. For the fitting method, [0.06, 0.6] is arbitrarily chosen in all cases. Some
other values may provides better performance. ZMUV cannot be properly used
for CombMNZ because about half of the scores in every result are negative. In-
stead, as in Montague and Aslam’s experiment [5], we used ZMUV2, a variation
of ZMUV, which added 2 to every score normalized with ZMUV.

We used 4 groups of results, which were subsets of results submitted to
TREC 7 (ad hoc track), 8 (ad hoc track), 9 (web track) and 2001 (web track)
[7]. All selected results include 1000 documents for every query and have a mean
average precision of 0.15 or over. In each group, we randomly select 3-10 systems
for a data fusion run with CombSum and CombMNZ, and 200 runs were tested
for any given number of results.

Mean average precision was used for the evaluation. Figures 1-2 show the
experimental result.

The experimental results of all four score normalization methods are very
consistent. Also all score normalization methods have a very similar performance
for both data fusion methods CombSum and CombMNZ. We can observe that
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Fig. 1. Mean average precision of CombSum in TREC 7-2001 with different normal-
ization methods

ZMUV2 is always the worst in all cases. The fitting method [0.06-0.6] is better
than the Zero-one method using CombSum, but the Zero-one method is better
than the fitting method [0.06-0.6] using CombMNZ. The fitting method and the
Zero-one method perform better than Sum in most cases. In a few cases, Sum is
a little better. Therefore, it suggests that the Zero-one method and the fitting
method are very likely the best normalization method and ZMUV is the worst.
The claim that both Sum and ZMUV are significantly better than Zero-one [5]
cannot be supported in our experiment. According to our analysis in Section 2,
Sum can lead to good fusing results when the (different) weights assigned to all
input results fit their performances.

Another observation is: using the fitting method, Zero-one and Sum normal-
ization methods, the fused results are better than the best component system on
average, it confirms that data fusion is an effective technique to improve retrieval
performance.

3 Distribution of Relevant Documents in Different Score
Ranges

Actually, all these four score normalization methods (Zero-one, the fitting method,
Sum, and ZMUV) are linear transformation methods. That is to say, it is straight-
forward to define a ”general” schema to include all of them. We need to set up two
pairs of ending points - the maximal score and the minimal score for raw scores
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Fig. 2. Mean average precision of CombMNZ in TREC 7-2001 with different normal-
ization methods

and normalized scores. We use max and min to denote the maximal and minimal
normalized score, and r max and r min to denote the maximal and minimal raw
score respectively. Please note that r max is not necessarily the maximal raw score,
and r min is not necessarily the minimal raw score obtained by documents in the
result. But instead we should guarantee that any raw score is between r max and
r min. Then for any raw score r s, we use the following formula to normalize it:

s = min +
r s − r min

r max − r min
(max − min)

If only considering one result, then there is no difference at all using any of the
four methods. Any normalized score in any method can be linearly transformed
into a corresponding score in another method. For example, suppose szmuv is
a normalized score obtained with ZMUV, we can transform it into a normal-
ized score for Zero-one by szero−one=(szmuv −minzmuv)/(maxzmuv −minzmuv),
where maxzmuv and minzmuv denotes the normalized maximal score and the
normalized minimal score with ZMUV respectively.

In data fusion, we need multiple results at the same time. The difference
among these four normalization methods is that Sum and ZMUV normalize
scores in different results into different ranges. The key issue is: can this bring
any benefit to data fusion?

The goal of score normalization is to make scores in different results com-
parable. Ideally, if there is a linear relation between score and probability of
relevance, it is a perfect condition for data fusion algorithms such as CombSum.
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More specifically, we need to meet the following two conditions for n results
ri (i = 1, 2, ..., n) retrieved from n information retrieval systems for the same
information need:

– r is any one of the results, d1 and d2 are two randomly selected documents in
r. d1 obtains a normalized score of s1, and d2 obtains a normalized score of
s2, then the probability of d1 being relevant to the information need equals
to s1/s2 times of the probability of d2 being relevant;

– for any two results r1 and r2 in n results, d1 is a document in r1 and d2 is
a document in r2. If d1’s normalized score equals to d2’s normalized score,
then these two documents have an equal probability of being relevant.

Next we report an experiment to examine to which extent the two require-
ments presented in the above can be met by those normalized scores. The pro-
cedure is as follows: first, for a result, we normalize the scores of its documents
using a given score normalization method. Next we divide the whole range of
scores into a certain number of intervals. Then for every interval, we count the
number of relevant documents (num) and the total score (t score) obtained by
all the documents in that interval. In this way the ratio of num and t score can
be defined for every interval. We compare these ratios to investigate if the score
normalization method is a good method or not.

We are not aimed at any particular component system here. A more effective
way to understand the scoring mechanism of a particular information retrieval
system is to investigate the scoring algorithm used in that system, not just
analyse some query results produced by it. Rather than that, we try to find out
some collective behaviour of a relatively large number of information retrieval
systems in an open environment such as TREC. In such a situation, to analyse
these query results becomes a sensible solution. There are a few reasons for this:
Firstly, if the number of systems is large, it is a tedious task to understand the
implementation mechanisms of all these systems; secondly, it is not possible if the
technique used in some of the systems are not published; thirdly, the collective
behaviour of these systems may not be clear even we know each of them well.

As in Section 2, we used the same four groups of results. We normalised all
these results using the fitting method [0.06-0.6], Zero-one, Sum and ZMUV1 (a
variation of ZMUV, which added 1 to every score normalized with ZMUV) over
50 queries. Then for all normalized results with a particular method, we divided
them into 20 groups. Each group is corresponding to a interval and the scores
of all documents in that group is located in the same interval.

For the fitting method, we divide [0.06,0.6] into 20 equal intervals [0.06,0.087),
[0.087,0.114),..., [0.573,0.6]. For Zero-one, we divide [0,1] into 20 equal inter-
vals [0,0.05), [0.05,0.1),..., [0.95,1]. For Sum, we divide [0,1] into 20 intervals
[0,0.00005), [0.00005,0.0001), ..., [0.00095,1], since all normalized scores in Sum
are very small and most of them are smaller than 0.001. For ZMUV1, 20 inter-
vals (-∞, 0.1), [0.1,0.2),..., [1.9,+∞) are defined. For each group, we calculate its
ratio of num and t score. All results are shown in Figure 3. The ideal situation
is that the curve is parallel to the horizontal axis, which means a linear relation
between score and document’s relevance and CombSum is a perfect method for
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Fig. 3. Score distribution in TREC 7-2001 with different normalization methods

data fusion. It demonstrates that the fitting method is the best since all the
curves generated are the most flat. For all other score normalization methods,
their corresponding curves are quite flat as well, which suggests that a linear
function is a good option to describe the relation between score and document’s
relevance.

For Zero-one, Sum and ZMUV1, we observe that very often their curves fly
into the sky in Intervals 1 and 2. This is understandable since all the normalized
scores with Zero-one and Sum are approaching 0 in Intervals 1 and 2. It is not
the case for their raw scores and there are a few relevant documents in these
two intervals. Therefore the curves are deformed. The situation is even worse for
ZMUV1 since negative and positive scores coexist in Interval 1.

4 Conclusion

In this paper, we have evaluated four linear score normalization methods, namely
the fitting method, Zero-one, Sum and ZMUV. Comparison analysis and exten-
sive experimentation has been carried out to investigate them. On average, The
fitting method and the Zero-one method appear to be the two leading methods.
More specifically, the fitting method is more favourable to CombSum, while the
Zero-one method is more favourable to CombMNZ. Sum is not as good as the
fitting method and Zero-one but outperforms them occasionally. ZMUV always
performs very badly and it does not seem to be a proper score normalization
method.
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1   Introduction 

Web Information Discovery Tool (WIDIT) Laboratory at the Indiana University 
School of Library, whose basic approach to combine multiple methods as well as to 
leverage multiple sources of evidence, participated in 2005 Text Retrieval 
Conference’s Hard track (HARD-2005) to investigate methods of effectively dealing 
with HARD topics by exploring a variety of query expansion strategies, the results of 
which were combined via an automatic fusion optimization process. We hypothesized 
that the “difficulty” of topics is often due to the lack of appropriate query terms and/or 
misguided emphasis on non-pivotal query terms by the system. Thus, our first-tier 
solution was to devise a wide range of query expansion methods that can not only 
enrich the query with useful term additions but also identify important query terms.  
Our automatic query expansion included such techniques as noun phrase extraction, 
synonym identification, definition term extraction, keyword extraction by overlapping 
sliding window, and Web query expansion.  The results of automatic expansion were 
used in soliciting user feedback, which was utilized in a post-retrieval reranking 
process.  The paper describes our participation in HARD-2005 and is organized as 
follows. Section 2 gives an overview of HARD track, section 3 describes the WIDIT 
approach to HARD-2005, and section 4 discusses the results and implications, 
followed by the concluding remarks in section 5.  

2   HARD-2005 Overview 

The goal of the TREC’s HARD track in 2005 was to achieve “high accuracy retrieval 
from documents” (i.e. improved retrieval performance at top ranks) against a set of 
difficult topics using targeted interactions with the searcher1. The document collection 
used in HARD-2005 is the AQUAINT corpus from Linguistic Data Consortium 
(LDC), and the topic set for HARD-2005 consisted of 50 “difficult” topics, which 
were selected from a pool of past TREC topics that most systems performed poorly 
on. HARD participants were first to submit for each topic an automated retrieval 
result (i.e., Baseline Run) along with an HTML form with which to collect user 
feedback (i.e., Clarification Form). The Clarification Forms (CF) were then filled out 
by TREC assessors and the results were sent back to TREC participants to be utilized 
to improve retrieval performance in the subsequent submissions (Final Run).  
                                                           
1 See TREC 2005 HARD Track Guidelines at http://ciir.cs.umass.edu/research/hard/ 

guidelines.html  
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The main question in HARD-2005, with its “difficult” topic set and CF 
mechanism, is how user feedback can improve retrieval performance of difficult 
topics. At a first glance, one may be inclined to suggest as a solution relevance 
feedback, which is a well-known user feedback mechanism in IR (Rocchio, 1971; 
Salton & Buckley, 1990). Since difficult topics tend to retrieve non-relevant 
documents at top ranks, however, it will be difficult for the user to evaluate enough 
retrieval results in a short time period to find relevant documents with which to 
deploy relevance feedback.  

3   WIDIT Approach to HARD-2005 

We hypothesized that the “difficulty” of topics is often due to the lack of appropriate 
query terms and/or misguided emphasis on non-pivotal query terms by the system. 
Thus, our first-tier solution was to devise a wide range of query expansion methods 
that can not only enrich the query with useful term additions but also identify 
important query terms.  Our automatic query expansion included such techniques as 
noun phrase extraction, synonym identification, definition term extraction, keyword 
extraction by overlapping sliding window, and Web query expansion.  The results of 
automatic expansion were used in soliciting user feedback, which was utilized in a 
post-retrieval reranking process. 

For synonym identification, we integrated a sense disambiguation module into 
WIDIT’s synset identification module so that best synonym set can be selected 
according to the term context. To reduce the noise from word definitions, we applied 
the overlapping sliding window (OSW) method to multiple definitions harvested from 
web and extracted the overlapping terms. To extract noun phrase, we combined the 
results of multiple NLP taggers as well as applying the OSW method.  OSW method 
was also applied to topic fields to identify important topic terms.  The Web query 
expansion method was a slight modification of the PIRC approach (Grunfeld et al., 
2004; Kwok et al., 2005). 

To produce the optimum baseline results, we merged various combinations of 
query formulation results and the query expansion results using a weighted sum 
fusion formula.  The fusion weights were determined using previous year’s Robust 
data to train the system via an automatic fusion optimization process, where best 
performing systems in selected categories (e.g., short query, top 10 systems, etc.) 
were combined using average precision as fusion weights until the performance gain 
fell below a threshold. 

We viewed the clarification form as both manual query expansion and relevance 
feedback mechanism.  Our clarification form included query term synonyms, noun 
phrase, and best sentences from top documents of the baseline result.  Since difficult 
topics tend to produce few relevant documents in top ranks, we clustered the results 
and selected the best sentence from each cluster to include in the CF. In addition to 
expanding the query with user-selected terms from the clarification form, we also 
utilized the user’s best sentence selection by boosting the rank of the documents in 
which selected sentences occurred. 

WIDIT HARD system consists of five main modules: indexing, retrieval, fusion 
(i.e. result merging), reranking, and query expansion modules.  The overview of 
WIDIT HARD system architecture is displayed in Figure 1.  
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Fig. 1. WIDIT HARD System Architecture 

3.1   Query Expansion 

The query expansion module consists of three submodules: Web expansion (WebX) 
module expands the query with terms from Google search results; NLP module finds 
synonyms and definitions of query terms and identifies nouns and noun phrases in the 
query; Overlapping Sliding Window (OSW) module extract key phrases from the 
query. 

3.1.1   OSW Module 
The main function of OSW module is to identify important phrases.  OSW method, 
which is based on the assumption that phrases appearing in multiple fields/sources 
tend to be important, works as follows: 

i. Define window size and the number or maximum words allowed between 
words. 

ii. Slide window from the first word in the source field/source. For each of the 
phrase it catches, look for the same/similar phrase in the search fields/sources. 

iii. Produce the OSW phrases 
iv. Change source field/source and repeat step 1 to 3 till all the fields/sources have 

been used. 

OSW method was applied to topic descriptions and query term definitions to 
identify key phrases.   
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3.1.2   NLP Module 
WIDIT’s NLP module expands acronyms using a Web-harvested acronym list, 
identifies nouns and noun phrases using multiple taggers, and finds synonyms and 
definitions via querying the Web. Two main objectives of the NLP module refinement 
this year were to reduce noise in query expansion and to identify key (i.e. 
“important”) phrases. For noise reduction, we integrated a sense disambiguation2 into 
WIDIT’s synset identification module so that best synonym set can be identified 
based on the term context, and refined the WIDIT’s definition module by applying 
OSW to extract overlapping terms from the multiple Web-harvested definitions 
(WordIQ, Dictionary.com, Google, Answers.com).  For key phrase identification, we 
used a combination of NLP tools as well as WordNet to identify 4 types of noun 
phrases: proper names, dictionary phrases, simple phrases, complex phrases.   

WordNet

Brill’s
Tagger

Collin’s
Parser

AND relations

Minipar
POS tagging Proper noun phrase

noun phrase

Topics

Dictionary phrase simple phrase Complex phrase
 

Fig. 2. Noun Phrase Identification Diagram 
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Queries

Web Query
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Selected
expansion
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Processed
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Search
ResultsGoogle

Parser
Term
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Fig. 3. WebX Module Architecture 

3.1.3   WebX Module 
The PIRCS group has demonstrated that web expansion is an “effective” method for 
improving the performance of weak (i.e. difficult) topics (Grunfeld et al., 2004; Kwok et 
al., 2005). WebX module, which is based on the PIRC approach, expands the query 
                                                           
2 WordNet word sense disambiguation software developed by the Natural Language 

Processing Group at the University of Minnesota, Duluth. 
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with related terms harvested from Google search results. WebX module consists of Web 
query construction, Web search, search result parsing and term selection (Figure 3).  
The Web query generator constructs Web queries by selecting up to 5 most salient terms 
from the processed HARD topics (i.e., stopped and stemmed text, nouns, phrases).  The 
queries are then sent to Google, and subsequent search results (the snippets and the body 
texts) are parsed to extract up to 60 terms per topic to be used as query expansion terms. 

3.2   Fusion 

The fusion module combines the multiple sets of search results after retrieval time.  In 
our earlier study (Yang, 2002b), similarity merge approach proved ineffective when 
combining content- and link-based results, so we devised three variations of the 
weighted sum fusion formula, which were shown to be more effective in combining 
fusion components that are dissimilar (Yang, 2002a).  Equation (4) describes the 
simple Weight Sum (WS) formula, which sums the normalized system scores 
multiplied by system contribution weights.: 

FSWS      =  (wi*NSi), (4) 

where: FS  = fusion score of a document, 
wi   = weight of system i, 
NSi = normalized score of a document by system i, 

= (Si – Smin) / (Smax – Smin)  

One of the main challenges in using the weighted fusion formula lies in 
determination of the optimum weights for each system (wi). Last year, we devised a 
novel man-machine hybrid approach called the Dynamic Tuning to tune the fusion 
formula (Yang, Yu, & Lee, 2005; Yang & Yu, 2005). This year, we devised another 
alternative fusion weight determination method called Automatic Fusion Optimization 
by Category (AFOC). AFOC involves iterations of fusion runs (i.e., result merging), 
where best performing systems in selected categories (e.g., short query, top 10 
systems, etc.) are combined using average precision as fusion weights until the 
performance gain falls below a threshold.  The current AFOC implementation does 
not guarantee true optimization since the process will stop when a local optimum is 
encountered. Figure 4 illustrates the automatic fusion optimization process. 

3.3   Clairfication Form 

The main objective of our CF design strategy was to obtain accurate feedback that 
validates and supplements the system efforts for dealing with difficult topics (e.g. 
query expansion). Consequently, our Clarification Forms served as manual query 
expansion and relevance feedback mechanism, which included such components as 
the selection from candidate expansion terms and phrase, the validation of BoolAnd 
relations. In addition to displaying important phrases and best sentences from top 200 
retrieved documents3, our CF included synonym sets, definition terms, and query term 
relations with the use of JavaScript to make the interaction more friendly and 
                                                           
3 Since weak topics tend to retrieve non-relevant documents at top ranks, we clustered the top 

200 documents and selected the best sentence from each cluster. 
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efficient. The CF terms selected by the user was used to create a CF-expanded query. 
Phrases, BoolAnd terms and relevant documents identified in CF were used by the 
reranking module to boosts the ranks of documents with important phrases and 
relevant documents identified by the user.  

Results pool

Fetching result sets 
For different categories

Automatic Fusion

Category 2 Category 1 Category n

> threshold?

Top 10 systems Best system
in each query length 

fusion
results (n)

Yes

No

 

Fig. 4. Automatic Fusion Optimization by Category 

3.4   Reranking 

The objective of reranking is to float low ranking relevant documents to the top ranks 
based on post-retrieval analysis of reranking factors.  After identifying reranking 
factors such as OSW terms, CF terms, and CF-reldocs, which are relevant documents 
identified in CF form, we computed the reranking factor scores (rf_sc) for top k 
documents and boosted the ranks of documents with rf_sc above a threshold score 
above a fixed rank R using the following formula: 

doc_score = rf_sc + doc_score@rankR (5) 

Although reranking does not retrieve any new relevant documents (i.e. no recall 
improvement), it can produce high precision improvement via post-retrieval 
compensation (e.g. phrase matching) or force rank-boosting to accommodate trusted 
information (e.g. CF-reldocs). 
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4   Results 

Web query expansion (WebX) was the most effective method of all the query 
expansion methods.  Figure 5, which shows Web query expansion results by query 
length, plots the retrieval performance gain (indicated by the bar above the zero line) 
or loss (indicated by the bar below the zero line) of various WebX methods over non-
expansion query results. As can be seen in the figure, WebX showed most gain in 
performance for short queries (i.e. title) but had an adverse effect for longer queries 
(i.e. description) except when using the rotating window approach (blue, green, and 
yellow bars).   

 

Fig. 5. Web Query Expansion Effect 

Among the non-WebX query expansion methods, Proper Noun Phrases, OSW 
Phrases, and CF Terms helped retrieval performance for longer queries, although the 
rate of performance gains fall much below WebX methods (Figure 6).  It is interesting 
to note that the effect of query expansion is influenced by the query length in an 
opposite manner between WebX and non-WebX methods.  Without query expansion, 
longer queries usually outperform the shorter queries.  With query expansion, 
however, query length has opposite effect on WebX and non-WebX methods (i.e., 
WebX methods works well with short queries, whereas non-WebX methods works 
better with longer queries). The composite effects of query expansion and query 
length suggest that WebX should be applied to short queries, which contain less noise 
that can be exaggerated by Web expansion, and non- WebX should be applied to 
longer queries, which contain more information that query expansion methods can 
leverage. 
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Fig. 6. Non-Web Query Expansion Effect 

Fusion (i.e. result merging) improved the retrieval performance across the board 
with almost 50% improvement in mean average precision for short queries, showing 
that Automatic Fusion Optimization by Category is a viable method to streamline the 
process of combining numerous result sets in an efficient manner (Table 1).  We 
attribute the lower fusion performance gain by MRP to the fact that AFOC used MAP 
in tuning the fusion formula. 

Table 1. Fusion Effect 

 Mean Avg. Precision Mean R-Precision 

Baseline Title Run 0.1694 0.2416 
Baseline Description Run 0.1698 0.2395 
Baseline Fusion Run 0.2324 0.2961 
Final Title Run 0.2513 (+48%) 0.3020 (+25%) 
Final Description Run 0.2062 (+21%) 0.3020 (+10%) 
Final Fusion Run 0.2918 (+25%) 0.3442 (+16%) 

Figure 7 shows the effect of reranking factors. The main reranking factors in 
Figure 7 are OSW phrases (O in run labels: e.g., RODXX), CF terms (C in run labels: 
e.g., RCDXX), and CF-reldocs (D in run labels: e.g., RODXX, RCDXX). 
Examination of top reranking systems suggests that CF-relevant documents has the 
most positive effect on retrieval, followed by OSW and CF Terms. 
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Fig. 7. Reranking Effect 

5   Concluding Remarks 

We investigated an integrated approach to HARD topic search. To address two major 
characteristics of difficult topics, we first devised a variety of automatic query 
expansion methods designed specifically to identify important query terms and 
phrases as well as to discover new query terms.  The automatic query expansion 
methods, which generated candidate query expansion terms while improving baseline 
search results, seeded the content of the clarification form, where the system approach 
to HARD topic search was validated by the user and fed back into the system to 
further improve the retrieval performance. In keeping with the WIDIT philosophy of 
fusion, which is capture in the statement “the whole is greater than sum of its parts”, 
we examined the effects of fusion throughout our investigation and found combining 
of not only data (e.g., short and long queries) and methods (e.g., query expansion 
methods) but also the system and the user (e.g., construction and utilization of the 
clarification form) to be quite beneficial.  Furthermore, the study revealed the 
different behaviors by Web-based and non-Web-based query expansion methods 
when compounded with query length, which suggests the desirability of a flexible 
system that dynamically adapt its strategies to given situations over a static system.  
Finally, we devised an effective automatic fusion optimization process that can be 
deployed in situations where there are too many fusion components to be combined 
and tuned manually. 
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Abstract. This paper proposes an automatic query expansion method that 
combines document re-ranking and standard Rocchio’s relevance feedback. The 
document re-ranking method ranks the top retrieved documents based on the 
intrinsic manifold structure collectively revealed by a great amount of data. 
This is done by using a semi-supervised learning algorithm to integrate pseudo 
relevant documents with documents to be re-ranked. Given an initial ranked list 
of retrieved documents, the document re-ranking approach picks a set of 
documents from the top ones (including query itself) as pseudo relevant 
documents. In this way, the intrinsic relationship of all the retrieved documents 
to be re-ranked with the pseudo relevant documents (pseudo irrelevant 
documents are missing) can be determined via a semi-supervised learning 
algorithm. Finally, all the retrieved documents can be re-ranked according to 
above relationship. Evaluation on benchmark corpora show that the approach 
can achieve much better performance than standard Rocchio’s relevance 
feedback and performance better than other related approaches.   

1   Introduction 

Automatic query expansion (QE) has been shown to produce good retrieval 
performance [1, 2, 4, 7] in information retrieval (IR). Many methods have been 
proposed to improve the effectiveness of automatic query expansion, including term 
clustering, statistical factor analysis, and document re-ranking [3, 8, 9]. 

In this paper, we propose a method for automatic query expansion that combines 
document re-ranking (DR) with Rocchio’s classical formula. We first reorder the 
positions of top initially retrieved documents, and then use standard Rocchio’s 
relevance feedback to do query expansion.  

The document re-ranking method using the intrinsic manifold structure of data is 
derived from semi-supervised learning [10]. The ranking problem is viewed as a 
special case of semi-supervised learning, in which only positive documents (e.g., query 
itself) are available while negative documents (irrelevant documents) are missing.  

This algorithm first form a weighted network on data, and assign a positive ranking 
score to each relevant documents and zero to the remaining documents that are to be 
ranked. All documents then spread their ranking scores to their nearby neighbors via 
the weighted network. The spread process is repeated until a global stable state is 
achieved, and all documents are ranked according to their final ranking scores. 
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The rest of this paper is organized as the following. In Section 2, we describe the 
re-ranking algorithm and automatic query expansion method in detail. Section 3 will 
give out the experimental results. Finally we present the conclusion in Section 4. 

2   Algorithm 

2.1   Document Re-ranking 

Given a query q and M ranked retrieved documents acquired from the initial retrieval, 
since we do not know the exact relevant documents, we simply pick top R ones as the 
pseudo relevant documents (query q itself is always considered as one pseudo relevant 
document). 

In this way, given a query q and M ranked retrieved documents, we can have two 
necessary sets of data: M documents to be re-ranked, R pseudo relevant documents. 
As a result, document re-ranking can be achieved by ranking the M documents 
according to their ranking scores with the R pseudo relevant documents via a semi-
supervised algorithm as shown in Figure 1.  

Following are some notations for the document reranking algorithm: 

o q : the query 
o {rj} (1 j R): the R pseudo relevant documents  
o {mj} (1 j M): the initial M retrieved documents to be re-ranked 
o  X = {xi} (1 i R+M) refers to the union set of the above two categories of 

documents in the above order, i.e. xi (1 i R) represents the R pseudo relevant docu-
ments {rj}(1 j R), and xi (R+1 i R+M) represents the initial M retrieved documents 
{mj} (1 j M) to be re-ranked. 

o F = {fi}
T (1 i R+M) is a  ranking function which assigns each document xi a 

ranking value fi. If we have prior knowledge about the confidences of relevant 
documents, then we can assign different ranking scores to the relevant documents 
proportional to their respective confidences. 

o y = {yi}
T (1 i R+M) is a vector where yi = 1 if xi  is a (pseudo) relevant 

document, and yi  = 0 otherwise. 

In the document re-ranking algorithm, the manifold structure in X is represented as 
a connected graph. The connected graph is constructed as following: Sort distance 
(e.g., Euclidean distance) dij (1 i, j R+M) between document xi and xj in ascending 
order, and then repeat connecting the two documents with an edge according the order 
until a connected graph is obtained. 

The ranking scores of any vertex in the graph are spread to nearby vertices through 
weighted edges until a global stable state is achieved. Here, each vertex corresponds 
to a document, and the edge between any two documents xi and xj is weighted by wij 
to measure their similarity. Here wij is defined as follows: wij  = exp(-dij

2/2σ2) if i  j 
and there is an edge linking xi and xj, and wii = 0 because there are no loops in the 
graph (1 i,j R+M), where  is a covariance factor to control the weight Wij. Finally, 
the (R+M) × (R+M) affinity matrix W = [wij] is symmetrically normalized by S =  
D-1/2WD-1/2 in which D is the diagonal matrix with (i, i)-element equal to the sum of 
the i-th row of W. 
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Input: q: query; 
M:  the set/the number of retrieved documents to be re-ranked; 
R:  the set/the number of pseudo relevant documents; 
Algorithm: DocumentReranking( q, M, R) 
BEGIN 

Set the iteration index t=0 
BEGIN DO Loop 

Spread ranking score by 
         F(t + 1) = αSF(t) + (1-α)y      (1) 

where α is a parameter in [0, 1); 
END DO Loop when F converges; 
Rank document xi (R+1 i R+M) according its ranking scores fi (largest 

ranked first). 
END 

Fig. 1. algorithm of document re-ranking 

The parameter α in algorithm specifies the relative contributions to the ranking 
scores from neighbors and the initial ranking scores.  

This algorithm has been shown to converge to a closed form  

f* = β(I−αS)-1y (2) 

where β = 1 - α  [9]. We can use this closed form to compute the ranking scores of 
points directly if the data scale is not very large.  

2.2   Automatic Query Expansion 

After document re-ranking, we use Rocchio’s retrieval feedback [5], as improved by 
Salton and Buckley [6]. Assuming that the relevant documents are the top r 
documents retrieved and that the information about the non-relevant documents is 
absent, Rocchio’s formula adapted to the retrieval feedback setting becomes: 
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Where Wt, Qexp is the weight assigned to term t after query expansion, and Wt,Qunexp 
and wt,k are the weights of term t in the unexpanded query and in the pseudo-relevant 
documents, respectively, according to a weighting scheme applied to the whole 
collection. 

3   Experiments and Evaluation 

We used the NTCIR-3 CLIR Chinese SLIR subcollection as test data and the 42 D-
run query topics as queries. We used the closed form expression (2), where parameter 
α is fixed as 0.99 and σ  is as 1.25. Bi-grams were used as index units and vector 
space model as retrieval model.  



662 L. Yang et al. 

We used the NTCIR’s relaxed relevance judgment and rigid relevance judgment to 
measure the precision of retrieved documents. Relaxed relevance judgments consider 
highly relevant, relevant, and partially relevant documents, while rigid relevance 
judgments only consider highly relevant and relevant documents. We used Mean 
Average Precision (MAP) to measure the overall retrieval performance. 

The first experiment tested the effectiveness of the ranking algorithm using only the 
query itself as pseudo relevant document (R=1). Table 2 lists the MAP values for re-
ranking different number of top retrieved documents. In Table 2, the first column 
indicates the number of top documents to be re-ranked, INI refers to the initial retrieval 
result, +x% denotes the improvement against the baseline [INI], and 
MAP(relaxed)/MAP(rigid) represent MAP values on relaxed /rigid relevance measure. 

From Table 1, we can see that document re-ranking improves MAP(rigid) and 
MAP(relaxed) by 9.8%-16.1% and 10.4%-12.9% respectively. We also conducted the 
paired t-tests. Table 1 lists their significance marks for each re-ranking setting. In the 
following, * correspond to p-values less or equal 0.05, which means significant 
difference.  From Table 1, we can see that the improvement is significant for both 
MAP(rigid) and MAP(relaxed). This implies that the re-ranking can improve the 
performance of top retrieved documents significantly. 

Table 1. MAPs of DR (R=1) and Initial Retrieval 

 MAP(rigid) MAP(relaxed) 
INI 0.1688 0.2197 

M=20 0.1853 +9.8%* 0.2428 +10.5%* 
M=25 0.1867 +10.6%* 0.2426  +10.4%* 
M=30 0.1916 +13.5%* 0.2434 +10.8%* 
M=35 0.1917 +13.6%* 0.2436 +10.9%* 
M=40 0.1891 +12.0%* 0.2429 +10.5%* 
M=50 0.1888 +11.8%* 0.2428 +10.5%* 
M=60 0.1885 +11.7%* 0.2427 +10.4%* 
M=70 0.191 +13.2%* 0.2438 +11.0%* 
M=80 0.1955 +15.8%* 0.2448 +11.4%* 
M=90 0.1937 +14.8%* 0.2449 +11.5%* 

M=100 0.1960 +16.1%* 0.2480 +12.9%* 

From the closed form expression (2), we can see that the re-ranking of the 
documents depends completely on their intrinsic data structure. In other words, the 
initial ranking has no influence in the re-ranking. This is in contradictory with  
the traditional view that top documents in initial retrieval are generally important in 
IR. To incorporate the roles of initial retrieval, the pseudo relevant documents could 
be expanded from the top documents, and then the closed form expression could be 
used for the new relevant document sets. In the experiment, we simply considered top 
10 documents as pseudo relevant documents and used them for re-ranking. Table 2 
lists the MAP values for re-ranking different number of top retrieved documents by 
the new pseudo relevant document set. 
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Table 2. MAPs of DR: top 10 Documents as Pseudo Relevant Documents 

 MAP(rigid) MAP(relaxed) 
INI 0.1688 0.2197 

M=20 0.1973 +16.9%* 0.2617 +19.1%* 
M=25 0.1956 +15.9% 0.256 +16.5% 
M=30 0.1987 +17.1% 0.2544 +15.8% 
M=35 0.1975 +14.8% 0.2575 +17.2%* 
M=40 0.1941 +15% 0.2560 +16.5% 
M=50 0.1946 +15.3%* 0.2564 +16.7% 
M=60 0.1990 +17.9% 0.2570 +17%* 
M=70 0.1994 +18.1%* 0.2575 +17.2%* 
M=80 0.2118 +25.5%* 0.2595 +18.1%* 
M=90 0.2129 +26.1%* 0.2625 +19.5%* 

M=100 0.2149 +27.3%* 0.2656 +20.9%* 

From Table 2, we can see that incorporation of top 10 documents as pseudo relevant 
documents produced better results than only original query topic q as pseudo relevant 
document. This implies that initial retrieval helps the pure manifold-based re-ranking.  

To see whether the MAP improvement against the original query q as pseudo 
relevant document, Table 2 lists the t-test significance marks. From Table 2, we can 
see that the improvement against the original query as pseudo relevant document was 
significant in most cases, especially when more documents were used for re-ranking.  

Now that document re-ranking can improve the performance of initial search, it 
should help query expansion. To confirm it, we combined the re-ranking with 
standard Rocchio’s relevance feedback. That is, we first re-ranked top 100 retrieved 
documents, and then applied standard Rocchio’s relevance feedback on re-ranked top 
documents. In the experiment, we selected 200 bi-grams from the top N (N=15, 20, 25 
or 30) retrieved documents to do query expansion.  

Table 3 gives the MAP values for standard QE (Rocchio) and extended QE (re-
ranking + Rocchio), where the first column indicate the number of the top documents 
used for query expansion.  

Table 3. Standard QE and Extended QE 

 Standard QE Extended QE 
 MAP(rigid) MAP(relaxed) MAP(rigid) MAP(relaxed) 

INI 0.1688 0.2197 0.1688 0.2197 
N=15 0.2196 +30.1% 0.2836 +29.1% 0.2491 +47.6%* 0.3118 +41.9%* 
N=20 0.2229 +32.0% 0.2853 +29.9% 0.2513 +48.9%* 0.3127 +43%* 
N=25 0.2216 +31.3% 0.2843 +29.4% 0.2520 +49.3%* 0.3166 +44.1%* 
N=30 0.2208 +30.8% 0.2839 +29.2% 0.2518 +49.2%* 0.3157 +43.7%* 

From Table 3, we can see that using Rocchio’s standard QE improved MAPs by 
29.1%-32% against initial search, while using extended QE achieved better results 
with improvement by 41.9%-49.3%. This indicates that the re-ranking helps query 
expansion to improve the performance.   
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To see whether the MAP difference between extended QE and standard QE is 
significant, Table 3 also lists the significance marks, which suggests that extended QE 
significantly outperforms standard QE. 

To further check the effectiveness of extended QE, we compare our method with 
Mitra’s query expansion [4], which uses Maximal Marginal Relevance module to 
adjust term correlation to re-order retrieved documents before standard query 
expansion. Table 4 gives the MAP values for Mitra’s method and extended QE, where 
the first column indicate the number of the top documents re-ranked before doing 
standard query expansion. From Table 4, when M is small (M<40), our method gets 
comparable results than Mitra’s method; when M is larger (M>=40), our method gets 
better results. 

Table 4. Comparison with Mitra’s Query Expansion method (N=20) 

 Mitra’s QE Extended QE 
 MAP(rigid) MAP(relaxed) MAP(rigid) MAP(relaxed) 

INI 0.1688 0.2197 0.1688 0.2197 
M=30 0.2378 +40.8% 0.3011 +37.1% 0.2376 +40.7%~ 0.3004 +36.8%~ 
M=40 0.2341 +38.6% 0.2989 +36.0% 0.2479 +46.9%* 0.3098 +41.0%* 
M=50 0.2315 +37.1% 0.2937 +33.6% 0.2501 +48.2%* 0.3133 +42.6%* 

4   Conclusions 

In this paper, we propose an automatic query expansion method that combines 
document re-ranking and standard Rocchio’s relevance feedback. The document re-
ranking method is based on semi-supervised learning algorithm, which integrates top 
retrieved documents with the query in learning process by representing them as 
vertices in a weighted graph and iteratively propagating the ranking information from 
any vertex to nearby vertices until this process converges. 

Our analysis and experimental results demonstrates the potential of this manifold 
learning based algorithm in information retrieval. The extended QE achieves 
significant improvement over standard Rocchio’s relevance feedback, and the re-
ranking method itself gets significant improvement against the initial retrieval.  
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Disambiguation Techniques for Chinese–English
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Abstract. Disambiguation techniques are typically employed to reduce
translation errors introduced during query translation in cross-lingual in-
formation retrieval. Previous work has used several techniques — based
on term similarity, term co-occurrence, and language modelling. How-
ever, the previous experiments were conducted on different data sets,
and thus the relative merits of each technique is presently unclear. The
goal of this work is to compare the effectiveness of these techniques on
the same Chinese–English data sets. Our results show that despite the
different underlying models and formulae used, the aggregated results
are comparable. However, there is wide variation in the translation of in-
dividual queries, suggesting that there is scope for further improvement.

1 Introduction

When using simple dictionary translations without addressing the problem of
translation ambiguity, the effectiveness of cross-language information retrieval
(CLIR) can be 60% lower than that of monolingual retrieval [1]. Translation
ambiguity stems from the fact that many words do not have a unique trans-
lation, and sometimes the alternate translations have very different meanings.
This problem is particularly severe in view of the observed tendency of web users
to enter short queries; it is difficult for even a human to reliably determine the
intended meaning from the available context. The dictionary-based translation
approaches are prone to error due to the likelihood of selecting the wrong transla-
tion of a query term among alternatives provided by the dictionary. Techniques,
that use statistics obtained from training corpora have been proposed to reduce
the ambiguity and errors introduced during query translation. However, use of
different data sets and language pairs has meant that it has not been possible to
draw clear conclusions about the relative merits of the different disambiguation
techniques. By using the same data sets, we aim to compare and understand the
merits of the different disambiguation techniques.

2 Background

Amongst the various approaches to CLIR, translation of the query language to
that of the document language has been most commonly used, and researchers
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have applied dictionary-based translation methods with success. Web queries are
generally short, and thus sophisticated natural language processing techniques
can flounder due to lack of context. However, any dictionary-based technique
must address the fact that many words have multiple translations. This dis-
ambiguation phase is crucial to the translation result. Interestingly, researchers
have used different disambiguation techniques utilizing statistics obtained from
the test collection, all seemingly with good results. These have included us-
ing term similarity [2], co-occurrence statistics in the target document collec-
tion [1,3,4,5,6], and probabilistic methods based on a language model [7,8].

As these previous experiments were generally carried out on different test
collections, it is unclear whether any particular approach is superior. The goal
of this work is to compare the effectiveness of these techniques on the same data
sets. We first review the different approaches that have been used.

2.1 Term Similarity

Adriani [2] proposed a disambiguation technique based on the concept of sta-
tistical term similarity. A term-similarity matrix was built using the statistical
term-distribution parameters obtained from the corpus terms. The term similar-
ity is obtained using the Dice similarity coefficient (DSC) — a term association
measure commonly used in clustering. The term similarity value between term
x and y, SIM(x, y), is calculated as follows:

SIM(x, y) = 2
n∑

i=1

(w
′
xi × w

′
yi)

/(
n∑

i=1

w2
xi +

n∑
i=1

w2
yi

)

where
wxi = the weight of term x in document i
wyi = the weight of term y in document i

w
′
xi = wxi if document i also contains term y, or 0 otherwise

w
′
yi = wyi if document i also contains term x, or 0 otherwise

n = the number of documents in the collection

The term weight wxi of term x in document i is computed using the stan-
dard tf.idf weighting formula. This algorithm computes the sum of maximum
similarity values between each candidate translation of a term and the trans-
lations of all other terms in the query. They used one document as the win-
dow of co-occurrence. For each query term, the translation with the highest
sum is selected as its translation. The results of their Indonesian–English and
English–Indonesian CLIR experiments demonstrated the effectiveness of this dis-
ambiguation technique. Gao at al. [3] employed a similar approximate algorithm
for choosing optimal translations in English–Chinese CLIR.

2.2 Term Co-occurrence

Ballesteros and Croft [1] used co-occurrence statistics obtained from the target
corpus for translation disambiguation. Their hypothesis is that the correct trans-
lations of query terms should co-occur in target language documents and incorrect
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translations should tend not to co-occur. Other studies including [4,5,6] also used
similar approaches to select the best translation(s). Building on the work [1,4,6],
Gao et al. [3] observed that the correlation between two terms is stronger when
the distance between them is shorter. They extended the previous co-occurrence
model by incorporating a distance factor D(x, y) = e−α(Dis(x,y)−1). The mutual
information (MI) between term x and y, MI(x, y), is calculated as follows:

MI(x, y) = log
(

fw(x, y)
fxfy

+ 1
)

× D(x, y)

where fw(x, y) is the frequency with which x and y co-occur within a window size
of w in the collection; fx is the collection frequency of x; and fy is the collection
frequency of y. D(x, y) decreases exponentially when the distance between two
terms x and y increases, where α is the decay rate, which is empirically set as
0.8 ; and Dis(x, y) is the average distance between x and y in the collection.
They experimented on the TREC-9 Chinese collection and showed that the
addition of the distance factor leads to substantial improvements over the basic
co-occurrence model.

2.3 Language Modelling

Given a query s1, s2, s3 ..., sn, each translation candidate set T is a sequence
of words t1, t2, t3 ..., tn. In previous work [8], we used a probability model
P (T ) = P (t1, t2, t3 ..., tn) to estimate the maximum likelihood of each sequence
of possible translations and selected the translation set T with the highest prob-
ability value P (T ) among all possible translation sets. Our disambiguation tech-
nique is based on a bigram hidden Markov model (HMM), such models have
been used widely for probabilistic modelling of sequence data:

P (t1, t2, t3... tn) = P (t1)
n∏

a=2

P (ta| ta−1)

To compute the probability of a sequence of words, we need to calculate the
quantities P (t), the probability of word t, and P (t|t′), the probability of t in the
context of t′, as follows:

P (t) =
f(t)
N

, P (t|t′) =
Pw(t, t′)∑

t′′ Pw(t′′, t′)

where f(t) is the collection frequency of term t, N is the number of terms in
the document collection, and Pw(t, t′) is the probability of term t′ occurring
after term t within a window of size w. The zero-frequency problem arises in the
context of probabilistic language models, when the model encounters an event
in a context in which it has not been seen before. Smoothing provides a way to
estimate and assign the probability to that unseen event. We use the following
absolute discounting and interpolation formula, which applies the smoothing
method proposed by [7]. In this method,
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P (t|t′) = max
{

fw(t, t′) − β

N
, 0

}
+ βP (t)P (t′)

where fw(t, t′) is the frequency of term t′ occurring after term t within a window
size w. [7] successfully used this formula to compute the frequency of term t′

and t within a text window of fixed size through an order-free bigram language
model in Italian–English CLIR. The absolute discounting term β is equal to the
estimate proposed by [9]:

β =
n1

n1 + 2n2

where nk is the number of terms with collection frequency k.

3 Experiments

To test the effectiveness of Chinese–English CLIR using the different techniques
described in Section 2, we conducted a set of experiments using the data sets of
NTCIR 4 and 5. A Chinese topic contains four parts: title, description, narrative,
and key words relevant to the whole topic. We chose to use the titles of the
Chinese topics only as queries for two reasons: first, ambiguity problem is often
resolved implicitly when queries are long enough (the additional words provide
sufficient context to resolve confusion) but is still a critical problem when queries
are short [10]; second, web queries are often short, and the average length of the
titles approximates the web queries.

Our experiments consist of four runs: a mono-lingual reference in RUNmono,
the term similarity technique in RUNts, the term co-occurrence technique in
RUNtc, and our technique based on a HMM in RUNlm. Our experiments used
the Lemur IR system1 developed by the Computer Science Department at the
University of Massachusetts and the School of Computer Science at Carnegie
Mellon University.

The relevance judgements provided by NTCIR are at two levels — strictly
relevant documents known as rigid relevance, and documents that are likely to
be relevant, known as relaxed relevance. In this paper, we used the rigid relevance
judgements provide by NTCIR to report our results.

4 Results and Analysis

A comparison of the characteristics of several translation disambiguation tech-
niques is tabulated in Table 1. The term similarity technique uses both tf and
idf, and selects the best translation of each query term from multiple candi-
dates by comparing their statistical associations with the candidate translations
of all other query terms within each document. The term co-occurrence technique
makes use of tf and of the frequency of terms co-occurring within a window size
of w in the collection. In addition, a distance factor is incorporated to discrimi-
nate strong and weak term correlation. Our language modelling technique uses
1 http://www.lemurproject.org/
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Table 1. A comparison of the characteristics of different translation disambiguation
techniques

RUNts RUNtc RUNlm

Model
Term similarity Term co-occurrence Language modelling
(DSC) (MI) (Bigram HMM)

Co-occurrence frequency × √ √

Term distance × √ ×
Term order × × √
tf.idf weighting

√
tf only tf only

Window size A document A sentence 4 terms

Translation selection

Only the translations
The translations of all other query of the immediately
terms are considered. preceding query term

are considered.

Table 2. Chinese–English CLIR results using different disambiguation techniques

NTCIR-5 data set NTCIR-4 data set

RUNmono RUNts RUNtc RUNlm RUNmono RUNts RUNtc RUNlm

MAP 0.363 0.312 0.316 0.312 0.242 0.199 0.198 0.200
% Mono — 85.9 87.0 85.9 — 81.9 81.8 82.5
Recall 0.812 0.776 0.779 0.765 0.612 0.521 0.545 0.529
P@10 0.476 0.408 0.414 0.380 0.403 0.331 0.326 0.335
R-precision 0.527 0.318 0.322 0.312 0.289 0.229 0.225 0.240

tf and the frequency of terms co-occurring within a window size of w together
with an absolute discounting model for smoothing. When using a bigram HMM
language model, only the co-occurrences of the candidate translations of adjacent
query terms are considered. Interestingly the language modelling disambiguation
technique increases in complexity in accordance with the product of the number
of possible translations for each query term, and thus becomes impractical for
longer queries. Each of the techniques uses different models, formulae and para-
meters; nonetheless each achieved comparable results across multiple data sets,
as shown in Table 2.

We used a t-test to analyze the statistical significance of our results. These re-
sults suggest that there is no significant difference in the overall effectiveness on
the data sets tested. However, analysis of the individual queries reveals a differ-
ent story. Of the 93 NTCIR 4 and 5 queries with ambiguity (at least one query
term has multiple translations), the three different disambiguation techniques
produced the same translation in only 19% of the queries (10 out 50 NTCIR-4
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Fig. 1. An sample of different average precision values generated by different disam-
biguation techniques for individual queries

queries and 8 out of 43 NTCIR-5 queries), and manual inspection showed that
these were indeed correct translations. In the other 81% of queries with differing
translations, there was often significant difference in the average precision results
for each of the approaches. An indicative sample of the differing results for the 50
NTCIR-4 ambiguous queries is shown in Figure 1. In some cases there were only
minor differences in average precision. For example, in query 40, the Chinese term
“ ” was variously translated as “problem” and “issue”. This term has a low
weight and the other more significant terms — “ ”(soccer), “ ”(world
cup), and “ ”(ticket) — were correctly translated. However in other cases,
one or more technique has effectively failed, as a result of selecting a totally
inappropriate translation. For example, in query 30 “ ”, the term
similarity approach translated the query as “animal copy skill”, whereas the
other methods correctly translated the query as “animal clone technology”.

5 Conclusion

This research has shown that, superficially, all these translation disambigua-
tion methods are comparable (no significant difference) when averaged across
a query set. However, at the individual query level, each of the techniques fre-
quently produce differing results. This means that it may be possible to develop
a new approach that combines the best elements of these current methods. At
the very least, it should be possible to use a “combination of evidence” ap-
proach [11] to improve the overall translation quality. Further, when all meth-
ods produce the same translation, we can have a higher degree of confidence
in the correctness, and differing translations could act as a trigger for further
analysis.
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Abstract. In most applications of paraphrasing, contextual information should 
be considered since a word may have different paraphrases in different 
contexts. This paper presents a method that automatically acquires lexical 
context-specific paraphrases from the web. The method includes two main 
stages, candidate paraphrase extraction and paraphrase validation. Evaluations 
were conducted on a news title corpus whereby the context-specific 
paraphrasing method was compared with the Chinese synonymous thesaurus. 
Results show that the precision of our method is above 60% and the recall is 
above 55%, which outperforms the thesaurus significantly. 

Keywords: context-specific paraphrasing, web mining. 

1   Introduction 

Lexical paraphrasing aims to acquire paraphrases of words, which is elementary but 
very important in many NLP applications. For instance, in Question Answering (QA), 
paraphrases should be detected in question and answer sentences so that the exact 
answers can be pinpointed. In automatic evaluation of Machine Translation (MT), 
lexical paraphrases need to be recognized in order to evaluate the systems’ translation 
results more accurately. In Information Extraction (IE), paraphrases of the words in 
IE patterns should be identified so as to extract the required information from texts. 

Two broad approaches to lexical paraphrasing have dominated the literature. One 
approach acquires paraphrases from dictionaries, such as WordNet in English [2], [6] 
and Tongyici Cilin in Chinese [7]. The other approach collects lexical paraphrases 
from monolingual or bilingual corpora. Lin identified words with similar meaning by 
measuring the similarity of the contextual words [8]. Barzilay and McKeown 
extracted paraphrases from a corpus of multiple English translations of the same 
source text [3]. Bannard and Callison-Burch derived paraphrases using bilingual 
parallel corpora [1]. Wu and Zhou extracted lexical paraphrases with multiple 
resources, including a monolingual dictionary, a bilingual corpus, and a large 
monolingual corpus [9]. 

These methods facilitate the acquisition of paraphrases. However, none of them 
specify the contexts in which the derived paraphrases can be adapted. Recently, topic 
adaptation for paraphrasing has been researched. For example, Kaji and Kurohashi 
selected lexical paraphrases according to different topics [5]. However, the topics are 
limited and predefined rather than any given context. 
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This paper addresses the problem of context-specific paraphrasing. Here, a specific 
context means a sentence in which a word occurs. A new web mining method is 
presented to extract lexical context-specific paraphrases. In our method, if a word 
occurs in different sentences, different paraphrases should be extracted according to 
each sentence. 

2   Method 

2.1   Candidate Paraphrase Extraction 

Two stages are included: candidate paraphrase extraction and paraphrase validation. 
The method for candidate paraphrase extraction is based on two principles. The first 
is authors on the web create information independently, thus their "vocabularies" vary 
greatly [4]. In other words, if a concept is widely discussed on the web, then various 
expressions (lexical paraphrases) will be found. The other principle is that lexical 
paraphrases play similar syntactic roles in sentences, which indicates that paraphrases 
of a given word w in sentence S can be derived by extracting words whose syntactic 
roles are similar with w. Three main steps are included in candidate paraphrase 
extraction: 

Step1: Query S on the web and retrieve similar sentences. In this step, the sentence S 
is searched on the web using Baidu. From the retrieved snippets, sentences whose 
similarities with S exceed a predefined threshold TCE are retained as candidate 
sentences. Word overlapping rate (WOR) is used here for computing the similarity 
between S and any candidate sentence S': 

|))'(||,)(max(|

|)'()(|
)',(

SWSSWS

SWSSWS
SSWOR

∩=  (1) 

where "WS(.)" denotes the set of words in a sentence. "|.|" denotes the cardinality of a 
set. 

Step2: Extract candidates according to syntactic similarity. In this step, sentence S 
and all the candidate sentences are first parsed by a Chinese dependency parser. In a 
dependency result, two words and their dependency relation are represented as a 
triple. For example, "< , SBV, >" is a triple. The criterion shown in Fig. 1 is 
used for extracting candidate paraphrases. 

Step3: Filter candidates using ECilin. HIT IR-Lab Tongyici Cilin (Extended) 
(ECilin for short), 1  is utilized here for filtering incorrect candidates. ECilin is a 
Chinese synonym dictionary. In ECilin, each word has a sense code and all sense codes 
are organized into a hierarchy that contains five levels. At the first level, words are 
classified into 12 classes, while at the fifth level thousands of classes are formed with 
synonyms put in the same class. In this stage, the first level of ECilin is used for 
candidate filtering. In detail, if w' and w are not in the same class defined in ECilin's 
first level, then w' is filtered. In addition, if a candidate is a stopword, then it is filtered. 

                                                           
1  ECilin is an extended version of TongyiciCilin, which was developed by Information 

Retrieval Lab of Harbin Institute of Technology (http://www.ir-lab.org/). 



 Web Mining for Lexical Context-Specific Paraphrasing 675 

Given: 
S: original sentence;  
S': candidate sentence; 
DT(S): dependency tree of S;  
DT(S'): dependency tree of S'; 
<w1, rel, w2>: a triple in DT(S); 
<w1', rel', w2'>: a triple in DT(S'). 

Criterion: 
If rel=rel' and w2=w2', then w1' is extracted as a candidate paraphrase of w1. 
If w1=w1' and rel=rel', then w2' is extracted as a candidate paraphrase of w2. 

Fig. 1. Criterion for candidate paraphrase extraction 

2.2   Paraphrase Validation 

Though the obtained candidates are filtered, there still remain a lot of incorrect 
candidates. Therefore, a method for validating candidate paraphrases is necessary. Let 
w1, …, wn be n candidate paraphrases of word w in sentence S. We generate n new 
sentences S1, …, Sn first, in which Si (1 i n) is generated by replacing w in S with 
candidate wi. Intuitively, if searching S and Si using a search engine can retrieve 
similar results (snippets), then one can say that S and Si are similar in meaning. 
Accordingly, word w and wi are similar in this specific context. 

2.2.1   Assumption for Paraphrase Validation 
For word w in sentence S (and each candidate wi in Si), a pseudo document PDS(w) 
(PDSi(wi)) is constructed. First, Search S (Si) in Baidu, and obtain top 100 retrieved 
snippets. Then, sentences containing w (wi) are extracted from the snippets. PDS(w) 
(PDSi(wi)) is constructed using these extracted sentences. In this work, paraphrases are 
validated based on the following assumption: 

Assumption: Given w in S, and a candidate paraphrase wi in Si, if the similarity 
between their pseudo documents PDS(w) and PDSi(wi) exceeds a predefined threshold 
T, then wi is validated as w's paraphrase within the specific sentence S. 

2.2.2   Similarity Measurements for Pseudo Documents 
According to the assumption, a similarity measurement is needed for computing 
similarities between pseudo documents. Here, two different similarity measurements 
are investigated: VSM-based similarity and syntactic similarity. 

VSM-based similarity (VSMSim): Given two pseudo documents PDS1(w1) and 
PDS2(w2). In VSM, they are represented as vectors V1 and V2, in which the weight of 
each word is calculated using a tf·itf heuristic: 
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where tf(w, PD) denotes the term frequency of word w in pseudo document PD. tf(w, 
CCD) is w's term frequency counted on a China Daily Corpus (CCD). max(tf(w’, CCD)) 
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is the largest term frequency obtained on the corpus. The VSM-based similarity is 
calculated as the cosine similarity between V1 and V2: 

21

21
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VVwPDwPDVSMSim SS

•==  (3) 

where " • " denotes inner product. " . " denotes the length of a vector. 

Syntactic similarity (SYNSim): In order to compute syntactic similarity, PDS1(w1) 
and PDS2(w2) are first parsed using the dependency parser described above. The 
syntactic similarity of pseudo documents is calculated with the same method as 
described in [8], as is rewritten in Equation (4). The similarity is calculated through 
the surrounding contextual words which have dependency relations with the 
investigated words according to the parsing results. 
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where T(wi) denotes the set of words that have the dependency relation rel with wi. 
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3   Results and Analysis 

3.1   Data and Metrics 

In the experiments, a corpus of news titles is chosen as test data. That is mainly 
because in many applications, such as QA, IE, and multi-document summarization, 
the words and sentences to be paraphrased are usually from news articles. The news 
titles are collected from "sina news (http://news.sina.com.cn/)". All titles in the 
"important news" section from March 15, 2006 to April 5, 2006 are downloaded. 257 
titles are left after removing duplications. 

The metrics are precision, recall, and f-measure. Let M1, …, MT be T paraphrasing 
methods to be compared. N is the number of sentences in test data. ni is the number of 
words in the i-th sentence that can be paraphrased by all the T methods. ntij is the 
number of acquired paraphrases for the j-th paraphrased word in the i-th sentence 
using method Mt (1 t T). mtij is the number of correct paraphrases (judged manually) 
in the ntij paraphrases. Precision of method Mt is defined as: 
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Recall is difficult to calculate since it is impossible to enumerate all paraphrases 
that a word has within a context. Therefore, an approximate approach is used to 
calculate recall of each method. Specifically, for the j-th paraphrased word in the i-th 
sentence, all its correct paraphrases acquired by the T methods are put together (with 
duplication removed). Let mij be the total number. Then we assume that mij is the 
number of paraphrases that the word can really have within this specific sentence. 
Recall of method Mt is defined as: 
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The f-measure of method Mt is defined as: 
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3.2   Experimental Results 

In the experiments, four methods are completed and compared, including: (1) MECilin: 
the method that extracts paraphrases using the fifth level (synonyms) of ECilin. (2) 
MCSP-Candi: the context-specific paraphrasing (CSP) method that extracts candidate 
paraphrases as described in Section 2.1 without paraphrase validation. (3) MCSP-VSM: 
CSP method using VSMSim in paraphrase validation. (4) MCSP-SYN: CSP method using 
SYNSim in paraphrase validation. 

Three thresholds are used in the methods: (1) TCE: threshold for candidate 
extraction; (2) TVSM: threshold for VSMSim in validation; (3) TSYN: threshold for 
SYNSim in validation. In the experiments, these thresholds are empirically set 0.30, 
0.60, and 0.08 respectively. The comparing results are shown in Table 1: 

Table 1. Comparing results of four methods 

Method Precision (%) Recall (%) F-measure (%) 
MECilin 12.66 44.27 19.69 
MCSP-Candi 48.94 63.41 55.24 
MCSP-VSM 63.34 56.06 59.48 
MCSP-SYN 66.10 55.28 60.21 

3.3   Analysis 

3.3.1   Comparison with Method Using ECilin 
As can be seen from Table 1, all the three CSP methods, i.e. MCSP-Candi, MCSP-VSM, and 
MCSP-SYN outperform MECilin significantly in precision, recall, and f-measure. 
Specifically, precision of MECilin is quite low, which shows that most synonyms 
defined in ECilin are not paraphrases in specific contexts. For example, the Chinese 
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words " (die)" and " (die)" are synonyms. However, they can never be used 
in the same context, as the former expresses the death of a personage while the latter 
is usually used to express the death of an evil person. In contrast, in the CSP methods, 
these kinds of synonyms cannot be extracted as paraphrases, which makes precision 
much higher. On the other hand, recall of MECilin is also much lower than that of the 
CSP methods, which demonstrates that paraphrases in specific contexts are not 
necessarily synonyms. 

3.3.2   Evaluation of Paraphrase Validation 
In this section, the effectiveness of paraphrase validation stage is analyzed. It can be 
seen from Table 1 that both MCSP-VSM and MCSP-SYN outperform MCSP-Candi greatly in 
precision, which suggests that the validation methods using distinct similarity 
measurements are both effective in filtering incorrect candidates. At the same time, it 
can be found that recall decreases after the validation stage. The decrease indicates 
that some correct paraphrases are filtered in the validation by mistake. Nevertheless, 
the increases in f-measure demonstrate the effectiveness of paraphrase validation. 

3.3.3   Comparison of Similarity Measurements 
This section compares MCSP-VSM and MCSP-SYN so as to evaluate the two similarity 
measurements. It can be seen from Table 1 that MCSP-VSM and MCSP-SYN produce similar 
results. However, MCSP-SYN is better in precision while MCSP-VSM is better in recall. The 
reason why MCSP-SYN achieves a higher precision is that syntactic information is 
helpful in filtering incorrect candidates. For example, the sentence "    
48   (Tourist boat sinks off Bahrain, at least 48 died)" is from our test data. For 
the word " (tourist boat)", " (coast)" is extracted as a candidate paraphrase 
mistakenly. In MCSP-VSM, this incorrect candidate cannot be filtered in validation, since 
their PDs share a lot of identical words, which makes them quite similar when 
represented as vectors in VSM. Nevertheless, these two words play different syntactic 
functions in sentences and have dependency relations with quite different words in 
PDs. Therefore, in the validation of MCSP-SYN, this incorrect candidate can be easily 
filtered. 

4   Conclusions 

This paper proposes a web mining method to automatically acquire context-specific 
paraphrases. There are three main contributions. First, this work focuses on the 
problem of context-specific paraphrasing, which has seldom been addressed before. 
Second, a novel two-stage web mining method is presented. Third, a novel 
assumption is introduced in paraphrase validation and two different similarity 
measurements are investigated. 

For the presented CSP methods, MCSP-VSP and MCSP-SYN, precisions are 63.34% and 
66.10%, and recalls are 56.06% and 55.28% respectively. The results significantly 
outperform the method using ECilin. 

In the future work, paraphrase validation will be improved. Especially, different 
similarity measurements will be combined so as to get an optimal compromise of 
precision and recall. 



 Web Mining for Lexical Context-Specific Paraphrasing 679 

Acknowledgments. This research was supported by National Natural Science 
Foundation of China (60435020, 60575042, 60503072). We thank Wanxiang Che and 
Weigang Li for useful discussions and their valuable comments on this paper. 

References 

1. Bannard, C., Callison-Burch, C.: Paraphrasing with Bilingual Parallel Corpora. In 
Proceedings of the 43rd Annual Meeting of the Association for Computational Linguistics 
(ACL2005), pages 597-604, 2005. 

2. Barzilay, R., Elhadad, M.: Using Lexical Chains for Text Summarization. In Proceeding of 
the Intelligent Scalable Text Summarization Workshop (ISTS’97), pages 10-17, 1997. 

3. Barzilay, R., McKeown, K. R.: Extracting Paraphrases from a Parallel Corpus. In 
Proceedings of the 39th Annual Meeting of the Association for Computational Linguistics 
(ACL2001), pages 50-57, 2001. 

4. Cui, H., Wen, J.-R., Nie, J.-Y., Ma, W.-Y.: Probabilistic Query Expansion Using Query 
Logs. In Proceedings of Eleventh International World Wide Web Conference (WWW2002), 
pages 325-332, 2002. 

5. Kaji, N., Kurohashi, S.: Lexical Choice via Topic Adaptation for Paraphrasing Written 
Language to Spoken Language. In Proceedings of the Second International Joint 
Conference on Natural Language Processing (IJCNLP2005), pages 981-992, 2005. 

6. Langkilde, I., Knight, K.: Generation that Exploits Corpus-based Statistical Knowledge. In 
Proceedings of the 17th International Conference on Computational Linguistics and the 36th 
Annual Meeting of the Association for Computational Linguistics (COLING-ACL), pages 
704-710, 1998. 

7. Li, W., Liu, T., Zhang, Y., Li, S., He, W.: Automated Generalization of Phrasal Paraphrases 
from the Web. In Proceedings of the Third International Workshop on Paraphrasing 
(IWP2005), pages 49-56, 2005. 

8. Lin, D.: Automatic Retrieval and Clustering of Similar Words. In Proceedings of the 17th 
International Conference on Computational Linguistics and the 36th Annual Meeting of the 
Association for Computational Linguistics (COLING-ACL), pages 768-774, 1998. 

9. Wu, H., Zhou, M.: Optimizing Synonym Extraction Using Monolingual and Bilingual 
Resources. In Proceedings of the Second International Workshop on Paraphrasing 
(IWP2003), pages 72-79, 2003. 



Author Index

Abdou, Samir 362
Abe, Toru 497
Aizawa, Akiko 625
Akram, Shahrier 649
Ambati, Vamshi 205
Araki, Kenji 574

Beigbeder, Michel 545
Bi, Yaxin 642
Buzikashvili, Nikolai 508

Cao, Yunbo 54
Chen, Che-Min 270
Chen, Chen-Tung 615
Chen, Hsin-Hsi 1
Chen, Hsiu-Han 145
Chen, Ing-Xiang 217, 270
Chevallet, Jean-Pierre 514
Chiba, Yuu 497
Crestani, Fabio 642
Croft, W. Bruce 522

Deng, Peter 244
Depeursinge, Adrien 476

Eguchi, Koji 522

Fu, Guohong 67, 530
Fu, Yupeng 43
Fujii, Hiroko 297
Fukui, Mika 297

Gao, Jianfeng 54
Gao, Jun 187
Gao, Liqi 158
Gao, Wei 119
Garcia, Steven 106
Geissbühler, Antoine 476

Hammarström, Harald 323
He, Tingting 608, 659
He, Yanxiang 588
He, Yulan 537
Heo, Jeong 581
Heuberger, Joris 476

Ho, Jui-Chi 217
Hon, Hsiao-Wuen 26
Hsu, Ming-Hung 1
Hu, Guoping 54
Hu, Yang 230
Huang, Feng-Long 172
Huang, Ruizhang 132
Hui, Siu Cheung 537
Hwang, EenJun 416
Hwang, Soochan 567
Hwang, Yi-Gyu 581

Imafouo, Amélie 545
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